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1.  Introduction

Information technology is one of the fundamental fields to
support overall industries and a lot of new techniques are
rapidly developed and applied for our daily life to social
infrastructures. Many conferences related to information
and computer technology have been held recently with
a dramatic development of computer technology for
last decades. Also, a lot of information related to the
technology is provided through the conferences and the
information is one of the sources of leading power on this
field of industry as well as academia. However, to extract
the major trends among the conferences are somewhat
difficult and require a lot of time and elaborations.

Researchers on the field of information technology
meet difficulties to find out proper information and
research trends since technology changes too rapidly
and related conferences are too many to attend. Many
of researchers on this field meet difficulties to find out
the proper information effectively and efficiently. One of
the most important things is to figure out the essential
requirements or necessities of technologies which are
following the trend.

However, the trends are rapidly changing; it is not easy 

to catch up in proper time. Also the relativity between
conference topics and his or her own research interests
are hard to determine due to the wide spectrum of newly
created topics. Methods for generating guidelines or trend
analysis for related conferences are highly requested for
researchers to refine research direction.

In this paper, an extracting method of research trend
in the field of computer networks via analysis of the topics
contained in the published papers of related conferences
is presented. A topic grouping method is presented to
extract research trend and to measure relativity among
conferences. A computational model based on a joint
distribution for a topic and a trend extraction is developed. 

For the experiment, the leading 24 conferences of the
IEEE (Institute of Electrical and Electronics Engineers)
related to the computer networks which are held during
2009-2010 are exploited. The research trend analysis using
the topic model is performed. The contents of papers
which are presented in the proceedings of the conferences
are used as a corpus for the analysis. Also the topic
correlation between two conferences is measured using
the topic vectors which are generated from extracted
topics.
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2.  Background

A topic summary on the research field of Computer 
Vision and Image Analysis has been done based on 
analysis of 1600 papers which are extracted from related 
conferences for 19881. The topic summary presented in1 
shows research trends on the field clearly and provides 
a direction of further research. In2, research trends have 
been analyzed based on text mining. A combination of 
TF-IDF (term frequency-inverted document frequency) 
and RFM (Recent Frequency Monetary)6–8 is used for the 
trend analysis. 

Similar trend analyses on various research field have 
been exploited; Technology on Fuel Cell3, Aquaculture of 
Canada4, New Product Development or New Technology 
Creation5 etc. In9 a method enhancing efficiency of website 
clustering is introduced by detecting the flow structures 
of the hyperlink, webpage and directory structure. 
The flows are generated from the analysis of keywords 
extracted from the webpages. The approach provides 
more detailed and dynamic information compared to 
previous approaches.

Keyword analysis based approaches are one of the 
major streams to extracting the characteristics and 
research trends of specific journals or conferences and 
several works have been published recently10,11. 

In10, to compare two conferences A and B, from the 
published papers (A1, A2, …. An) and (B1, B2, …. Bm) of 
the conferences, keywords are extracted from the papers 
and keyword groups (WA1, WA2, …. WAn) and (WB1, WB2, 
…. WBn) are generated respectively. Then the relativity 
between the two keyword groups is measured using the 
cosine similarity12. The cosine similarities between all 
pair of conferences are obtained and converted to 0 or 
1 with predefined threshold. Finally, a relativity matrix 
is generated from the binary similarities and an overall 
relativity of all the conferences is displayed as a binary 
matrix of network structure. The characteristics of the 
conferences are analyzed using the matrix. 

In11, keyword analysis is adopted to define the research 
subfield of Engineering Education Research. The show-
up frequencies of keywords are measured in conferences 
and journals related to Engineering Education Research. 
And the ratio among the frequencies is measured as a 
popularity metric of the subfield which is represented 
by the keyword. The ambiguity problem of the keyword 
which disturbs the purity of measurements is claimed and 
a filtering method is proposed to solve the ambiguity of 
keywords.

A similarity measuring method between two 
documents is presented in13. In this approach, the 
similarity is measured based on comparing the 
bibliographic information using the title and keywords. 
This method has advantages when a hierarchical 
similarity measure is required. However, the method 
is primarily for comparing two documents, and has 
limitations to extend conference topic comparison and 
trend extraction. 

3.  Topic Grouping

Topic Grouping is a method to summarize a large 
collection of text data with a set of keywords or smaller 
number of words with distributions. The set of keywords, 
ranked or not, is the major topics of the collected data 
set, which represent the salient themes crossing the data 
set. Finding these topics among related research papers 
allows for effective representation of research trends in 
the research field. 

In this section, a computational model for a topic is 
represented and a method for research trend analysis 
is introduced using the topic model. A topic is defined 
as a vocabulary sequence and the degree of importance 
or interest of the topic is represented as ‘saliency’. The 
saliency is measured as a product of joint distributions 
of vocabularies which consist the topic. To reduce 
the computational burden, clustering and selection 
procedures of vocabularies are applied before actual topic 
grouping. The selected vocabularies become keywords for 
next coming topic grouping.

3.1 Computational Topic Model
Let V be a dictionary of the collected text data and v be a 
vocabulary of V, v ∈ V. A topic t is defined as a sequence 
of vocabularies.

t = (v0 , v1 , v2 ,..., vn)				    (1)

where n and N are the sizes of sequence and dictionary 
respectively n << N.

Let θt denote the saliency of the topic t. The saliency 
of the topic can be given by the joint distributions of 
vocabularies as,

θt = d(v0).d(v1 | v0). d(v2 | v0 ,v1)... d(vn | v0 ,v1... vn-1)	 (2)

where d(vi | vj) denotes a distribution of vi given 



Ho-Hyun Park, Jaehwa Park and Young-Bin Kwon

Vol 8 (26) | October 2015 | www.indjst.org Indian Journal of Science and Technology 3

vj. d becomes a joint probability if the distributions 
of vocabularies are given by probabilities. The higher 
saliency of a topic represents the more frequency to be 
presented in the data set. For example, the saliency of 
a topic ‘wireless network’ is obtained by the product of 
d(wireless1) 

 
and  d(wireless11| network1).

If n increases, the joint distributions are hard to be 
obtained, since the N is usually much larger than n. The 
number of joint distributions to find saliency of topic 
with length n becomes Nn theoretically.

To reduce the computational burden, the saliency 
can be approximated or redefined only considering the 
bigrams as,

θt = d(v0).d(v1 | v0). d(v2 | v1)... d(vn | vn-1)	 	 (3)

Then, the required joint distributions becomes N × N. 
However, since N is usually large, the size of N × N 

 
is still 

very large.
Sometimes the bigrams of two vocabularies do not 

much represent the joint distributions of the topics. For 
example, the topic ‘wireless sensor network’ is much 
closer to the union of ‘wireless network’ and ‘sensor 
network’ rather than the union of ‘wireless sensor’ and 
‘sensor network’.

To compensate above mentioned problem and 
to represent the saliency of topic with larger n more 
accurately, the bigram distribution is redefined. Let the 
joint distribution of a vocabulary v1 of a topic t, denoted 
as Pt(vi) be defined as the maximum bigram distribution 
of d(vi | vj) as,

P(vi) = max{d(vi | vj) | ∀vj, 0 ≤ j ≤ nt		  (4)

where nt is the size of t.
If the entire vocabulary sequence of a topic t is not 

important in point of the bigram distribution, then the 
saliency of topic tis able to be defined as a product of 
bigram vocabularies as,

θt = p(v0).p(v1).p(v2)...p(vn)	 		  (5)

Since the ‘wireless sensor network’ is a more specific 
topic of ‘wireless network’ and ‘sensor network’, the topic 
‘wireless sensor network’ could be a sub-topic of both 
higher level topics. It is the inverse concept of saliency 
metric definition, since the saliency of ‘wireless sensor 
network’ is calculated from the saliency product of sub- 
topics composed by subset terms of ‘wireless network’ 

and ‘sensor network’. 
Following the definition, if a topic is a specific topic 

of general topics which can be composed by the words 
consisting the specific topic, the saliency value is always 
equal or smaller than the saliency values of the general 
topics. However, in practical cases, sometimes ‘wireless 
sensor networks’ is a hotter topic than ‘wireless network’ 
and ‘sensor network’, since ‘wireless network’ and ‘sensor 
network’ are the common and generalized topics that no 
more can represent the research trends.

If the saliency of a topic is represented only by bigram 
distributions, the saliency of ‘wireless sensor network’ 
could be calculated as a much smaller value than those of 
other topics. If ‘wireless network’ and ‘sensor network’ are 
too broad to represent latently interested topics, the two 
topics are seldom found in the data set and result a lower 
value of saliency of ‘wireless sensor network’. 

To avoid such a problem, the joint distribution of a 
vocabulary pt(vi) needs to be open to multi-grams as

p(vi) = max{d(vi | ω) | ∀ ω ⊂ {v0, v1, v2,..., vnt
}}	 (6)

If the p(vi) 
 
of (6) is used to calculate θt, the sub-topic 

problem can be avoided. If ‘wireless sensor network: 
WSN’ is the hottest topic, then

θwsn = p(w).p(s).p(n) = d(wsn)			   (7)

θ represents its own distribution of ‘wireless sensor 
network’ itself. However, this approach increases the 
computational burdens. Thus to reduce the computations, 
the size of vocabulary and length of topics should be 
reduced.

3.2 Topic Grouping
The eventual target for topic grouping is to generate a 
summary or a trend from the given a large collection 
of text data. Since the number of vocabularies on a 
dictionary of large collection of text data is relatively huge 
compared to other applications, it is almost impossible or 
impractical to generate all the possible joint distributions 
among vocabularies.

The role of summary is to represent the major 
research direction of trends of the given data, if the data 
is collected from research paper of a specific field. Thus 
the summary as a result of topic grouping does not have 
to be so accurate requiring analysis of relations among all 
the vocabularies.
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To make the computational amount in a practical 
level, the size of vocabulary and length of topic need to be 
limited. The vocabularies shown more frequently in papers 
have more importance and more chance to represent the 
trends. However, the higher frequency of a vocabulary 
does not directly mean the more saliency to represent 
research trends. Of course the vocabularies should have 
an eligibility to be used as a topic. For example, though 
the word ‘the’ or ‘get’ have higher shown frequencies, 
they cannot represent a research trend. A pre-screening 
procedure of vocabularies should be preceded before 
actual topic grouping.

Figure 1.    Block diagram of trend analysis.

Figure 1 shows the procedure of topic grouping for 
trend analysis of given text data. Two steps are applied for 
trend analysis: keyword extraction and topic extraction. 
Since the text data is collected from research papers of 
conference proceedings, the meta information about the 
conference is necessary to select the major vocabularies. 
The titles of papers, the number of sessions, papers, 
session topics and format of papers are detected for pre-
screening of vocabulary.

In the vocabulary extraction, using the meta 
information of a conference, vocabularies which are 
assumed to have eligibility to represent the technical 
trends of the conferences are extracted. In general, 
keywords of each paper are the essential elements to 

extract in this process.
Then a clustering procedure is applied to the collection 

of vocabularies of all the input conferences. The clustering 
reduces the representation varieties of a word which are 
caused from the different format of the same word such as 
the difference between the plural and singular forms, for 
example ‘network’ and ‘networks’. For the distance metric 
of clustering the ‘edit distance’ is adopted to measure the 
similarities between vocabularies.

As the result of keyword extraction step, a list of 
keywords is generated. The list of keywords is the 
dictionary of major vocabularies in single words. 
Hyphenated words or abbreviations are allowed but 
multiple words or phrases are not allowed as a keyword.

Using the extracted keywords, the joint distributions 
are obtained from the text data. The whole collection 
text data can be used as well as a subset, for example 
abstraction of the paper, can be used as a corpus to extract 
the joint distributions. A combination of vocabularies is 
generated as a topic and the saliency value of the topic 
is determined using joint distributions. The maximum 
length of the topic can be predetermined before topic 
grouping or incrementally increases with a certain metric.

Select a group of top ranked m topics which has 
larger values of saliency, or a group of all topics which 
has larger saliency over a predetermined threshold. 
Among the selected topics grouping of topics is applied. 
Since the more specific topic usually includes the broader 
topics, for example, ‘wireless sensor network’ and ‘sensor 
network’, the relation of inclusion among the selected 
topics is checked.

As a result of inclusive checking, a hierarchy of topic is 
generated. A topic is able to be a hierarchy of topic as well 
as a group of topics. Also a topic is eligible for a member 
topic of multiple groups of topics. Top k hierarchies words 
of topics are selected to summary the trends of the data 
collection.

3.3 Correlation Analysis 
Topic correlation between two conferences can be 
measured comparing the inclusiveness of the major 
topics. The topic correlation procedure is shown in Figure 
2.

For topic correlation analysis among conferences, the 
target conferences are selected and the target conference 
group C is generated as,
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C = {c1, c2,.......,cn}

where c denotes a conference and n denotes the 
number of selected conferences. Then a topic group K is 
generated from the conference group C as, 

Figure 2.    Block diagram of correlation analysis.

K = {k1, k2,.......,km}

where k denotes a topic and m denotes the size of the 
topic group.

Using the topic group, a topic vector Λ is generated for 
each conference c 

Λi = {λi1, λi2,...,λij,..., λim}

If conference ci includes the topic kj then λij the jth bit 
field of topic vector Λi becomes ‘1’, otherwise ‘0’. Then a 
topic vector with m bits for each conference is generated 
and a n by m topic relativity matrix can be generated 
as shown in Table 1. The binary vector Λi represents a 
research trend of the conference ci projected on the topic 
group K. 

Table 1.    Topic relativity matrix
Conference c1 c2 ……. cn

k1
1 1 0

k2
1 0 1

... ... ... ... ...
km

1 0 0

The topic correlations between two conferences are 
measured by cosine similarity12. The topic correlation ηij  

between conference ci and cj is calculated as,
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4.  Experimental Results

Two experiments: 1. Research trend analysis and 2. 
Correlation analysis of conferences have been done to test 
the performance of the proposed method and to check 
the usability of extracted topics.

In the first experiment, the performance of the 
proposed method as a tool to summary the large 
collection of paper data has been checked. And in the 
second experiment, the usages of extracted topics as a 
metric to measure the similarities or relativity between 
two conferences are tested.

The 24 conferences of the IEEE related to the computer 
networks which were held during 2009-2010 annually are 
exploited. Titles of 6 conferences among 24 used in the 
experiments are shown in Table 2.

Table 2.    Titles of conferences used in the experiments 
(partial)

Index Conference Title
1 IEEE International Symposium on 

World of Wireless Mobile and Multime-
dia Networks (WoWMoM).

2 IEEE International Symposium on Net-
work Computing and Applications.

3 IEEE International Conference on Wire-
less and Mobile Computing, Networking 
and Communications (WIMOB).

4 IEEE Workshop on Secure Network 
Protocols (NPSec).

5 IEEE Communications Society Confer-
ence on Sensor, Mesh and Ad Hoc Com-
munications and Networks (SECON).

6 International Conference on Wireless 
and Optical Communications Networks 
(WOCN).

4.1 �Research Trend Analysis of Network 
Area 

Before the actual trend analysis of conferences, the raw 
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vocabulary extraction and filtering process have been 
applied. Since the scope of the trend analysis spans to 
entire 24 conferences related to the research field of 
computer networks, the size of the dictionary is huge. 
Extraction of a subset of vocabulary which can effectively 
represent the contents of a data set is necessary for the 
practical experiment.
Where TN: Telecommunication Network, QoS: Quality 
of Service, WSN: Wireless Sensor Networks, RP: Routing 
Protocols

The vocabularies are selected from paper titles, 
keywords listed in the papers and session names of all 
the conferences and the frequencies are measured. With 
ranked list of extracted vocabularies, general words, such 
as words ‘the’, ‘of ’, ‘study’...etc, are filtered out manually.

Table 3.    Extracted Keywords
2009

Size of Group 100 200 300 Unlimited
Top 1 TN TN QoS WSN
Top 2 QoS RP TN QoS
Top 3 RP QoS WSN internet

 
2010

Size of Group 100 200 300 Unlimited
Top 1 WSN WSN WSN WSN
Top 2 TN TN RP internet
Top 3 RP RP QoS QoS

 
2009 - 2010

Size of Group 100 200 300 Unlimited
Top 1 TN TN WSN WSN
Top 2 WSN RP TN QoS
Top 3 QoS WSN QoS internet

From the 24 conferences, total 12,188 words are 
extracted finally. The average size of extracted vocabularies 
is 872 per conference. With the 12,188 words, total 6,965 
topics are generated with saliency threshold of 0.15. Top 3 
topics are shown in Table 3 for 2009, 2010 and 2009-2010. 
The size of group means the maximum size of grouped 
topics when topic clustering is applied. The edit distance 
is used as a metric to measure the similarity between two 
topics and k-means algorithm is used for topic clustering.

The most commonly shown topics during 2009-2010 
are wireless sensor network, QoS, Routing Protocols, a 
telecommunication network, and internet. As shown in 
the analysis results in Table 3, the hot interested topics in 
the research field of computer networks for 2009-2010 are 

extracted and represent the direction of research trends.

4.2 �Topic Correlation Analysis of 
Conferences

Table 4.    Topic vector for correlation analysis
Conference Index of Table 2 1 2 3 4 5 6
Wireless Sensor Networks 1 1 1 1 1 1
Routing Protocol 1 1 1 1 1 1
Energy Efficiency 1 1 1 1 1 1
Cognitive Radio 1 0 1 1 0 1
Ad Hoc Network 0 1 1 1 1 1
p2p 0 1 0 1 0 1
Resource Allocation 1 1 1 1 0 1
Reliable Transport Protocol 1 0 0 1 1 0

Topic correlation between two conferences can be 
measured comparing the inclusiveness of the major topics. 
From the first experiment, 6,965 topics with unlimited 
topic grouping are selected for topic vector generation. If 
a conference includes the topic then the bit field of a topic 
vector becomes ‘1’, otherwise ‘0’. Then a topic vector with 
6,965 bits for each conference is generated as shown in 
Table 4.

Table 5 shows a result of topic correlation analysis 
among the conferences which are shown in Table 2. The 
topic vectors of Table 4 are used for calculation of the 
topic correlation.

Table 5.    Result of correlation analysis (in partial)
Conf. Index 1 2 3 4 5 6
1. 1.00
2. 0.56 1.00
3. 0.48 0.88 1.00
4. 0.65 0.48 0.38 1.00
5. 0.47 0.43 0.55 0.38 1.00
6. 0.52 0.39 0.48 0.34 0.83 1.00

The most correlated conference pair is (2, 3) whereas 
the least correlated pair is (4, 6) with 0.88 and 0.34 topic 
similarity measurement respectively. The conferences 2 
and 3 are highly related conferences on the research field 
of ‘Advanced Information Networking and Application’. 
The conferences 4 and 6 are not much related on the 
topics since conference 4 is specialized in ‘Mesh Networks’ 
whereas conference 6 is focused on ‘Social Networks’. As 
shown in the experimental result, the topic grouping and 
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correlation analysis are working reasonably well.

5.  Conclusion

An extracting method of research trend in the research 
field of computer network contained in the published 
paper of related conferences is presented. 

A computational model for topic and a trend extraction 
method using topics are presented. The experimental 
results show the validity of the methods. However, more 
computationally efficient method for topic grouping and 
accurate metric to measure the similarity between two 
conferences are necessary for improvement.
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