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The effectiveness of sensor networks depends critically on efficient power management of the sensor nodes. Dynamic voltage
frequency scaling (DVFS) and dynamic power management (DPM) have been proposed to enable energy-efficient scheduling for
real-time and embedded systems. However, most power-aware scheduling algorithms are designed to deal with only those cases in
which the task execution time is determined solely by the clock frequency of the processor. In this study, we propose an extended
task execution model that is appropriate for the sensor nodes and an algorithm that determines the optimal clock frequency for a
node’s processor.We analyze the extendedmodel and verify that our algorithm calculates the clock frequency that optimizes energy
savings while satisfying the timing constraints.

1. Introduction

A typical sensor network consists of multiple sensor nodes
and wireless networks that connect these nodes. Each sensor
in a sensor network runs on a battery with a limited power
supply [1]. Hence, it is considered critical for the sensor
node to operate in an energy-saving manner. Numerous
approaches have been reported recently for saving the sen-
sors’ energy [2, 3].

Each sensor node is composed of units for sensing,
processing, radio frequency (RF) transmission, and battery
power supply. A typical sensor executes real-time applications
with timing constraints; the application periodically operates
sensing units, processes the collected data, and transmits the
processed data to the wireless network; thus, the challenge
at the sensor node is to finish the above tasks with minimal
energy expenditure while satisfying the timing constraints.
There are real-time scheduling algorithms that are designed
to address energy issues; among them, DVFS [4] and DPM
[5, 6] are the most widely used schemes in the field.

DVFS is a technique in which the clock frequency and
the operating voltage of a processor are adjusted during the
execution. A processor operates at different clock frequencies
depending on the core voltage. Reducing the core voltage and

the clock frequency not only reduces energy use, but also
reduces execution speed; thus, in any reduction scheme of
this type there is a limit on the energy savings that can be
realized without violating the timing constraints.

Real-Time DVFS technology has also been developed
to exploit DVFS while also addressing the issue of timing
constraints. Various other approaches have been reported in
the literature to exploit DVFS, including the use of various
models to describe the relevant tasks and systems [7–9].

The DPM technique functions differently, switching a
device into a sleep mode when there is no task to execute. A
device consumes minimal energy while in sleep mode but is
also inactive, and waking the device typically entails a certain
delay. This issue should be considered when developing a
scheduling algorithm that not only uses sleep mode but also
needs to guarantee real-time responsiveness. Benini et al. [10]
have studied the question ofwhen to switch a device into sleep
mode in real-time scheduling.

Recently, Devadas and Aydin [11] and Zhao and Aydin
[12] studied the interplay of DVFS and DPM for a real-
time embedded system. They analyzed the combined use of
DVFS and DPM for a real-time application that uses devices.
However, these approaches employ an execution model in
which the execution time of a real-time task depends only
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Figure 1: Architecture of the sensor node.

on the clock frequency of the processor, which means that
every device is impacted by the clock frequency. In practice,
there are devices that do not depend on the clock frequency.
We argue that an extended task execution model should be
studied that takes both the processor and the devices into
account.

In this study, we propose an extended energy model in
which both of clock-dependent and clock-independent task
executions are considered and present analysis results on this
model. In addition, we provide an algorithm for calculating
the clock frequency of the processor that optimizes the
system’s energy consumption; this algorithm was developed
considering the interplay of DVFS andDPM for the extended
model.This paper is extended fromour preliminarywork [13]
for the nodes of sensor network.

The rest of this paper is organized as follows. Section 2
describes the system architecture of a sensor node. Section 3
proposes an extended model that considers both the
clock-dependent and clock-independent task executions. In
Section 4, we analyze the extended model and derive an
algorithm to determine the optimal clock frequency; that is,
the frequency that minimizes energy consumption while sat-
isfying the timing constraints. Section 5 presents simulation
results and analysis. We summarize the paper and suggest
future work in Section 6.

2. Sensor Node Architecture

Figure 1 shows the system architecture of a typical sensor
node with multiple sensor units.

As shown in Figure 1, a sensor node consists of a micro-
controller unit (MCU), a RF Unit (RFU), a battery, and
multiples sensor units (SUs). The analog signal detected by
each SU is translated into digital data after being processed
by the analog digital convertor (ADC) of the MCU. Hence,
the resources such as CPU, memory, ADC, and RFU are

shared by multiple SUs. The control unit controls the other
components within the MCU.

It should be noted that each SU is designed to operate
at a fixed frequency that is typically determined by the
system designer; hence, the sensor unit is a system clock-
independent device. In addition, the RFU operates at yet
another frequency and depends neither on the clock fre-
quency of the CPU nor on that of the sensor unit.

3. System Models

In this section, we present models for the task execution, the
device’s operation, and the system’s energy consumption.The
task execution model is designed to consider the different
clock frequencies of the processor and the device.Wenormal-
ize the clock frequencies of the processor and the device into
the range of [0, 1]. In addition, our discussion will be based
on the systems running on frame-based real-time scheduling.

3.1. Task Execution Model. Recent studies on the interplay
of DVS and DPM for a real-time embedded system [11, 12]
proposed the following model for task execution:

𝐶 (𝑓) =
𝐶max
𝑓
. (1)

By using this model, we can calculate a task’s execution
time by a processor with the clock frequency 𝑓. In the
equation, 𝐶max is the execution time for the case with the
processor running at the clock frequency 𝑓max, which is
normalized to 1.

However, the above model does not consider the case
in which the execution time also depends on the clock
frequency of the device. We present an extended model for
considering the frequencies of both the processor and the
device as shown in (2). In this equation, 𝐶max represents
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the execution time for a task when the processors and the
devices run at their maximum clock frequencies:

𝐶 (𝑓
1
, . . . , 𝑓

𝑛
) =
𝐶max
𝑓
1

0
1
+ ⋅ ⋅ ⋅ +
𝐶max
𝑓
𝑛

0
𝑛

+ 𝐶max (1 − (01 + ⋅ ⋅ ⋅ + 0𝑛)) .

(2)

Each 0
𝑖
represents the ratio of the dependency of the task

on 𝑓
𝑖
; these also ranges from 0 to 1. The expression (1 − (0

1
+

⋅ ⋅ ⋅ + 0
𝑛
)) is a ratio representing the device’s dependency on

its clock frequency.
Equation (3) shows how to determine 0

𝑖
. 𝐶𝑖min is calcu-

lated by setting only 𝑓
𝑖
to its minimum, which is referred to

as 𝑓𝑖min, and the others to their maximums. Note that 𝐶𝑖min
is the task execution time when the 𝑖th device operates at its
minimum clock frequency:

0
𝑖
=
𝐶max − 𝐶

𝑖

min
𝐶max

𝑓
𝑖

min
1 − 𝑓𝑖min

. (3)

Equations (4) shows that 𝐶max, the execution time when
the 𝑖th device operates at its maximum clock frequency, is
derived from (2) by setting 𝑓

𝑖
to 𝑓𝑖max. Similarly, 𝐶𝑖min can be

derived by setting 𝑓
𝑖
to 𝑓𝑖min as shown in (5):

𝐶max =
𝐶max
𝑓1max
0
1
+ ⋅ ⋅ ⋅ +
𝐶max
𝑓𝑖max
0
𝑖
+ ⋅ ⋅ ⋅ +
𝐶max
𝑓𝑛max
0
𝑛

+ 𝐶max (1 − (01 + ⋅ ⋅ ⋅ + 0𝑛)) ,

(4)

𝐶
𝑖

min =
𝐶max
𝑓1max
0
1
+ ⋅ ⋅ ⋅ +
𝐶max
𝑓𝑖min
0
𝑖
+ ⋅ ⋅ ⋅ +
𝐶max
𝑓𝑛max
0
𝑛

+ 𝐶max (1 − (01 + ⋅ ⋅ ⋅ + 0𝑛)) .

(5)

3.2. Device Model. In this paper, we assume that the devices
attached to the system support both DVFS and DPM. There
are two device modes: active mode and sleep mode. In active
mode, the device is ready to process requests, while in sleep
mode, the device goes into a low-power mode and cannot
process requests. In addition, we assume that the device is
in an active mode at the beginning of the task and stays in
this the mode until the task execution ends; this is typically
referred to as intertask device scheduling. The following list
gives various notations for device parameters:

(i) 𝑃
𝑎
: power consumption in active mode;

(ii) 𝑃
𝑠
: power consumption in sleep mode;

(iii) 𝐸
𝑠𝑑

and 𝑇
𝑠𝑑
: power consumption and time delay,

respectively, that are incurred in changing from active
mode to sleep mode;

(iv) 𝐸
𝑤𝑢

and 𝑇
𝑤𝑢
: power consumption and time delay,

respectively, that are incurred in changing from sleep
mode to active mode.

The break-even time 𝐵 represents the minimum duration
of the sleep mode that will compensate for the added power
consumption incurred in changing between the active and

sleep mode. Devadas and Aydin [11] calculated the break-
even time as shown in (6) and we adopt this calculation in
our extended execution model:

𝐵 =
𝐸
𝑠𝑑
+ 𝐸
𝑤𝑢
− (𝑇
𝑠𝑑
+ 𝑇
𝑤𝑢
) 𝑃
𝑠

𝑃
𝑎
− 𝑃
𝑠

. (6)

3.3. Energy Model. The system energy 𝐸 is partitioned into
the static energy 𝐸

𝑠
and the dynamic energy 𝐸

𝑑
; specifically,

𝐸
𝑠
is the static energy consumed in operating the system

clock, while 𝐸
𝑑
is dynamically varying energy that relates

directly to the clock frequency of the processor. In this paper,
we focus on dynamic energy consumption. We propose an
extended energymodel that utilizes (1) from [11]. However, as
some portion of the task does not depend on any processor
frequency, it is difficult to exactly determine the execution
time of a task. In this paper, the energy model considers
the execution time model represented by (2). Equation (7)
represents the energy model, which is an extension of that
presented in [11]. 𝛿(𝑓) represents the slack time in the frame
at the frequency 𝑓. D

𝑎
and D

𝑠
represent the sets of devices

transitioned to active and sleepmode, respectively, during the
slack time of the frame.The total active power of devices 𝑃ind
is independent of the frequencies of CPUs and devices:

𝐸
𝑑
(𝑓
1
, . . . , 𝑓

𝑛
) = (𝑎𝑓

3
+ 𝑃ind) 𝐶 (𝑓1, . . . , 𝑓𝑛)

+ ∑
𝑖|𝐷𝑖∈D𝑎

𝑃
𝑖

𝑎
𝛿 (𝑓
1
, . . . , 𝑓

𝑛
)

+ ∑
𝑖|𝐷𝑖∈D𝑠

(𝐸
𝑠𝑑
+ 𝐸
𝑤𝑢
) .

(7)

4. Optimal Frequency Decision in SUs

In order to simplify the discussion, we assume that a sensor
node is equipped with a sensing unit that runs at a fixed
frequency. The following equation represents an extended
energy model for this scenario:

𝐸
𝑑
(𝑓) = (𝑎𝑓

3
+ 𝑃ind) 𝐶 (𝑓) + ∑

𝑖|D𝑖∈D𝑎

𝛿 (𝑓) 𝑃
𝑖

𝑎

+ ∑
𝑖|𝐷𝑖∈D𝑠

(𝐸
𝑠𝑑
+ 𝐸
𝑤𝑢
) .

(8)

The analysis of our energy model is illustrated in the
following sections. In addition, we discuss how to determine
the optimal frequency that minimizes the sensor node’s
energy consumption. Note that the analysis result is very
similar to [11] because our model is extended from theirs. In
the following, we shall refer the left and the right areas based
on 𝑓 = 𝑓

𝑏
to areas 𝛼 and 𝛽, respectively, where 𝑓

𝑏
represents

the break-even point of the device.

4.1. Minimum Energy Consumption Frequency Decision in
Area 𝛼. In area 𝛼, the device is never switched into the sleep
mode during its idle time because the duration of sleep mode
would be shorter than the break-even time. Therefore, the
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(1) function FrequencyDecision()
(2) 𝑓opt1 ← 𝑈 ⊳the optimal frequency decision in area 𝛼
(3) if 𝑥

1
> 0 then ⊳the optimal frequency decision in area 𝛽

(4) 𝑓ee ← 𝑥1
(5) else
(6) 𝑓ee ← 𝑥2
(7) end if
(8) if 𝑓ee < 𝑓𝑏 then
(9) 𝑓opt2 ← 𝑓𝑏
(10) else if 𝑓ee > 1 then
(11) 𝑓opt2 ← 1
(12) else
(13) 𝑓opt2 ← 𝑓ee
(14) end if
(15) 𝐸diff ← 𝐸𝑑(𝑓opt1) − 𝐸𝑑(𝑓opt2)
(16) if 𝐸diff > 0 then ⊳the optimal frequency decision on an entire system
(17) 𝑓opt ← 𝑓opt2
(18) else
(19) 𝑓opt ← 𝑓opt1
(20) end if
(21) return 𝑓opt
(22) end function

Algorithm 1: The optimal frequency decision algorithm.
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energy consumption of the device is a constant value 𝑃
𝑎
𝑑,

where 𝑑 is the deadline of the task. On the other hand, the
energy consumption of a processor is proportional to the
cube of processor frequency 𝑓3; hence, lower frequencies
correspond to lower energy consumptions.

Note that the execution of the task is finished exactly at
its deadline when 𝑓 = 𝑈, the lowest clock frequency that
meets the timing constraint. Hence, 𝑈 is the optimal clock
frequency of the processor for this area. The utilization 𝑈 is
derived as shown below:

𝑈 =
𝐶max0

𝑑 − 𝐶max (1 − 0)
. (9)

Figure 2 shows the energy consumption trend in area
𝛼. The energy consumption increases monotonically as a
function of frequency. Hence, 𝐸

𝑑
(𝑈) is minimal energy

consumption in area 𝛼.

4.2. Minimum Energy Consumption Frequency Decision in
Area 𝛽. In area 𝛽 we need to consider the tradeoff between
the energy consumption by the processor and the device with

respect to the clock frequency. The energy model can be
obtained as follows:

𝐸
𝑑
(𝑓) = (𝑎𝑓

3
+ 𝑃
𝑎
) (
𝐶max
𝑓
0 + 𝐶max (1 − 0)) + 𝐸𝑠𝑑 + 𝐸𝑤𝑢.

(10)

Equation (10) is strictly convex for 𝑓 > 0; hence, there
must be a minimum point in 𝑓 > 0. The frequency that
minimizes (10) can be determined by setting its derivative
Equation (11) to zero. Figure 3 shows the relationship between
frequency and the corresponding energy consumptionwithin
area 𝛽:

𝐸
󸀠

𝑑
(𝑓) = 𝑓

−2
(3𝑎 (1 − 0) 𝐶max𝑓

4
+ 2𝑎0𝐶max𝑓

3
− 𝑃
𝑎
0𝐶max) .

(11)

Solving the quartic formula yields four values.Thederiva-
tive of our energy model consists of a second-order term that
is positive infinite at 𝑓 = ∞ and a negative second-order
term that is negative infinite at𝑓 ≈ 0.Thus, our energymodel
must have a minimum point for 𝑓 > 0. One of the solutions
for (11), which corresponds to 𝑥

1
or 𝑥
2
in (12), represents the

minimum point.
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Two Solutions of (11):

𝑥1 = −
2𝑎0𝐶max

12𝑎 (1 − 0)𝐶max

−
1

2
((

4𝑎0𝐶max
12𝑎 (1 − 0)𝐶max

)

2

+(

3
√2𝑅

81(𝑎 (1 − 0))
3√(108𝑎

2
𝑃𝑎0
3
𝐶
3

max) + √−4(36𝑎𝑃𝑎 (1 − 0)𝐶
2

max)
3
+ (108𝑎

2
𝑃𝑎0
3
𝐶
3

max)
2

+

√(108𝑎
2
𝑃𝑎0
3
𝐶
3

max) + √−4(36𝑎𝑃𝑎 (1 − 0)𝐶
2

max)
3
+ (108𝑎

2
𝑃𝑎0
3
𝐶
3

max)
2

9
3
√2𝑎 (1 − 0)𝐶max

))

1/2

+
1

2
((

√32𝑎0𝐶max
12𝑎 (1 − 0)𝐶max

)

2

−(

3
√2𝑅

81(𝑎 (1 − 0))
3√(108𝑎

2
𝑃𝑎0
3
𝐶
3

max) + √−4(36𝑎𝑃𝑎 (1 − 0)𝐶
2

max)
3
+ (108𝑎

2
𝑃𝑎0
3
𝐶
3

max)
2

+

√(108𝑎
2
𝑃𝑎0
3
𝐶
3

max) + √−4(36𝑎𝑃𝑎 (1 − 0)𝐶
2

max)
3
+ (108𝑎

2
𝑃𝑎0
3
𝐶
3

max)
2

9
3
√2𝑎 (1 − 0)𝐶max

)

−(2𝑎0𝐶max)
3
×(108(𝑎 (1−0)𝐶max)

3
((
4𝑎0𝐶max
12𝑎 (1−0)𝐶max

)

2

+(

3
√2𝑅

81(𝑎 (1−0))
3√(108𝑎

2
𝑃𝑎0
3
𝐶
3

max)+√−4(36𝑎𝑃𝑎 (1 − 0)𝐶
2

max)
3
+ (108𝑎

2
𝑃𝑎0
3
𝐶
3

max)
2

+

√(108𝑎
2
𝑃𝑎0
3
𝐶
3

max)+√−4(36𝑎𝑃𝑎 (1−0)𝐶
2

max)
3
+(108𝑎

2
𝑃𝑎0
3
𝐶
3

max)
2

9
3
√2𝑎 (1 − 0)𝐶max

))

1/2

)

−1

)

1/2

,

𝑥2 = −
2𝑎0𝐶max

12𝑎 (1 − 0)𝐶max
+
1

2
((

4𝑎0𝐶max
12𝑎 (1 − 0)𝐶max

)

2

+(

3
√2𝑅

81(𝑎 (1 − 0))
3√(108𝑎

2
𝑃𝑎0
3
𝐶
3

max) + √−4(36𝑎𝑃𝑎 (1 − 0)𝐶
2

max)
3
+ (108𝑎

2
𝑃𝑎0
3
𝐶
3

max)
2

+

√(108𝑎
2
𝑃𝑎0
3
𝐶
3

max) + √−4(36𝑎𝑃𝑎 (1 − 0)𝐶
2

max)
3
+ (108𝑎

2
𝑃𝑎0
3
𝐶
3

max)
2

9
3
√2𝑎 (1 − 0)𝐶max

))

1/2

+
1

2
((

√32𝑎0𝐶max
12𝑎 (1 − 0)𝐶max

)

2

−(

3
√2𝑅

81(𝑎 (1 − 0))
3√(108𝑎

2
𝑃𝑎0
3
𝐶
3

max) + √−4(36𝑎𝑃𝑎 (1 − 0)𝐶
2

max)
3
+ (108𝑎

2
𝑃𝑎0
3
𝐶
3

max)
2

+

√(108𝑎
2
𝑃𝑎0
3
𝐶
3

max) + √−4(36𝑎𝑃𝑎 (1 − 0)𝐶
2

max)
3
+ (108𝑎

2
𝑃𝑎0
3
𝐶
3

max)
2

9
3
√2𝑎 (1 − 0)𝐶max

)

+(2𝑎0𝐶max)
3
×
(
(

(

108(𝑎 (1 − 0)𝐶max)
3(
(

(

(
4𝑎0𝐶max

12𝑎 (1 − 0)𝐶max
)

2

+(

3
√2𝑅

81(𝑎 (1 − 0))
3√(108𝑎

2
𝑃𝑎0
3
𝐶
3

max) + √−4(36𝑎𝑃𝑎 (1 − 0)𝐶
2

max)
3
+ (108𝑎

2
𝑃𝑎0
3
𝐶
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max)
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+

√(108𝑎
2
𝑃𝑎0
3
𝐶
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max) + √−4(36𝑎𝑃𝑎 (1 − 0)𝐶
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max)
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+ (108𝑎

2
𝑃𝑎0
3
𝐶
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2

9
3
√2𝑎 (1 − 0)𝐶max

)
)
)

)

1/2

)
)
)

)

−1

)
)
)

)

1/2

(12)
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We can choose a clock frequency that minimizes the energy
consumption in area 𝛽 as that frequency that minimizes
energy consumption for 𝑓 > 0. We first find out whether
the frequency that corresponds to the minimum point is in
area 𝛽. The frequency of the minimum point and the optimal
frequency of area 𝛽 are denoted by 𝑓

𝑒𝑒
and 𝑓opt2, respectively,

in the following:

(i) if 𝑓ee < 𝑓𝑏, 𝑓opt2 = 𝑓𝑏;
(ii) if 𝑓

𝑏
≤ 𝑓ee ≤ 1, 𝑓opt2 = 𝑓ee;

(iii) if 1 < 𝑓ee, 𝑓opt2 = 1.

4.3. Optimal Frequency Decision. Now, we can choose a
frequency that optimizes the energy consumption by con-
sidering the results from both areas. The difference in the
optimal energy consumption of each area is denoted by 𝐸diff,
and is calculated as shown in (13). If 𝐸diff > 0, we set 𝑓opt =
𝑓opt2; otherwise, we set 𝑓opt = 𝑓opt1:

𝐸diff = 𝐸𝑑 (𝑓opt1) − 𝐸𝑑 (𝑓opt2) . (13)

Algorithm 1 shows an algorithm that derives the optimal
clock frequency for a sensor node. After calculating the
optimal frequency for each area using (10), we choose the
optimal clock frequency between the two.

5. Simulation Results

In this sectionwe evaluate our algorithm in various scenarios.
Throughout this section, we assume a real-time task with 𝑑 =
42 and 𝐶max = 10. The task uses a device with the following
characteristics: 𝑃

𝑎
= 0.5, 𝐸

𝑠𝑑
= 5, 𝐸

𝑤𝑢
= 5, 𝑇

𝑠𝑑
= 10, 𝑇

𝑤𝑢
=

10, and 𝐵 = 20. The switching capacitance of the processor
is assumed to be 𝑎 = 1. The parameters are set to the values
used in [11] for the comparison purpose.

Figure 4 shows that the previous approach fails to handle
the case in which the execution time of the task is not
determined solely by the clock frequency. In the figure, the
clock frequency dependency 0 changes from 0.1 to 1, and
only when the entire system depends on the clock frequency,
that is, 0 = 1, does the previous approach [11] achieve an
the optimal solution. In contrast, our proposed algorithm
accurately determines the optimal frequency in all cases. In
the worst case, using the result of the previous approach
consumes 2.5 J more energy than the optimal solution.

This simulation results in Figure 5 show that our algo-
rithm enables better power management than the previous
approach [11]. This is because our algorithm is based on an
extendedmodel that more accurately reflects the architecture
of the sensor node.

6. Conclusion and Future Work

A sensor node employs various devices, including a micro-
controller unit for processing, a radio frequency unit for
transmissions, a battery to supply power, and multiple sensor
units for sensing. Some of these devices depend directly on
the clock frequency and others do not.

In this study, we proposed an extended model that
considers the case in which the execution time of the task is
not determined only by the clock frequency of the processor.

Based on the proposedmodel, we presented an algorithm
that calculates the optimal clock frequency of the processor
to achieve system-wide energy savings. We validated our
approach by both analysis and simulation results in various
scenarios.

In future work, we shall extend the model to handle
multiple devices; we also intend to perform experiments with
actual sensor nodes.
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