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River water pollution by wastewater can cause significant negative impact on the aquatic sustainability. Hence, accurate modeling
of this complicated system and its cost-effective treatment and reuse decision is very important because this optimization process
is related to economic expenditure, societal health, and environmental deterioration. In order to optimize this complex system, we
may consider three treatment or reuse options such as microscreening filtration, nitrification, and fertilization-oriented irrigation
on top of two existing options such as settling and biological oxidation. The objective of this environmental optimization is to
minimize the economic expenditure of life cycle costs while satisfying the public health standard in terms of groundwater quality
and the environmental standard in terms of river water quality. Particularly, this study improves existing optimization model
by pinpointing the critical deficit location of dissolved oxygen sag curve by using analytic differentiation. Also, the proposed
formulation considersmore practical constraints such asmaximal size of irrigation area andminimal amount of filtration treatment
process.The results obtained by using an evolutionary algorithm, named a parameter-setting-free harmony search algorithm, show
that the proposed model successfully finds optimal solutions while conveniently locating the critical deficit point.

1. Introduction

Polluted water dumped into a river causes considerable
negative impact on the sustainability of aquatic life. Thus,
accurate modeling of this complex system and optimal deci-
sionmaking is therefore very critical since this relates to envi-
ronmental deterioration, economic expenditure, and human
health.

In order to optimize this complicated problem, we should
first consider various life cycle costs of wastewater treatment
and reuse alternatives such as microscreening filtration,
nitrification, and diverted fertilization-wise irrigation as well
as settling and biological oxidation [1]. Under the optimally
minimized budget, all the technical and regulatory con-
straints such as dissolved oxygen level along the river reach,
nitrate-nitrogen level in groundwater, nitrogen amount for
crop uptake, irrigation area size, and treatment amount in
filtration process should be addressed.

To date, various simulation-optimization approaches
have been proposed to the wastewater treatment problem

[1–7]. However, there is still more room to improve in
terms of optimization formulation and simulation calcula-
tion for obtaining better solutions. Particularly, this study
improves existing simulation calculations by exactly finding
the critical deficit point of dissolved oxygen sag curve
using analytic calculus. While previous approaches [1–3]
approximate the minimal point by roughly discretizing the
continuous river reach into eight points (5, 10, 15, 20, 25, 30,
40, and 50 km away from the effluent spot), this study clearly
pinpoints the minimal location by analytically performing
the differential calculus. In addition, the proposed formula-
tion considers more practical constraints such as maximal
size of irrigated area and minimal amount of filtration
treatment.

Thus, this study intends to improve the optimization
structure and the calculation process of the complex wastew-
ater treatment and reuse problem and then to find the optimal
solution using an improved evolutionary algorithm, which
does not require the boring process of algorithm parameter
setting.

Hindawi
Complexity
Volume 2018, Article ID 2480365, 8 pages
https://doi.org/10.1155/2018/2480365

http://orcid.org/0000-0002-0370-5562
http://orcid.org/0000-0002-5690-1794
https://doi.org/10.1155/2018/2480365


2 Complexity

Table 1: Quantified effect of each treatment.

Type of treatment Effluent quality (in ppm)
DO CBOD NBOD

Secondary process only (𝑄1) 2 25 54
Secondary + filtration (𝑄2) 2 13 50
Secondary + nitrification (𝑄3 − 𝑄4) 2 13 10
Secondary + nitrification + filtration (𝑄4) 2 7 10
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Figure 1: Schematic of wastewater treatment system.

2. Problem and Modeling

The original wastewater treatment and reuse problem was
proposed by Haith [1]. A municipal area, where 100,000 cit-
izens reside, dumps wastewater (40,000m3/day) into a river
after treating it with settling and biological oxidation. How-
ever, these processes are not enough tomeet the water quality
regulation (5 ppm or 5mg/liter in terms of dissolved oxygen
(DO)).Thus, the local government plans to construct an extra
treatment system to improve the effluent quality.

As seen in Figure 1, the extra treatment system can
include two treatment options (filtration and nitrification)
and one diverted irrigation option for the sake of crop fer-
tilization. In this system, there are five decision variables
such as (1)wastewater volume directly dumped into the river
(𝑄1 kilo-m3/day), (2) wastewater volume treated by filtration
process (𝑄2 kilo-m3/day), (3) wastewater volume treated
by nitrification process (𝑄3 kilo-m3/day), (4) wastewater
volume treated by nitrification and filtration processes (𝑄4
kilo-m3/day), and (5) wastewater volume diverted for crop
fertilization (𝑄5 kilo-m3/day).

For these extra treatment options (doing nothing (𝑄1),
filtration only (𝑄2), and nitrification only (𝑄3 − 𝑄4) and
both nitrification and filtration (𝑄4)), quantified effects can
be assessed as described in Table 1.

If wastewater is fully mixed with river flow at the dis-
charge point, initial effluent quality 𝐶0, 𝐵0, and 𝑁0 can be
calculated using Table 1 and weighted average. If river flow
is 110,000m3/day, DO is 8.0 ppm, carbonaceous biochem-
ical oxygen demand (CBOD) is 2.0 ppm, and nitrogenous

biochemical oxygen demand (NBOD) is 5.0 ppm,𝐶0, 𝐵0, and𝑁0 become as in

𝐶0 = 8 (110) + 2 (𝑄1 + 𝑄2 + 𝑄3)110 + 𝑄1 + 𝑄2 + 𝑄3 ,
𝐵0 = 2 (110) + 25𝑄1 + 13𝑄2 + 13 (𝑄3 − 𝑄4) + 7𝑄4110 + 𝑄1 + 𝑄2 + 𝑄3 ,
𝑁0 = 5 (110) + 54𝑄1 + 50𝑄2 + 10 (𝑄3 − 𝑄4) + 10𝑄4110 + 𝑄1 + 𝑄2 + 𝑄3 .

(1)

For the discharged amount (𝑄1 + 𝑄2 + 𝑄3) into the river,
dissolved oxygen level 𝐶(𝑥) at 𝑥 km from the discharge point
can be expressed as in (2). Here, 𝑢 is flow velocity (this
study uses 7.9 km/day); 𝑘2 is reaeration rate (this study uses
0.5/day);𝐶𝑠 is saturation DO (this study uses 8.0 ppm); 𝐵 and𝑁 are CBOD and NBOD (ppm) at 𝑥; and 𝑘1 and 𝑘𝑛 are rate
constants (this study uses 0.35/day and 0.2/day, resp.)

𝑢𝑑𝐶𝑑𝑥 = 𝑘2 (𝐶𝑠 − 𝐶) − 𝑘1𝐵 − 𝑘𝑛𝑁. (2)

The first term of the right-hand side (RHS) in (2) stands
for oxygen increase owing to reaeration and the second and
third terms stand for oxygen decrease owing to oxidation by
carbonaceous and nitrogenous material.

The differential equation can have an analytic solution by
manipulating it using (3) to (14) [3]. From the relationship

𝑢𝑑𝐵𝑑𝑥 = −𝑘1𝐵,
𝑢𝑑𝑁𝑑𝑥 = −𝑘1𝑁, (3)

(2) becomes𝑑𝐶𝑑𝑥 = 𝑘2𝑢 (𝐶𝑠 − 𝐶) − 𝑘1𝑢 𝐵0𝑒−𝑘1𝑥/𝑢 − 𝑘𝑛𝑢 𝑁0𝑒−𝑘𝑛𝑥/𝑢. (4)

Equation (4) can be written again in the form of 1st-order
nonhomogeneous ordinary differential equation as in𝑑𝐶𝑑𝑥 + 𝑘2𝑢 𝐶 = 𝑞 (𝑥) ,

𝑞 (𝑥) = 𝑘2𝑢 𝐶𝑠 − 𝑘1𝑢 𝐵0𝑒−𝑘1𝑥/𝑢 − 𝑘𝑛𝑢 𝑁0𝑒−𝑘𝑛𝑥/𝑢. (5)

If an integral factor 𝜇 is introduced,

𝜇 = 𝑒∫(𝑘2/𝑢)𝑑𝑥 = 𝑒(𝑘2/𝑢)𝑥. (6)

From (5) and (6), (7) is derived because 𝑑𝜇/𝑑𝑥 = (𝑘2/𝑢)𝜇
𝜇𝑑𝐶𝑑𝑥 + 𝐶𝑑𝜇𝑑𝑥 = 𝜇𝑞 (𝑥) . (7)
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Equation (7) can be further rewritten as (8)

𝑑𝑑𝑥 (𝜇𝐶) = 𝜇𝑞 (𝑥) . (8)

Equation (8) can be integrated as (9)

𝜇𝐶 = ∫𝜇𝑞 (𝑥) 𝑑𝑥 + 𝐶. (9)

If Equation (9) is divided by 𝜇, it becomes

𝐶 = 1𝜇 ∫𝜇𝑞 (𝑥) 𝑑𝑥 + 1𝜇𝐶
= 𝑒−(𝑘2/𝑢)𝑥 ∫ 𝑒(𝑘2/𝑢)𝑥𝑞 (𝑥) 𝑑𝑥 + 𝐶𝑒−(𝑘2/𝑢)𝑥. (10)

Here, ∫ 𝑒(𝑘2/𝑢)𝑥𝑞(𝑥)𝑑𝑥 becomes

∫(𝑘2𝑢 𝐶𝑠𝑒(𝑘2/𝑢)𝑥 − 𝑘1𝑢 𝐵0𝑒(−𝑘1/𝑢)𝑥𝑒(𝑘2/𝑢)𝑥
− 𝑘𝑛𝑢 𝑁0𝑒(−𝑘𝑛/𝑢)𝑥𝑒(𝑘2/𝑢)𝑥)𝑑𝑥 = 𝐶𝑠𝑒(𝑘2/𝑢)𝑥
− 𝑘1𝑘2 − 𝑘1𝐵0𝑒((𝑘2−𝑘1)/𝑢)𝑥 − 𝑘𝑛𝑘2 − 𝑘𝑛𝑁0𝑒((𝑘2−𝑘𝑛)/𝑢)𝑥
+ ̃̃𝐶.

(11)

Thus, (10) becomes

𝐶 = 𝐶𝑠 − 𝑘1𝑘2 − 𝑘1𝐵0𝑒(−𝑘1/𝑢)𝑥 − 𝑘𝑛𝑘2 − 𝑘𝑛𝑁0𝑒(−𝑘𝑛/𝑢)𝑥
+ ̃̃𝐶𝑒(−𝑘2/𝑢)𝑥 + 𝐶𝑒(−𝑘2/𝑢)𝑥. (12)

If 𝑥 = 0 and𝐷 = ̃̃𝐶 + 𝐶, (12) becomes

𝐶0 = 𝐶𝑠 − 𝑘1𝐵0𝑘2 − 𝑘1 − 𝑘𝑛𝑁0𝑘2 − 𝑘𝑛 + 𝐷. (13)

Finally, an analytic solution is obtained as in (14), which
is known as the DO sag equation by Streeter–Phelps [8]

𝐶 (𝑥) = 𝐶𝑠 − 𝑘1𝐵0𝑘2 − 𝑘1 𝑒(−𝑘1/𝑢)𝑥 − 𝑘𝑛𝑁0𝑘2 − 𝑘𝑛 𝑒(−𝑘𝑛/𝑢)𝑥
+ (𝐶0 − 𝐶𝑠 + 𝑘1𝐵0𝑘2 − 𝑘1 + 𝑘𝑛𝑁0𝑘2 − 𝑘𝑛) 𝑒(−𝑘2/𝑢)𝑥= 𝐶𝑠 (1 − 𝑒(−𝑘2/𝑢)𝑥) + 𝐶0𝑒(−𝑘2/𝑢)𝑥
− 𝑘1𝐵0𝑘2 − 𝑘1 (𝑒(−𝑘1/𝑢)𝑥 − 𝑒(−𝑘2/𝑢)𝑥)
− 𝑘𝑛𝑁0𝑘2 − 𝑘𝑛 (𝑒(−𝑘𝑛/𝑢)𝑥 − 𝑒(−𝑘2/𝑢)𝑥) .

(14)

Another option, instead of the filtration and/or nitrifica-
tion treatments, is diverted irrigation for crop fertilization.

The diverted volume 𝑄5 has nitrogen. If the nitrogen con-
centration of 𝑄5 is 𝑛 (20 ppm in this study), the contained
nitrogen amount becomes 0.1𝑟𝑇𝑛 (kg/ha). Here, 0.1 is unit
conversion coefficient; 𝑟 is another decision variable, denot-
ing irrigation rate (cm/week); and 𝑇 is the irrigation period
(13 weeks in this study). If the nitrogen consuming amount
of crop is NC (170 kg/ha in this study), the nitrogen amount
(0.1𝑟𝑇𝑛) in 𝑄5 should be equal to or greater than the crop’s
nitrogen demand (NC) as follows:

0.1𝑟𝑇𝑛 ≥ NC. (15)

The surplus nitrogen amount 0.1𝑟𝑇𝑛 − NC is percolated
into groundwater. And, total liquid amount percolated into
groundwater becomes 𝑟𝑇 + 𝑃 − ET. Here, 𝑃 is precipitation
amount (cm) during the irrigation period; and ET is evap-
otranspiration amount (cm) during the irrigation period.
Thus, the nitrate-nitrogen concentration 𝑐𝑛 (ppm) in the
percolation amount can be expressed as in (16). Here, 10 is
the unit conversion coefficient; and 𝑐𝑛 should be equal to or
less than 10 ppm according to local government regulation

𝑐𝑛 = surplus nitrogen
percolation

= 10 (0.1𝑟𝑇𝑛 − NC)𝑟𝑇 + 𝑃 − ET
. (16)

3. Improved Optimization Formulation

The objective function of the wastewater treatment problem
described in the previous section is the total life cycle
cost to be minimized as in (17) [1, 2]. The cost function
consists of three subcosts including filtration process cost𝐶ft,
nitrification process cost 𝐶nt, and irrigation process cost 𝐶ir.

Minimize 𝑧 = 𝑓 (𝑄1, 𝑄2, 𝑄3, 𝑄4, 𝑄5, 𝑟)= 𝐶ft + 𝐶nt + 𝐶ir. (17)

𝐶ft ($103/year) is composed of capital cost (first term in
RHS of (18)) and operation and maintenance (O&M) cost
(second term in RHS of (18))

𝐶ft = 3 (𝑄2 + 𝑄4)0.93 + 6.7 (𝑄2 + 𝑄4)0.55 . (18)

𝐶nt ($10
3/year) is composed of capital cost (first term in

RHS of (19)) and O&M cost (second term in RHS of (19))

𝐶nt = 13.8𝑄30.68 + 10.6𝑄30.42. (19)

𝐶ir ($10
3/year) is composed of capital cost of transmission

pipeline (first term in RHS of (20)), capital cost of storage
system (second term in RHS of (20)), O&M cost of storage
system (third term in RHS of (20)), capital cost of irrigation
system (4th term in RHS of (20)), O&M cost of irrigation
system (5th term in RHS of (20)), land rent cost (6th term
in RHS of (20)), and crop sales benefit (7th term in RHS of



4 Complexity

(20)). Here, 𝐴 is irrigated area (ha), which can be calculated
as 70𝑄5/𝑟𝐶ir = 21.9𝑄0.285 + 1.2𝑄0.785 + 0.2𝑄0.545

+ (13.1 + 48𝑟 )𝑄(0.74+0.32/𝑟)5

+ (5.1 + 19𝑟 )𝑄(0.79+0.28/𝑟)5 + 0.19𝐴 − 0.87𝐴.
(20)

Technical and regulatory constraints for this problem are𝑄1 + 𝑄2 + 𝑄3 + 𝑄5 = 40, (21)

𝑄3 ≥ 𝑄4, (22)0 ≤ 𝑄𝑖 ≤ 40, 𝑖 = 1, . . . , 5, (23)

8 (1 − 𝑒−0.063𝑥) + 𝐶0𝑒−0.063𝑥− 2.33𝐵0 (𝑒−0.044𝑥 − 𝑒−0.063𝑥)− 0.67𝑁0 (𝑒−0.025𝑥 − 𝑒−0.063𝑥) ≥ 5,
(24)

6.54 ≤ 𝑟 ≤ 13.07. (25)

Equation (21) constrains the total wastewater amount
to be equal to 40 kilo m3/day; (22) constrains the amount
of nitrification to be equal to or greater than that of both
nitrification and filtration; (23) constrains any subwastewater
amount to stay between lower and upper limits (0 to 40 kilo
m3/day); (24) constrains DO level at any point along the river
reach to be greater than or equal to 5 ppm; and (25) constrains
total nitrogen amount to be greater than or equal to crop
nitrogen requirement as specified in (15) and also constrains
nitrate-nitrogen concentration 𝑐𝑛 to be less than or equal to
10 ppm as specified in (16).

This wastewater treatment optimization problem was
originally proposed by Haith [1] and more optimally solved
using harmony search [2]. However, total discharged amount
is assigned only to irrigation (𝑄5 = 32.19 kilo m3/day) or no
further treatment (𝑄1 = 7.81 kilo m3/day) while nothing is
assigned to filtration (𝑄2 = 0) and nitrification (𝑄3 = 0)
because this way is more cost-efficient [2]. The best solution
is 𝑓(𝑄1 = 7.81, 𝑄2 = 0, 𝑄3 = 0, 𝑄4 = 0, 𝑄5 = 32.19, 𝑟 =7.40) = 303.0which satisfies all the constraints in (21) to (25).

In order to improve this biased result, a slight modifi-
cation was made to the cost coefficients [3]. When the cost
coefficients for filtration and nitrification were reduced, some
portion was assigned to 𝑄2 and 𝑄3 [3]. However, this case
is also not very realistic because most of the portion was
assigned to𝑄2 and𝑄3 while only a tiny amount was assigned
to 𝑄5 and 𝑄1.

Here, if we analyze the best solution in [2], we may
improve the optimization formulation. For example, without
the constraint of irrigated area, the area size can be expanded
up to 428 ha. But, more realistically we can consider the max-
imum irrigation size (for example, 100 ha in this study), as
follows: 𝐴 ≤ 100. (26)

Also, the filtration process may require minimum treat-
ment amount (e.g., 10 kilo m3/day in this study) because a
tiny amount is not realistic for operating the treatment plant
cost-effectively, as follows:𝑄2 + 𝑄4 ≥ 10. (27)

For the DO level constraint specified in (24), we have
to ideally check the entire river reach. However, we were
not able to check all the continuous points because the
number of tasks is astronomical. Thus, previous research [1–
3] approximately and arbitrarily checked only 8 points (5, 10,
15, 20, 25, 30, 40, and 50 km from the origin). This approach
is not accurate at all and sometimes violates minimal DO
level because actual maximum deficit point exists between
two points. Also, there is a chance that the deficit point exists
out of the range (5 to 50 km) if the model is applied to other
problems.

In order to overcome this critical drawback, this study
proposes an analytical solution which can deterministically
find the minimal DO location instead of checking only eight
points. Basically, we can obtain the minimal DO location by
differentiating the DO function specified in (14). However,
the task is too complicated to easily obtain it. Nonetheless,
this very problem has a problem-specific way to find the
location deterministically.

Equation (14) can be differentiated as follows:𝑑𝑑𝑥𝐶 (𝑥) = −𝛼𝑒−(𝑘2/𝑢)𝑥 + 𝛽𝑒−(𝑘1/𝑢)𝑥 + 𝛾𝑒−(𝑘𝑛/𝑢)𝑥,
𝛼 = 𝑘2𝑢 (𝐶0 − 𝐶𝑠 + 𝑘1𝐵0𝑘2 − 𝑘1 + 𝑘𝑛𝑁0𝑘2 − 𝑘𝑛) ,
𝛽 = 𝑘1𝑢 𝑘1𝐵0𝑘2 − 𝑘1 ,
𝛾 = 𝑘𝑛𝑢 𝑘𝑛𝑁0𝑘2 − 𝑘𝑛 .

(28)

To solve (28), we introduce 𝑒(𝑘2/𝑢)𝑥 which is greater than
0. 𝑒(𝑘2/𝑢)𝑥 (−𝛼𝑒−(𝑘2/𝑢)𝑥 + 𝛽𝑒−(𝑘1/𝑢)𝑥 + 𝛾𝑒−(𝑘𝑛/𝑢)𝑥) = 0. (29)

It further becomes−𝛼 + 𝛽𝑒((𝑘2−𝑘1)/𝑢)𝑥 + 𝛾𝑒((𝑘2−𝑘𝑛)/𝑢)𝑥 = 0. (30)

For this specific problem, 𝑘2 = 0.5/day, 𝑘1 = 0.35/day, and𝑘𝑛 = 0.2/day. Thus, the following equation is satisfied:𝑘2 − 𝑘𝑛𝑢 𝑥 = 2𝑘2 − 𝑘1𝑢 𝑥. (31)

If 𝑧 = 𝑒((𝑘2−𝑘1)/𝑢)𝑥, (30) becomes−𝛼 + 𝛽𝑧 + 𝛾𝑧2 = 0. (32)

Hence, using quadratic formula, 𝑧 becomes

𝑧 = −𝛽 ± √𝛽2 + 4𝛼𝛾2𝛾 . (33)
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Since 𝑧 = 𝑒((𝑘2−𝑘1)/𝑢)𝑥 > 0,
𝑧 = 𝑒((𝑘2−𝑘1)/𝑢)𝑥 = −𝛽 + √𝛽2 + 4𝛼𝛾2𝛾 . (34)

Thus,

𝑘2 − 𝑘1𝑢 𝑥 = ln(−𝛽 + √𝛽2 + 4𝛼𝛾2𝛾 ) . (35)

Finally,

𝑥 = 𝑢𝑘2 − 𝑘1 ln(−𝛽 + √𝛽2 + 4𝛼𝛾2𝛾 ) . (36)

4. Harmony Search Algorithm

This study utilizes a parameter-setting-free harmony search
(PSF-HS) algorithm for obtaining the optimal solution. Dif-
ferent from the original harmony search (HS) algorithm, the

PSF-HS algorithm does not require the tedious process of
algorithm parameter value setting [9] and has so far been
applied to various bench-mark problems [10, 11] and engi-
neering optimization problems including structural design
[12] and groundwater pollution source identification [13].
More generally, theHS algorithmhas so far been theoretically
developed and practically applied to various computational
intelligence and complex problems [14–16].

The basic structure of HS algorithm contains a solution
pool named harmony memory (HM), which has randomly
generated solutions as many as harmonymemory size (HMS;
30 in this study) [2]:

HM

= [[[[[[[[

𝑄11 𝑄12 𝑄13 𝑄14 𝑄15 𝑟1 𝑓 (x1)𝑄21 𝑄22 𝑄23 𝑄24 𝑄25 𝑟2 𝑓 (x2)... ... ... ... ... ... ...𝑄HMS
1 𝑄HMS

2 𝑄HMS
3 𝑄HMS

4 𝑄HMS
5 𝑟HMS 𝑓 (xHMS)

]]]]]]]]
. (37)

And, at every improvisation (iteration), a new harmony
(solution vector) xNew is generated based upon HM as
follows:

𝑥New𝑖 ←󳨀 {{{{{{{
𝑥𝑖 ∈ [𝑥Lower𝑖 , 𝑥Upper𝑖 ] w.p. (1 −HMCR)𝑥𝑖 ∈ HM = {𝑥1𝑖 , 𝑥2𝑖 , . . . , 𝑥HMS

𝑖 } w.p. HMCR ⋅ (1 − PAR)𝑥𝑖 + Δ, 𝑥𝑖 ∈ HM w.p. HMCR ⋅ PAR, 𝑖 = 1, . . . , 6 (38)

whereΔ is pitch adjusting volume that is obtained as (𝑥Upper𝑖 −𝑥Lower𝑖 )/1000 × 𝑢(−1, 1) in this study; 𝑢(−1, 1) is uniform
random number generated between −1 and 1; HMCR stands
for harmony memory considering rate (value range: 0 ≤
HMCR ≤ 1); and PAR stands for pitch adjusting rate (value
range: 0 ≤ PAR ≤ 1).

If the new harmony xNew satisfies every constraint and is
better than the worst harmony xWorst contained in HM, the
former is included in HM and the latter is excluded fromHM
as follows:

xNew ∈ HM ∧ xWorst ∉ HM. (39)

The processes specified in (38) and (39) are repeated
until a termination criterion, such as maximum number of
iterations (improvisations), is satisfied.

ThePSF-HS algorithm,when comparedwith the basicHS
algorithm, has one extra matrix, called operation type matrix
(OTM). Equation (40) shows one example of OTM

OTM

= [[[[[[
𝑜11 = Random 𝑜12 = Pitch ⋅ ⋅ ⋅ 𝑜16 = Memory𝑜21 = Memory 𝑜22 = Memory ⋅ ⋅ ⋅ 𝑜26 = Pitch... ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅𝑜HMS
1 = Memory 𝑜HMS

2 = Random ⋅ ⋅ ⋅ 𝑜HMS
6 = Memory

]]]]]]
. (40)

OTMmemorizes the operation history of every harmony
stored in HM. At the early stage, HMCR and PAR have a
constant value of 0.5, andOTM is accumulating the operation
information. Then, HMCR and PAR are iteratively updated
based on OTM, instead of using fixed parameter values

HMCR𝑖 = ct (𝑜𝑗𝑖 = Memory ∨ 𝑜𝑗𝑖 = Pitch, ∀𝑗)
HMS

,
PAR𝑖 = ct (𝑜𝑗𝑖 = Pitch, ∀𝑗)

ct (𝑜𝑗𝑖 = Memory ∨ 𝑜𝑗𝑖 = Pitch, ∀𝑗) ,
(41)

where ct(⋅) stands for the function which returns the number
of designated operations.

Since every decision variable has different HMCR and
PAR, (38) can be slightly changed as follows:

𝑥New𝑖 ←󳨀 {{{{{{{
𝑥𝑖 ∈ [𝑥Lower𝑖 , 𝑥Upper𝑖 ] w.p. (1 −HMCR𝑖)𝑥𝑖 ∈ HM = {𝑥1𝑖 , 𝑥2𝑖 , . . . , 𝑥HMS

𝑖 } w.p. HMCR𝑖 ⋅ (1 − PAR𝑖)𝑥𝑖 + Δ, 𝑥𝑖 ∈ HM w.p. HMCR𝑖 ⋅ PAR𝑖, 𝑖 = 1, . . . , 6 (42)
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Table 2: Optimization results for wastewater treatment system.

Run #1 #2 #3 #4 #5 #6 #7 #8 #9 #10
Cost
(k$/yr) 373.1 375.5 377.6 375.4 383.1 378.2 377.7 371.5 377.2 379.1

𝑄1
(k ton/d) 0.12 0.01 0.13 0.15 0.48 0.16 0.10 0.05 0.49 0.37

𝑄2
(k ton/d) 0.12 0.30 0.61 0.26 0.84 0.70 0.65 0.05 0.11 0.50

𝑄3
(k ton/d) 31.95 32.34 30.55 31.64 28.67 30.08 30.48 32.37 30.67 30.01

𝑄4
(k ton/d) 9.96 11.33 9.75 10.38 9.68 9.40 9.67 9.95 9.97 9.75

𝑄5
(k ton/d) 7.81 7.35 8.71 7.96 10.01 9.07 8.77 7.53 8.73 9.13

𝑟
(cm/wk) 13.07 13.07 13.07 13.07 13.07 13.07 13.07 13.07 13.07 13.07

𝑄2 + 𝑄4
(≥10) 10.08 11.63 10.36 10.64 10.52 10.10 10.32 10.00 10.08 10.24

𝑄3 − 𝑄4
(≥0) 21.99 21.01 20.80 21.26 18.99 20.68 20.81 22.43 20.70 20.26

𝐴
(≤100 ha) 41.9 39.4 46.7 42.6 53.6 48.6 46.9 40.3 46.8 48.9

0.1𝑟𝑇𝑛
(≥170 kg/ha) 339.8 339.8 339.8 339.8 339.8 339.8 339.8 339.8 339.8 339.8

𝑐𝑛
(≤10 ppm) 9.99 9.99 9.99 9.99 9.99 9.99 9.99 9.99 9.99 9.99

𝑥
(km) 16.79 16.75 16.95 16.83 17.16 17.00 16.95 16.75 16.94 17.01

𝐶(𝑥)
(≥5 ppm) 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

5. Computation Results

The improved optimizationmodel was applied to thewastew-
ater treatment and reuse system and obtained the results
using the PSF-HS approach (5,000 iterations). Table 2 shows
the detailed results out of 10 runs. While a traditional
mathematical optimization algorithm such as generalized
reduced gradient method gets stuck in local optima or even
diverges [2], the PSF-HS was able to robustly find solution
vectors.

As observed in the table, optimal costs were obtained,
ranging from 371.5 $103/year to 383.1 $103/year with the aver-
age of 376.8 $103/year. Also, all the constraints were satisfied:
every filtration inflow (𝑄2 + 𝑄4) was greater than minimally
required amount (10 kilo-ton/day); every pure nitrification
amount (𝑄3 − 𝑄4) was greater than 0, which means 𝑄3 ≥𝑄4; every irrigation area is less than 100 ha; every nitrogen
amount for crop fertilization is greater than the required
amount (170 kg/ha); every water quality in groundwater is
less than the regulated level (10 ppm); and every DO level at
the pinpointed lowest location is greater than the minimally
required level (5 ppm).

Figure 2 shows DO sag curve for the best cost ($371.5 ×
103/year) from the solution vector (𝑄1 = 0.05; 𝑄2 = 0.05;𝑄3 = 32.37; 𝑄4 = 9.95; 𝑄5 = 7.53; 𝑟 = 13.07). The
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Figure 2: Dissolved oxygen sag curve.

analytic solution specified in (36) could find the critical deficit
location (16.75 km) of DO more easily and efficiently for this
problem.

Figures 3 and 4 show the histories of HMCR and PAR
values in obtaining the best solution ($371.5 × 103/year). As
observed in Figure 3, all the HMCR values have converged
into high values (≥0.95) after 600 iterations. This means that
PSF-HS conservatively depends on the values stored in HM.
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Figure 3: History of HMCR for best solution.
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Figure 4: History of PAR for best solution.

Meanwhile, as observed in Figure 4, all PAR have con-
verged into low values (≤0.1) after 1,000 iterations, except the
PAR for irrigation rate 𝑟, which rose up to 0.5 and then slightly
went down to 0.35. This means that PSF-HS mostly does not
need any further pitch adjustment for each treated or diverted
volume; however, the irrigation rate needs to be frequently
pitch-adjusted because it should satisfy the nitrate-nitrogen
concentration level (𝑐𝑛 ≤ 10 ppm) in groundwater.

6. Conclusions

This study proposed an improved optimizationmodel for the
wastewater treatment and reuse system that contains three
options such as filtration, nitrification, and diverted irrigation
and found optimal solutions using the PSF-HS technique.
The improved optimization model could obtain the minimal
life cycle cost design while satisfying DO level at the critical
deficit location, minimal amount for filtration process, and

maximal size of irrigation area as well as proper groundwater
quality and nitrogen amount for crop farming.

The major improvements of this study are to consider
more realistic design constraints such as maximal irrigation
size and minimal filtration amount and to pinpoint the
critical deficit location of dissolved oxygen by using differ-
ential calculus instead of checking roughly dispersed points.
While previous approaches checking eight discrete points had
difficulty in finding the exact location of the critical deficit
point, this study could exactly spot the point using analytic
solution of the DO concentration function.

However, the weakness of this study is the fact that
the analytic solution can be obtained only in special cases
where the difference amount between reaeration rate (𝑘2) and
NBOD rate constant (𝑘𝑛) is twice as large as that between
reaeration rate (𝑘2) and CBOD rate constant (𝑘1), observed
in this bench-mark problem. Thus, for future research, we
would like to develop the analytic solution which can be
applied to more general cases.

With respect to algorithm side, PSF-HS has advantages
over originalHS because it does not demand a tedious param-
eter setting process for HMCR and PAR and individually
considers HMCR and PAR for each variable [9]. Meanwhile,
PSF-HS also has disadvantages because it has an additional
matrix and requires additional setting (starting HMCR and
PAR values and duration of rehearsal). Also, the solution
quality of PSF-HS is not always better than that of original HS
whose parameter values are manually and properly chosen
[9].Thus, the future research direction of PSF-HS can be how
to efficiently perform the additional setting process and how
to enhance the solution quality.
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