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Abstract: In this paper, a novel method of active contours based on the formulation of partial differential equation (PDE) is
proposed for image segmentation. The evolution equation incorporates a force term that pushes the contour towards object
boundary, a regularisation term which takes into account the smoothness of the level set function and an edge term which helps
to stop the contour at required boundaries. The proposed method integrates an image convolved by a variable kernel into an
energy formulation, where the width of the kernel varies in each iteration. Therefore, it takes local region information when the
width of the kernel is small while for the larger width of the kernel, the proposed method considers global region information
across the regions. Due to the use of both local and global image information, the method easily detects objects in the complex
background and also segments the objects where intensity changes within the object. Moreover, the proposed method totally
eliminates the need of the contour initialisation by using constant initialisation scheme. Experimental results on real and medical
images prove the robustness of the proposed method. Finally, the authors validate their method on PH2 database for skin lesion

segmentation.

1 Introduction

Image segmentation and boundary detection have a great
importance in the fields of image analysis, pattern recognition and
computer vision. The main purpose of image segmentation is to
extract some required characteristics (object, a region of interest
etc.) from the input image to make it simpler to analyse. Many
successful image segmentation approaches and methodologies
have been implemented using the level set method [1] involving
partial differential equation (PDE) and the active contour methods
[2-27].

An efficient active contour method is initially proposed by Kass
et al. [2] for image segmentation, since then active contours have
been widely used in image segmentation techniques. The primary
idea of active contour methods is to deform a curve under the
influence of PDE to detect the desired boundaries in an image.

On the basis of the image features used for segmentation, the
existing active contour methods are divided into two categories:
edge-based methods [4-10] and region-based methods [11-27].
Both of these two carry some advantages and drawbacks. Edge-
based methods use image gradient information as an image based
force to attract the contour towards the desired boundaries. These
methods are very useful for the images having strong object
boundaries and involve less computational complexities. However,
these methods fail to detect the objects with weak and blurred
boundaries. On the contrary, region-based methods [11-27] do not
rely on the image gradient instead, these methods use the region-
based statistical information inside and outside the contour within
an image. These methods are also less sensitive to noise and can
accurately segment the objects with the weak boundaries.
Furthermore, these methods are less sensitive to the position of
initial contour as well. One of the most typical and popular region-
based methods is Chan—Vese method [11] which is based on the
Mumford-Shah [22] segmentation technique. This method can
well segment images with homogeneous intensity values across the
regions because it considers that image intensity values are
constant within each region of foreground and background.
Therefore, this model does not provide satisfactory results in the
presence of intensity inhomogeneity.

To overcome this problem, Li et al. [12] proposed the local
binary fitting (LBF) model which is based on the local image
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information. This method deals well with intensity inhomogeneity
by using Gaussian kernel inside the energy formulation. However,
it has quite high computational time complexity and it is very
sensitive to the position of the initial contour.

In 2012, Wang and He [23] proposed an adaptive level set
evolution method which begins with a constant function. This
method completely eliminates the need of contour initialisation and
produce satisfying results on some synthetic and real images but it
cannot deal properly with the images having intensity
inhomogeneity.

Recently, Wen et al. [24] resolved the issue of intensity
inhomogeneity in Wang and He's method [23] by using both local
and global information of the image. This method used a weight
variable to give the weights to local and global terms. This method
can accurately detect the objects in inhomogeneous intensity. To
find a suitable value for the weight variable manually is a problem
in this method and it also fails when there is an intensity difference
within the object to be detected.

Motivated by the Wang and He [23], Chan—Vese [11], LBF [12]
and the Wen's methods [24], we propose an improved adaptive
active contour method in the form of PDE. In this method,
evolution equation is based on two terms: a force term which pulls
the contour towards object boundaries and a regulation term which
controls the smoothness of the level set function. The proposed
method segment images having intensity variations within the
object and the background by varying the width of the Gaussian
kernel in each iteration. The force term is established by using
region and edge information so that we can get the required results
even in the presence of intensity inhomogeneity and blurred
boundaries. Furthermore, our method completely eliminates the
need of contour initialisation by initialising level set function to
any bounded function (e.g. a constant function). By using the
global and local terms alternatively, the issue of assigning the
weight variable is solved. The Gaussian kernel plays an important
role in this method as we convolve the image with the Gaussian
kernel at every iteration to smooth the intensity variations within
the objects which resolves the issue of detecting objects having
intensity differences inside them. Experiment results on some real
and medical images demonstrate the efficiency and robustness of
our technique.
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The rest of this paper is structured as follows. Section 2 briefly
reviews some background and related methods. Section 3 presents
the idea and formulation of the proposed method. Experimental
results and comparisons are given in Section 4. Finally, some
conclusions are drawn in Section 6.

2 Related work and background
2.1 Geodesic active contour (GAC) method

Let I:[0,a]x[0,b] — R* is the given image and Q is a bounded
subset of R’. In that bounded subset Q, let C(g):[0,1] = R’ be a
parameterised planer curve. Then GAC method [9] can be obtained
by minimising the following energy function:

EC(C) = f S(VIC@DIC' (@) dg (1)

where g is an edge stopping function (ESF) defined as follows:

1
Vi) =———
S0V = e e T @

Minimisation of (1) by gradient descent method [28] gives us the
following formulation:

C;=g(VIDxN — (Vg - N)N 3)

where k and N are the curvature and inward normal of the contour,
respectively. Then the final level set equation can be written as
follows:

% _ g(|V¢|)(div(%) + a) +Vg -V @)

where «a is added to speed up the propagation and to control the
shrinking or expanding of the contour.

2.2 Chan-Vese method

Chan—Vese [11] proposed an alternative solution to solve the issues
in Mumford and Shah method [22]. For a given grey-level input
image I:Q—> R C is a closed curve, then the Chan—Vese
formulation is explained as follows:

E (4, c1,0) = pL(C) + vA(in(C))

+4 /Q‘ [1(x) = e H(gp(x))dx
+4 L [1(x) = & (1 = Ho($(x)))dx

where >0, v>0 and 4,4 >0 are constants and H(¢) is
regularised Heaviside function defined as

H, = %(1 + %arctan(%)) 6)

The first term in (5) is the Euclidean length of the closed curve C
and the second term indicates the area inside the curve C. ¢, and ¢,
are the average values for image intensities inside and outside of
moving curve C, respectively. By minimisation of above equation
with respect to ¢, and ¢,, we obtain following solutions:

() ]
4T T L Hp)dx ™
(= Jal0 ~ H(@)x ©

Jo(I = Ho(¢(x)))dx
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By applying the gradient descent method [28], we can obtain the
final PDE as follows:

% 5(¢>[u : div(%) A -y —ai-cy| O

u and v are responsible for controlling smoothness and speed of
level set function, respectively. 6(¢) in above equation is a smooth
version of Dirac delta function which is explained as

&

0,(2) = m

(10)

where epsilon controls the width of Dirac delta function.

Chan—Vese method [11] is less sensitive to the position of initial
contour but this method gives poor segmentation results for the
images with intensity inhomogeneity.

2.3 LBF model

To resolve the issue of intensity inhomogeneity, Li et al. [12]
proposed the LBF model by utilising the local image information.
The LBF model [12] can deal well with intensity inhomogeneity.
The idea of this method is to introduce the kernel function to define
the energy function as

By =a [ [ i) - el

+h f f K= YIG) = fifdydx
outside(C)

where 4,, 4, > 0 are fixed parameters. Kz is a Gaussian kernel
having standard deviation o. f, and f, are two smooth functions
estimating the local image intensities inside and outside the contour
C, respectively. These two functions are defined as

(1D

it = KX 0] (12
Ko [1 = H(@)/00)
R, X (1= Hd) (4

fox) =

For the Lipchitz function ¢, the curve C is denoted by the zero
level set, and with the minimisation of the energy functional E'BF,

we obtained the gradient descent flow as follows:
0
a_dt) = — 5Pp)(her — her) (14)

where ¢, and e, are defined as

o= f Koy = 0 — £i()Fdy (15)

o= f Ky — 0l — £y (16)

The LBF model [12] can accurately segment the images with
intensity inhomogeneity due to the kernel function and local image
information. However, the issue with this technique is that it is
sensitive to the initialisation of the contour.

2.4 Wang and He's method

An adaptive level set evolution starting with a constant function is
proposed by Wang and He [23]. The evolution equation is based on
two forces: an adaptive force and a regularisation force to control
the propagation speed and smoothness of the contour. The
formulation of this approach in PDE framework on the level set
function ¢ is defined as follows:
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Fig. 1 Applying different kernel width
(a) Large kernel width, (b) Small kernel width

Fig. 2 Role of ESF
(a) Without applying ESF, (b)) When ESF is introduced

o

a g(|v16|)((x fl,ci,c)+ ﬁdiv(%)) an

where a and f are the constants, @ controls the evolution speed of
the contour while g produces the effect on regularisation term for
noise in the input image. ¢, and ¢, are the intensity values defined
in (7) and (8), respectively. Adaptive force f'is given as follows:

¢ +c2) (18)

fd,c,c)= sign(](x, y)— 5

In this method, level set is simply initialised as a constant function
that solves the problem of initialisation of the contour. This method
cannot provide accurate results on the images with intensity
inhomogeneity.

3 Proposed model

In this section, we propose a modified region-based active contour
model in a PDE formulation based on the concept of Chan—Vese
[11], LBF [12] and Wang and He's [23] methods. In this method,
the zero level set curve segments the required object by using local
and global intensity information alternatively.

For a given image 1:Q C R* — R, the suggested model is given
as follows:

D e Py )+ 5 A (19)

where a, f > 0 are constants. The first term in (19) is an external
force F(x,y,¢) and it pushes the contour towards the required
object boundaries during the evolution process. The formulation of
this force is defined as

n3n (20)

F(x.y.$) = sign(K(x.y) = 5

v, and v, are image intensity values inside and outside of contour
which are defined as

, _ JaK (e DHAP(x. y)dxdy
YT T R H@(x, y)dxdy

@n
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(22)

where K(x,y) is convolved image with Gaussian kernel G, defined
as

K(x,y) = G(x,y) * I(x, y) (23)

The behaviour of the contour evolution is affected by force term in
(19) as it holds different signs inside and outside the objects, so
that if F(x,y,¢) >0, then 0d¢/ot >0, the level set function
increases and if F(x,y,¢) <0, then d¢/ot <0, the level set
function decreases. Therefore, the contour can move up or down
adaptively, depending on an alternative sign of the force function.
Due to the above-mentioned property of force term, the level set
function ¢ can be initialised to any constant function which
produces the zero level curve automatically. Therefore, any
constant can be used as contour initialisation. G(x, y) in (23) is a
Gaussian kernel and its width varies in every iteration during the
evolution process. K(x,y) is the integration of convolved image
with that variable kernel.

Kernel width plays a crucial role in image segmentation
process. The reason for that is, when we convolve an image with
large kernel width, it is not easy to describe the accurate boundary
due to over-smoothing as it reduces the shape details as shown in
Fig. 1a. On the other hand, for the too small kernel width, the result
may contain multiple, irregular, bogus and blur boundaries as
shown in Fig. 1. In our method, we convolve the given input
image with the spatial Gaussian kernel, where the width of the
kernel o increases from smaller to a larger value in the evolution
process. Initially, when the kernel width is small the proposed
method takes local intensity information across the regions and
segment objects in the presence of intensity inhomogeneity.
Similarly, for larger kernel width our method takes global region
information and performs segmentation in homogenous regions.

The regularisation term in (19) for the smoothness of the zero
level set and controlling the occurrence of infrequent small
contours in the final segmentation can be written as

A = Tp/ox’ + 'play’ (24)

By using the advantage of edge-based models to avoid boundary
leakage problem shown in Fig. 2a, we introduced an ESF in our
method. With this ESF, the final level set equation can be rewritten
as

%_ﬁf =g(VD[a - F(x.y.0) + B - Ad] (25

where g(VI) is ESF which avoids the error in boundaries and
leakage problem as shown in Fig. 2b.
An ESF g(VI) is taken from GAC model [9] and defined as

1

Vi)j=— L
sVI) =T vGw1r

(26)

Here G, is the same Gaussian kernel defined in (17) and its width ¢
varies in every iteration.

Our method completely eliminates the need of contour
initialisation by using constant function initialisation technique
adapted in Wang and He's [23] method.

The initial level set function with constant function is defined as

d(x, ) =p, (x,y) €Q 27
where p is a positive constant (we use p = 1 for our method).

Finally, the main summary of the proposed method is shown in
Fig. 3.
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Level set function initialization as
$o= go(x.y), set n=0 and 6 =0.2

.

[ )
Calculate v; and v, from (21) and (22), then
compute the kernel convolved image K(x,y)

from (23)

!

Compute the force term F(x,y) from (20) and
calculate g(VI) from Eq. (26)

!

By Eq. (25) Evolve the level set function ¢
to get guni(x,y)

Letn=n+1

Does the zero
level set
@as1(x,y)reach the
steady state?

[ Stop the evolution process ]

Fig. 3 All steps to summarise the proposed algorithm

Fig. 5 Results of Chan-Vese, Wang and He's, LBF and our methods for
real images. The first row: original images. The second row: results of
Chan-Vese model. The third row: results of Wang and He's model. The

fourth row: results of LBF model. The fifth row: results of Wen's model and

the sixth row: results of our model

Fig. 4 Results of our method for real images.: (first row) original images;
(second row) results of Chan-Vese model; (third row) results of Wang and
He's model; (fourth row) results of LBF model; (fifth row) results of Wen's
model; (last row) results of proposed model

4 Experimental results

We have tested our method on a variety of real and medical images
taken from different modalities with the following parameters o =
5,=0.2,AT=5,e=1.5 and 0=0.2. This is the initial value for 0
as it increases in every iteration of the evolution process. The
initial level set function is always chosen as a constant function,
i.e. go=1. In all the experiments, we have compared our results
with Chan—Vese method [11], LBF model [12], Wang and He's
method [23] and Wen's method [24], respectively.

Fig. 4 illustrates the segmentation result of some real images
with little fluctuations in the intensity. The first row shows the
original images, the second row shows the result of the Chan—Vese
method, third, fourth and fifth rows show the result of Wang and
He's, LBF and Wen's methods, respectively. Sixth row results in the
last row show that our method has successfully captured desired
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Fig. 6 Segmentation results of four models for real images. The first row:
original images; the second to fifth rows: segmentation results of Chan-
Vese, Wang and He's, LBF, Wen's and ours, respectively

segmentation where the previous methods have failed to segment
required objects.

In Fig. 5, some more results with real images having some
complex background taken from Science Photo Library (https:/
www.sciencephoto.com) have been shown. The first row consists
of original images and the other rows show results for Chan—Vese
method [11], Wang and He's method [23], LBF method [12], Wen's
method [24] and our method from top to bottom, respectively.

In all previous methods, the contour is also segmenting the
background with the object as all these images have intensity
varying background but our method can precisely detect these
objects in the given images.

Figs. 6 describes this method for some more real images with
much complex backgrounds also taken from Science Photo Library
(https://www.sciencephoto.com) and comparison with the other
four methods.
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Fig. 7 Segmentation results of four models for digital mammography
images. The first row: original images; the second to fifth rows:
segmentation results of Chan-Vese, Wang and He's, LBF, Wen's and ours,
respectively

Fig. 8 Segmentation results of four models for skin lesion images taken
from Photo Science Library: (top row) original images; (second row)
results of Chan-Vese model; (third row) results of Wang and He's model;
(fourth row) results of LBF model; (fifth row) results of Wen's model;
(bottom row) results of the proposed model

The contour just scattered in the whole image due to the
existence of complex background in all images. First and fourth
columns in Fig. 6 have the images where the intensity changes
within the required object and all the three methods completely
failed to detect the object as the contour is also detecting many
other intensity changes within the required object. The results
prove that this technique can easily overcome the problem of
intensity variations within the object and complex background.
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Fig. 9 Segmentation results of four models for skin lesion images taken
from PH2 database: (top row) original images; (second row) results of
Chan-Vese model; (third row) results of Wang and He's model; (fourth row)
results of LBF model; (fifth row) results of Wen's model; (bottom row)
results of the proposed model

Fig. 7 shows the comparison of our method with other four
methods for segmentation of tumours in real digital mammography
images. Typically, the tumours are brighter than the background in
mammography images. However, some tumours have similar
intensities with their background and have blurred boundaries. As
shown in Fig. 7, all the other methods failed to extract the object
boundary properly. On the other hand, our method has accurately
segmented the required region of interest compared to the previous
methods.

4.1 Application in skin lesion segmentation

Over the past few decades, the rate of skin cancer has been
increasing continuously and its deadliest form is Melanoma [29].
To increase the survival rate, early detection and proper treatment
are very crucial. Therefore, many imaging techniques have been
developed to detect the melanoma. In the recent years, Barata et al.
[30], Riaz et al. [31], Barata et al. [32] and Yao et al. [29] proposed
several methods to improve the accuracy for detecting the
melanoma. The proposed method has higher accuracy and better
performance than the previous methods in the segmentation of
melanoma. We have used Science Photo Library (https://
www.sciencephoto.com) and PH2 database [33] to test our method
on different dermoscopic images.

Figs. 8 and 9 show the segmentation results of the proposed
method for real skin lesion images taken from Science Photo
Library and PH2 database [30], respectively. The primary step in
computer-aided lesion analysis is to extract the lesion region from
the background. However, it is very difficult to find the accurate
segmentation results due to the complex background and obscure
boundaries. The first row contains the original images and ground
truths in Figs. 8 and 9, respectively. The second row shows the
results for Chan—Vese method, third and fourth rows give the
segmentation results of Wang et al. method and LBF method and
the last row shows the results for the proposed method,
respectively. These segmentation results for skin lesion images
prove that our method is more accurate as compared to other three
methods.

Fig. 10 shows the segmentation result of our method with
respect to the ground truth on some images taken form PH2
database [30]. The red contour is ground truth and the blue contour
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Fig. 10 Segmentation results of the proposed model for images from PH2
database: red contour shows the ground truth and blue contour shows the
results of the proposed model

is the result of the proposed method. These results prove that our
method well segmented the required melanoma in these images
almost same as the ground truth.

5 Discussion
5.1 Robustness of the proposed method

Results on real and medical images show the strength of the
proposed method. First, second and last columns of Fig. 4 have the
images with smooth background and blur boundaries where
proposed method provides satisfying results for them. Third and
fourth columns of Fig. 5 and second, third and fifth columns of
Fig. 6 show the validity of this method on images having the
complex background and all other methods failed to detect the
required object as they segment many things in the background as
well. The first column of Fig. 5 and first and fourth columns in
Fig. 6 have the images with intensity variation exits inside the
objects. Other four methods are having a contour inside the object
due to this intensity variation while proposed method works very
accurately on these images. So the proposed method gives
satisfying results in the presence of blur boundaries, complex
background and intensity variations inside the object.

5.2 Contour initialisation

The effect of contour initialisation on segmentation results is
entirely eliminated as the level set function ¢ simply initialised to a
constant function @gy(x,y) =p >0, as explained in (27). The large
value of p gradually decreases the rate of convergence of the zero
level set. So for faster convergence rate p should have a smaller
value. A value between 0 and 5 provides satisfactory performance
with the proposed algorithm.

5.3 Time step

A large time step is used in the numerical implementation of this
method. As the time step controls the speed of evolution so larger
time step can speed up the algorithm but may cause boundary
leakage problem if the time step is too large. Similarly, if the time
step is too small then the algorithm takes too much time to
converge to the required boundaries. Time step between 1 and 10
works properly in the proposed model. In our experiments, we use
time step AT=5 to obtain the required segmentation results.
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Table 1 Comparison with different methods on PH2
database

Methods Sensitivity, % Specificity, % Accuracy, %
Barata et al. [30] 98 79 89
Riaz et al. [31] 84 94 89
Barata et al. [32] 98 90 94
Yao et al. [29] 95 98 97
proposed 93.1 99.3 97.6

5.4 Evaluation of PH2 database

In Table 1, we compared the sensitivity, specificity and accuracy of
the proposed method with recent four proposed methods on PH2
database. The sensitivity shows that without taking false positives
into account whether obtained information has the same
information what we need

I TP

SCnSlthlty = TP+—FI\I

The specificity shows how correctly the true negative region is
ignored during segmentation

o TN
Spec1f1c1ty = TN—-FFP
Accuracy term tells us the overall accuracy of the segmentation
result across the whole image domain

(TN + TP)

Accuracy = (TP + FP + TN + EN)

Our method has best specificity and accuracy among all these
methods and in the case of sensitivity, our method has better
performance than Riaz [31]. Overall, the proposed method has an
acceptable performance in skin lesion segmentation.

6 Conclusion

This paper presents a region-based active contour model for image
segmentation by using PDE formulation which controls the contour
evolution by a force term and a regularisation term. Due to the
varying kernel width in every evolution step, the proposed method
behaves as local region based model initially and as the kernel
width increase it acts as a global region based model.

An ESF is also used with same varying kernel width which
stops the contour at the required boundaries efficiently. Moreover,
the need of initial contour is completely eliminated by using
initialising the level set function to any constant function. The
change of kernel width gives flexibility to the proposed method to
act as local and global alternatively. Due to which it accurately
segments the images in the presence of intensity differences inside
the object as well as images with blurred boundaries and complex
background.

Experimental results prove that the proposed algorithm yields
better segmentation results on many real and medical images.
Furthermore, comparison results with the other methods verify the
robustness of our technique.
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