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ABSTRACT

The multi-dimensionality of Physical Self-Perception Profile (PSPP) has been acknowledged by the
use of correlated-factor model and second-order model. In this study, the authors critically
endorse the bifactor model, as a substitute to address the multi-dimensionality of PSPP. To
cross-validate the models, analyses are conducted first in exploratory structural equation model-
ing (ESEM) framework with a randomly selected subsample and then in confirmatory factor
analysis (CFA) framework with a second subsample. Results from both ESEM and CFA analyses
suggest that bifactor model is the best-fitted model. A general physical self-esteem factor and
four domain specific factors are identified with the bifactor model. Coefficient omega hierarchical
of the general factor is .86. The w; of the specific factors are .19, .20, .59, and .29, respectively.
Gender difference at both general factor level and domain specific factor level is examined within
the bifactor model. Discussions of the use and limitations of bifactor model as well as ESEM are
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provided.

This article presents a new approach to analyzing the
multi-dimensional structure of Physical Self-Perception
Profile (PSPP) (Fox & Corbin, 1989) using bifactor
analysis. By applying the bifactor model to explore
underlying factors of physical self-perception and com-
paring it to other traditional approaches (i.e., common
one-factor model, correlated multiple-factor model,
and second factor model), this study advances the
understanding not only of the PSPP scale and its rela-
tionship with external variables (e.g., gender) but also
of the utility of the bifactor model in multi-dimensional
analysis. Cross-validation of four models are conducted
using exploratory structural equation modeling (ESEM)
and confirmatory factor analysis (CFA), the results of
which both suggest that of the correlated four-factor
model, second-order factor model, and bifactor model,
the bifactor model represents the best fit.

Physical self-perception is defined as a sense of
competence in the physical domain involving physical
appearance and physical body movement (Fox &
Corbin, 1989; Harter, 1999). Specific perceptions within
the physical domain, such as sport competence, physi-
cal strength, physical condition, and body attractive-
ness, are recognized as influential in the development
of the sense of physical self-perception. Fox and Corbin
(1989) developed the PSPP, a well-known psychometric

tool used to examine self-perception in the physical
domain and the most widely used measurement in the
fields of physical education, sport psychology, and
social psychology research to assess levels of physical
self-perception.

The PSPP is based on a hierarchical, multi-dimen-
sional, and theoretical model using theory of self-per-
ception profiles created by Harter (Fox & Corbin, 1989;
Harter, 1985). A major advancement for measuring the
concept of self-perception was the widespread accep-
tance of multi-dimensionality in the late 1980s (Fox &
Corbin, 1989). Fox and Corbin (1989) included four
subdomains in the PSPP to provide a more precise
measurement for investigating the concept of physical
self-perception among college-aged students. The four
sub-domains in the 30-item self-report inventory con-
sist of the following: (a) Sports Competence (Sport), (b)
Physical Strength (Strength), (c) Physical Condition
(Condition), and (d) Body Attractiveness (Body). Each
subscale consists of six items in which participants are
presented with two contrasting descriptions. A fifth
subscale was initially included in the PSPP to measure
a global Physical Self-Worth construct.

Fox and Corbin (1989) used four data collection
phases which included the sub-domain identification
(phase one), instrument construction (phase two),
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instrument reliability and factorial validity (phase
three), and factor confirmation and preliminary con-
struct validity (phase four). Each phase had a specific
function in the construction of the profile.

In phase one, an open-ended questionnaire was
designed to allow college students to provide more direct
insight on the content for physical self-perceptions of
college-aged students. The purpose of the subdomain
identification was to indicate possible subscales of the
physical self as the foundation for constructing a multi-
dimensional physical self-perception instrument. Four
subdomains were chosen from the initial profile, includ-
ing body attractiveness, sports competence, physical
strength, and fitness and exercise. In phase two, the
instrument construction process, six questions were
developed under each of the four sub-domains identified
in phase one (Fox & Corbin, 1989). In the third phase,
three data collection processes were included to assess
instrument reliability and factorial validity (Fox &
Corbin, 1989). Exploratory factor analyses (EFA) were
conducted and a four-factor structure emerged from the
items found in phase one. Items and subscale stability
were assessed based on test-retest estimates. The PSPP
subscales demonstrated preliminary internal reliability,
as well as stability over samples. In phase four, factor
confirmation and preliminary construct validity, was
designed to confirm the psychometric properties and
factor structure of the PSPP (Fox & Corbin, 1989).
Results of the fourth phase yielded the finished product
of the PSPP. The reliability of the PSPP established
coefficient alphas ranging from .81 to .92.

Karteroliotis (2008) examined the validity of the PSPP
using college students attending two midwestern uni-
versities in the United States. The purpose of the study
was to examine the four-subscale structure of the PSPP,
and to assess any potential differences in the factor
structure across genders. Exploratory factor analysis
(EFA) and CFA were applied in the study. The
researcher indicated that 67.9% of the variance was
explained in the male data and 70% of the variance was
explained by the factor structure in the female data
through the EFA. However, Karteroliotis did not find
evidence to fully support the proposed four-factor struc-
ture for both males and females in the study based on the
CFA. The Chi-square goodness-of-fit test was statisti-
cally significant in both groups (Karteroliotis, 2008).

Many researchers have confirmed the PSPP as a
useful psychometric inventory to assess the concept of
physical self-perception, especially among college stu-
dents (Asci, Asci, & Zorba, 1999; Fox & Corbin, 1989;
Karteroliotis, 2008; Xu & Yao, 2001). As a result of past
studies, many researchers have used the PSPP as a
helpful measurement in the fields of physical education,

sport psychology, and social psychology research to
assess levels of physical self-perception (Fox &
Corbin, 1989; Hayes, Crocker, & Kowalski, 1999;
Lindwall & Hassmen, 2004).

As PSPP becomes a widely used tool to assess the
concept of physical self-perception and the development
in the methodological world, understanding of PSPP has
been advanced. Initially, Fox and Corbin (1989) used a
correlated four-factor model to handle the multi-dimen-
sionality of the PSPP. In a correlated four-factor model,
each of the four latent factors loaded on the intended
items and the four latent factors are allowed to be corre-
lated (Figure 1(b))(Fox & Corbin, 1989). (Presented in
Figure 1(a) is a common one-factor model, which will be
introduced later when the authors describe the bifactor
model.) However, the correlated four-factor model iden-
tified by Fox and Corbin (1989) was not able to capture
the general factor that was hypothesized in their theore-
tically hierarchical model.

With the advancement in statistical modeling, sec-
ond-order factor model was adopted to handle the
multi-dimensionality of PSPP (Hagger, Asci, &
Lindwall, 2004; Hagger, Biddle, Chow, Stambulova, &
Kavussanu, 2003). In a second-order factor model, the
entire first-order factors load on the intended observed
variables and a second-order factor is introduced to the
model to explain the covariation among the first-order
factors (Figure 1(c)). A second-order factor represent-
ing general physical self-esteem factor (as the authors
term it) and four first-order factors representing the
four subdomain physical areas were identified in their
work (Hagger et al., 2003, 2004).

Recently, a bifactor model has been proposed to han-
dle multi-dimensionality of concepts in a variety of fields
for its superiority to second-order factor model (Chen,
West, & Sousa, 2006; Reise, Morizot, & Hays, 2007).
Bifactor model was first introduced by Holzinger to
demonstrate the multi-dimensionality of preliminary
reports on the Spearman-Hotzinger Unitary Trait
(Holzinger & Swineford, 1937). Although bifactor
model was developed a few decades ago, its superiority
over second-order factor model in handling multi-
dimensional concept has only recently been recognized.
Bifactor model has been used primarily in studying
intelligence (Acton & Schroeder, 2001; Gault, 1954;
Gignac & Watkins, 2013; Golay, 2011; Hammer, 1950;
Jensen & Weng, 1994; Watkins, 2010; Watkins &
Beaujean, 2014) and personality (Armon & Shirom,
2011; Martel, Roberts, Gremillion, von Eye, & Nigg,
2011; McAbee, Oswald, & Connelly, 2014; McCrae &
John, 1992; Revelle & Wilt, 2013; Rushton & Irwing,
2009a, 2009b, 2009¢). Recently it has been applied in
various areas including depression and anxiety, health
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outcomes, sport performance, quality of life, Attention-
Deficit/Hyperactivity Disorder (ADHD), and the
Positive and Negative Affect Schedule (PANAS) (Chen
et al., 2006; Leue & Beauducel, 2011; Martel et al., 2011;
Myers, Martin, Ntoumanis, Celimli, & Bartholomew,
2014; Reise et al., 2007; Simms, Gros, Watson, &
O’Hara, 2008; Xie et al., 2012).

Bifactor model can be viewed as an extension to
common one-factor model. A common one-factor
model (Figure 1(a)) hypothesizes that a single factor
accounts for the covariation among a set of observed
variables, in which the entire observed variables load on
the common factor. Bifactor model extends its precur-
sor by including domain specific factors aiming to
explain the covariation among the residuals that are
resulting from the general factor. A bifactor model
hypothesizes that (a) there is a general factor that
accounts for the communality shared by the observed
variables and (b) there are multiple domain specific
factors, each of which accounts for the residual covar-
iation among a cluster of items (Figure 1(d)) (Chen,
Hayes, Carver, Laurenceau, & Zhang, 2012; Reise, 2012;
Reise, Moore, & Haviland, 2010). In a bifactor model,
all items load on the general factor and one domain
specific factor (Reise, 2012).

Bifactor model is an alternative to handle multi-
dimensionality of a scale. Traditional approaches to
modeling multi-dimensionality include multi-factor
model and hierarchical model (e.g., second-order fac-
tor model). Chen and colleagues compared the
strengths of bifactor model and a few other
approaches in modeling multi-dimensionality (Chen
et al., 2006, 2012). The bifactor model is endorsed for
its advantages, namely its ability to (a) separate
domain specific factors from the general factor, (b)
study the relation between items and general factors,
and between items and domain specific factors, (c)
identify whether a domain specific factor still exists
after partialling out the general factor, (d) test whether
a subset of the domain specific factors predict external
variables, over and above the general factor, (e) test
mean difference on both the general and specific fac-
tor levels, and (f) test measurement invariance at both
the general and specific factor levels (Chen et al., 2012,
2006; Reise, 2012; Reise et al., 2010).

Methodology

In the current study, the intention is to propose the
use of bifactor model to handle the multi-dimension-
ality of PSPP. By comparing bifactor model to the
three traditional latent factor models (i.e., common
one-factor model, correlated multiple-factor model,

and second factor model) in terms of model fit and
interpretation of the results, the study shows how the
bifactor model can help advance the standing of PSPP
and its relationship with external variables (e.g., gen-
der). To cross-validate the tested models, the authors
first conduct exploratory factor analysis with a ran-
domly selected sample with n = 250 from the entire
data and then do CFA with the remaining sample with
n = 150. The exploratory analysis of the three models
correlated multiple-factor model, second factor model,
and bifactor model are conducted in the framework of
ESEM under target rotation. There are a number of
methods to determine the sample size for exploratory
factor analysis (Henson & Roberts, 2006; Schmitt,
2011). In the authors’ practice, they adopt the rule of
thumb suggested by Stevens (1996) that five to 20
participants per variable are appropriate. In the cur-
rent study, the ratio of participants to variables is
approximately 10:1 (i.e., 250:24), suggesting that the
sample size is sufficient. This decision leaves a sub-
sample with n = 150, which is sufficient to test the
confirmatory factor models. All the factor analyses are
conducted with Mplus 7.

Participants

In the study, the participants were 400 full-time male
(n = 200) and female (n = 200) undergraduate students,
who were at least 18 years old and enrolled in three
medium-sized colleges and universities in northeastern
United States. In the data selection process, the
researcher checked each questionnaire after every class-
room visit. A total of 400 students were selected. Only
questionnaires answered completely were included. All
participants were asked to read and sign an Informed
Consent form prior to participation. The authors
assumed no sample can be 100% representative of the
entire population, however they did consider the most
relevant factors regarding a reasonable sample size and
representation of the population for this study before
they collected their data (i.e., total population, margin of
error, confidence level). The authors have identified that
this study requires at least 386 respondents. They believe
that this sample (N = 400) is sufficient and represents the
relevant characteristics for the population.

Data collection procedures

With IRB approval, college and university administra-
tors from a set of randomly selected 4-year schools on a
predetermined list were contacted for approval to par-
ticipate in the study. General education course instruc-
tors at each institution were then consented and the



PSPP instrument was administered in person to a sam-
ple of students in spring 2010 courses. The researcher
was in attendance during the 15-20-minute completion
timeframe to guide through the question format using
an example and answer questions.

Analysis

Exploratory factor analysis

The robust continuous maximum likelihood estimation
(MLR) as a method to extract factors in the exploratory
factor analyses'. MLR is one of the most widely used
factor-extraction method for its capacity in providing a
wide range of model fit indexes and significance test of
factor loadings (Fabrigar, Wegener, MacCallum, &
Strahan, 1999; Schmitt, 2011). The MLR method provides
maximum likelihood parameter estimates with standard
errors and a Chi-square test statistic that are robust to
non-normality. In evaluating and comparing the models,
the authors rely on several goodness-of-fit indexes along
with the Chi-square test: the comparative fit index (CFI;
Bentler, 1990), the Tucker-Lewis index (TLIL Tucker &
Lewis, 1973), the root mean square error of approxima-
tion (RMSEA; Steiger, 1990) with its confidence interval,
the standardized root mean square residual (SRMR; Hu &
Bentler, 1999), the Akaike information criteria (AIC;
Akaike, 1987), the Bayesian information criteria (BIC;
Schwartz, 1978), and the sample size adjusted BIC
(ABIG; Sclove, 1987). Chi-square test is affected by sample
size (i.e., small discrepancy is easier to detect in larger
sample samples) and tends to overfactoring (i.e., extract
too many factors; Mulaik et al., 1989; Schmitt, 2011). But
Chi-square test is the only method that is based on dis-
tributional theory and allows for a formal significance test
of overall model fit and difference for model comparison
(e.g., Chi-square difference test between two nested mod-
els; Schermelleh-Engel, Moosbrugger, & Miiller, 2003;
Yuan & Bentler, 2008)% It is recommended that the
Chi-square test be used together with the SRMR when
evaluating improvement in fit resulting from inclusion of
additional factors (Schmitt, 2011).

In assessing model fit, the authors follow a set of
cutoff criteria researchers have recommended as
described as follows: values smaller than .08/.06 for
RMSEA indicate acceptable/good model fit, values
greater than .90/.95 for CFI and TLI indicates accep-
table/good model fit (Mulaik et al., 1989; Sharma,
Mukherjee, Kumar, & Dillon, 2005), and values smal-
ler than .10/.05 for SRMR indicates acceptable/good
model fit (Schermelleh-Engel et al., 2003). In compar-
ing nested models, along with the Chi-square differ-
ence test, the change in RMSEA, CFI, AIC, BIC, and
ABIC will also be examined as supplemental support.
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Lower values for RMSEA, AIC, BIC, ABIC reflect
better fit.

Common one-factor model EFA. By requesting the
type of analysis to be EFA and specifying the range of
the number of factors, Mplus produces output for each
model with a given number of factors in the range. In
this analysis, the authors specify the range of the num-
ber of factors to be from 1 to 5. The oblique GEOMIN
(Yates, 1987) rotation is used to obtain factor loadings
and factor correlations. The residuals are not corre-
lated. Modification indices are requested.

Correlated-factor model ESEM. The correlated-factor
model EFA is conducted within the ESEM framework.
The ESEM is recently developed by Asparouhov and
Muthén (2009) and (2010) implemented in Mplus pro-
gram. In estimating ESEM, a priori hypothesis regard-
ing the expected factor structure and a target rotation is
used (Asparouhov & Muthén, 2009; Marsh, Morin,
Parker, & Kaur, 2014). In this analysis, four factors
are specified to load on all the items. The four factors
are allowed to be correlated. The residuals are not
correlated.

Second-order factor model ESEM. The second-order
factor model EFA is conducted within the ESEM fra-
mework. In this analysis, a target rotation is used. The
second-order factor is specified to load on all the first-
order factors, the first-order factors are specified to
load on all the observed variables with factors loadings
estimated from the multiple-factor model established
from preceded common factor analysis as starting
values. Residual correlations between first-order fac-
tors are not allowed. Four factor loadings for each
first-order factor are fixed at given values for model
identification purpose. The residuals are not
correlated.

Bifactor model ESEM. Bifactor exploratory factor ana-
lysis is also conducted in the framework of ESEM. The
bi-GEOMIN (ORTHOGONAL) rotation is used to
obtain factor loadings. By specifying that a general factor
and the m group factors (i.e., four in this study) are
indicated by the observed variables, Mplus will produce
results of a bifactor model with one general factor and m
group factors. The residuals are not correlated.

CFA

In specifying the CFA models, the structures identified
from exploratory analysis are used as a priori hypoth-
eses. For model identification purpose, one item is
selected for each latent factor and its factor loading is
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fixed at 1 (Vandenberg & Lance, 2000). The MLR
method is used to obtain parameter estimates and
model fit indexes that are robust to non-normality.
The same criteria established for evaluating model fit
and comparing nested models for EFA is used for CFA.

Common one-factor model CFA. In this model, one
single factor is specified to load on all the observed
variables. The residuals are uncorrelated and freely
estimated as by default in Mplus. One-factor loading
is fixed at 1 for model identification purpose.

Correlated four-factor model CFA. In this model, four
factors are specified to load on the intended observed
variables. The factors are specified to be correlated. The
residuals are uncorrelated and freely estimated. One-
factor loading for each latent factor is fixed at 1 for
model identification purpose.

Second-order factor model CFA. In this mode, four
first-order factors are specified to load on the intended
observed variables, and a second-order factor is speci-
fied to load on the first-order factors. The residuals of
the observed variables are uncorrelated and freely esti-
mated. The residuals of the first-order factors are
uncorrelated and freely estimated as by default in
Mplus. One-factor loading for each first-order factor
is fixed at one and one of the factor loadings for
second-order factor is fixed at one for model identifica-
tion purpose.

Bifactor model CFA. In this model, a general factor is
specified to load on all the observed variables, and
four domain-specific factors are specified to load on
the intended observed variables. The general factor
and the domain-specific factors are specified to be
uncorrelated. The domain-specific factors are speci-
fied to be uncorrelated. The residuals of the observed
variables are uncorrelated and freely estimated. One-
factor loading for the general factor is fixed at one and
onefactor loading for each domain-specific factor is
fixed at one for model identification purpose.

CFA with a method factor. Half of the items in the
PSPP are positively worded and half of the items are
negatively worded. The positively worded items were
reverse coded before the analysis. A method factor is
then introduced to each of the four CFA models to
account for the communities shared by the negatively
worded items. In all the four models, the method factor
is specified to be uncorrelated with other latent factors.
One-factor loading for the method factor is fixed at one
for model identification purpose.

Bifactor model with gender as a covariate. To investi-
gate gender difference in both the general factor and
domain specific factors, the authors then fit a bifactor
model with gender included as a predictor on both the
general factor and the four domain specific factors to
the sample. The base model is specified in the same way
as in the bifactor model.

Results

Exploratory factor analysis

The mean, standard deviation, and correlations of the
observed variables are presented in Table 1. The good-
ness-of-fit indices associated with the ESEM models
are presented in Table 2 (top section). The one-factor
EFA model (CFI = .600; TLI = .562; RMSEA = .133;
SRMR = .116) provides an unacceptable degree of fit
to the data, suggesting that the one-factor model is
not a good representation of the data. The Kaiser
eigenvalues criterion suggests a four-factor model,
with four eigenvalues are greater than 1 (ie., 9.546,
2.795, 1.865, and 1.635). The analysis reveals that the
four factors explain 66% of the total variance among
the items, with the first factor explaining 39.8% of the
total variance. The scree test also indicates a four-
factor model, with a first elbow happens after the
first factor and a second elbow happens after the
fourth factor. The simple structure criterion also sug-
gests a four-factor model; the standard factor loadings
from the correlated four-factor model are presented in
Table 3. As indicted by the pattern of loadings, a
simple structure with four factors loaded on each of
the six targeted items is supported. The four-factor
EFA model (CFI = .956; TLI = .935; RMSEA = .051;
SRMR = .028) provides good fit to the data. A corre-
lated four-factor model is then selected among the
common factor models as the best model.

The correlated four-factor ESEM model (CFI = .956;
TLI = .935; RMSEA = .051; SRMR = .028) provides
acceptable model fit. The second-order ESEM model
(CFI = .956; TLI = .936; RMSEA = .051; SRMR = .030)
provides acceptable model fit, the bifactor ESEM model
(CFI = .968; TLI = .948; RMSEA = .046; SRMR = .022)
provides good model fit, suggesting that all three models
can be viewed as good representations of the data. The
bifactor model is the best one, however supplemented by
the fact that the smallest values for information criteria
(AIC = 12024; BIC = 12581; ABIC = 12080) are associated
with the bifactor model. The Chi-square difference test
(x* = 73.0774,df = 20,p < 0.001) indicates that the bi-
factor model is the best-fitted model as well.

Standardized factor loadings of second-order
ESEM model and bifactor ESEM model are presented
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Table 1. Mean, SD, and correlations of the observed variables (N = 400).

Q1 Q2 Q3 04 06 Q7 Q8 Q9 QN

Q12 Q13 Q14 Q16 Q17 Q18 Q19 Q21

Q22 Q23 Q24 Q26 Q27 Q28 Q29

Q29 34 46 26 52 48 37 34 51 52 46 28
Mean 271 276 266 275 273 331 254 265 310 298 271
SD 86 96 84 82 84 8 89 87 93 88 104

65 47 51 29 56 40 44 39 61 46 45 29 100
268 282 310 252 271 308 315 254 268 306 295 254 272
8 86 80 83 82 8 84 89 8 93 89 93 80

Table 2. Model fit of ESEM and CFA models.

Models X2 df CFI TLI RMSEA RMSEA 90%Cl SRMR AlC BIC ABIC

ESEM (n = 250)

One-factor? 1,373 252 .600 .562 133 127-.140 116 13,239 13,493 13,264
Correlated four-factor 308 186 956 935 .051 .041-.061 .028 12,076 12,562 12,124
Second-order 309 188 957 936 .051 .040-.061 .028 12,072 12,551 12,120
Bi-factor 254 166 968 948 .046 .034-.057 .022 12,024 12,581 12,080
CFA (n = 150)

One-factor 921 252 678 647 133 .124-142 .097 7,626 7,843 7,615
Correlated four-factor 474 246 .890 877 .079 .068-.089 .061 7112 7,347 7,100
Second-order 477 248 .890 877 .078 .068-.089 .063 7,112 7,341 7,100
Bi-factor 392 228 921 904 .069 .058-.081 .048 7,045 7,334 7,030
CFA with method factor (n = 150)

One-factor 787 240 737 697 123 .114-133 .090 7,483 7,736 7,470
Correlated four-factor 392 234 924 910 .067 .055-.079 062 7,034 7,305 7,020
Second-order 396 236 923 910 067 .056-.079 064 7,035 7,300 7,021
Bi-factor 324 216 948 934 .058 .044-.070 .042 6,989 7,314 6,973

“One-factor exploratory analysis is conducted in traditional EFA framework.

in Table 3. The factor loadings for the second-order
factor ESEM model were obtained with that the fac-
tor loadings from the correlated four-factor model
being given as starting values. The loadings of the
second-order factor on first-order factors were freely
estimated and are .54, .82, .60, and .46 as presented
in Table 3. The pattern of factor loadings for the
bifactor model shows a clear simple structure of
four-factor model.

CFA

The goodness-of-fit indices associated with the CFA
models are presented in Table 2 (middle section). The
one-factor CFA model (CFI = .678; TLI = .674;
RMSEA = .133; SRMR = .116) provides an unaccepta-
ble degree of fit to the data, suggesting that the one-
factor model is not a good representation of the data.

The correlated four-factor CFA model (CFI = .890;
TLI = .877; RMSEA = .079; SRMR = .061) and the
second-order CFA factor model (CFI = .890;
TLI = .877; RMSEA = .078; SRMR = .061) provide
unacceptable model fit, whereas the bifactor CFA
model (CFI = .921; TLI = .904; RMSEA = .069;
SRMR = .048) provides acceptable model fit.

Model fit of the models with a method factor is
presented in Table 3 (bottom section). The one-factor
CFA model (CFI = .737; TLI = .697; RMSEA = .123;
SRMR = .090) provides an unacceptable degree of fit to
the data, suggesting that the one-factor model is not a
good representation of the data. The correlated four-
factor CFA model (CFI = .924; TLI = .910;
RMSEA = .067; SRMR = .062), the second-order factor
model (CFI = .923; TLI = .910; RMSEA = .067;
SRMR = .064), and the bifactor model (CFI = .948;
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Table 3. Standardized factor loadings of ESEM models.

Correlated four-factor ESEM

Second-order ESEM

Bifactor ESEM

N = 250 F1 F2 F3 F4 F1 F2 F3 F4 G F1 F2 F3 F4
Q1 .67 .08 -.04 .01 Q1 .67 .08 -.04 .01 Q1 45 .53 .03 -.04 .02
Q6 .59 a3 -.01 21 Q6 63 a3 -.01 .20 Q6 .58 .50 .09 01 A7
Q11 .83 -.03 .07 -.03 Qn .82 -.03 .07 -.03 Q11 .55 .60 =12 -.03 -.09
Q16 .69 -.07 .08 .20 Q16 74 -.06 .07 .19 Q16 .57 .55 -.07 .02 14
Q21 75 -.01 -.02 0 Q21 75 -.01 -.02 .00 Q21 45 .58 -.05 -.05 -.01
Q26 77 Al -.07 .01 Q26 77 10 -.07 .01 Q26 .52 .61 .03 -.07 .01
Q2 .09 .54 15 .06 Q2 .10 .54 14 .08 Q2 64 .02 .29 .09 -.08
Q7 -.04 .84 -.23 .09 Q7 -.05 81 =22 13 Q7 .53 -.04 .53 =12 .03
Q12 15 71 .03 =17 Q12 .10 71 .03 =13 Q12 .63 .00 32 -.06 -32
Q17 a3 .54 .09 .05 Q17 13 .54 .09 .07 Q17 67 .00 22 -.01 =14
Q22 =10 .86 .05 -.06 Q22 =12 .86 .05 -.02 Q22 .57 -.06 .58 N -1
Q27 .06 74 .00 Nl Q27 .06 74 .00 14 Q27 .65 .08 .54 .08 .06
Q3 -.09 -.05 81 .07 Q3 -.05 .03 .76 .05 Q3 A4 .02 1 71 .03
Q8 .02 .05 74 -.14 Q8 .03 12 .70 -.14 Q8 .50 -.05 -.02 49 -.30
Q13 .06 .10 71 -.03 Q13 .06 7 .67 -.04 Q13 .63 -.06 -.04 43 —-.26
Q18 -15 .06 73 11 Q18 -1 13 .69 .09 Q18 44 -.05 a7 .64 .04
Q23 -.01 .10 73 -.06 Q23 -.01 a7 .69 -.06 Q23 .57 -.08 -.01 A48 =25
Q28 .08 -.06 81 .09 Q28 Nl .02 .76 .07 Q28 .58 .07 .00 .59 -.05
Q4 -.06 -.02 —-.04 .87 Q4 11 -.02 —-.04 .81 Q4 .53 -.05 .00 -.02 .64
Q9 -.03 .06 -.04 .83 Q9 14 .06 -.04 .78 Q9 .64 -.09 -.04 =10 .52
Q14 14 -.06 .01 .62 Q14 .27 -.06 .01 .58 Q14 .55 .03 =15 -.09 .36
Q19 21 .04 18 .57 Q19 33 .06 a7 .53 Q19 74 .09 -.07 .05 .29
Q24 .10 a7 12 61 Q24 .22 .19 a2 .57 Q24 73 .05 .08 .06 .36
Q29 .28 .09 .07 40 Q29 .36 .10 .07 37 Q29 .70 .07 =15 -.10 .10
F2 43 G .54 .82 .60 46

F3 37 .57

F4 43 47 .34

G = General Factor.

TLI = .934; RMSEA = .058; SRMR = .042) provide
acceptable model fit, indicating that all three models
fit the data well, and the bifactor model is the best-
fitted model.

The standardized factor loadings of CFA models
with method factor included are presented in
Table 4. As indicated in the table, the factor loadings
from the correlated-four factor model and second-
order factor model are almost the same. The factor
loadings of the observed variables on the four latent
factors range from .61 to .86, suggesting that the items
are good indicators of the intended factors. In the
correlated-factor model, the correlation coefficients
range from .34 to .57, suggesting that the four factors
are moderately correlated. In the second-order factor
model, the loadings of first-order factors on the sec-
ond-order factor range from .71 to .90, indicating that
the second-order factor accounts for the covariation
among the four-first factors.

As presented in Table 4, in the bifactor model, the
factor loadings of the observed variables on the general
factor range from .46 to .80, indicating that all the items
are good indicators of the general factor; the factor
loadings of the observed variables on the domain spe-
cific factors range from .25 to .68, except that three
items have loadings smaller than .20 (ie., .13 for Q6,
.19 for Q2, and .17 for Q12), indicating that the domain
specific factors are viable after the general factor has
been partialled out. Most of the loadings on the general

factor are greater than the loadings on the domain
specific factors. The items (e.g., Ql, Q6, Ql1) with
greater loadings on the general factor are referred to
as marker items of general factor and those items (e.g.,
Q3, Q7, Q8) with loadings on the domain specific
factors are referred to as marker items of domain spe-
cific factors.

Coefficient omega hierarchical (w,)

The coefficient Omega hierarchical (wy) is computed
for both the general factor and specific factors'. wj, of
the general factor for the total score is .86. w; of the
specific factor for the sports competence (SC) subscale
score is .19, for the physical condition (PC) subscale is
.20, for the body attractiveness (BA) subscale score is
.59, and for the physical strength (PS) subscale score is
.29. The Omega reliability (w) for the total score is .96,
for the SC subscale score is .90, for the PC subscale is
.95, for the BA subscale score is .95, and for the PS
subscale score is .91.

Gender as a covariate

To examine the role of gender in both the general factor
and domain specific factors, the bifactor CFA model with
method factor is used as a baseline model. Results from
the bifactor model with gender included as a predictor
suggest that male students scored higher on the general
physical self-esteem factor than female students (8 = — .742,
p < .05), female students scored higher on the domain
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Table 4. Standardized factor loadings of CFA with method factor models.

Four-factor CFA model

Second-order CFA model

Bifactor CFA model

n =150 SC PC BA PS SC PC BA PS GPSE SC PC BA PS
Q1 61 Q1 61 Q1 .54 .25

Q6 .76 Q6 .76 Q6 .70 a3

Q11 .79 Q11 79 Q11 67 48

Q16 .86 Q16 .86 Q16 72 45

Q21 65 Q21 65 Q21 57 33

Q26 .75 Q26 .75 Q26 .68 .36

Q2 74 Q2 74 Q2 72 19

Q7 74 Q7 74 Q7 .54 .65

Q12 .79 Q12 .80 Q12 .78 17

Q17 .76 Q17 .76 Q17 .70 31

Q22 81 Q22 81 Q22 .66 .56

Q27 .86 Q27 .86 Q27 .80 .26

Q3 81 Q3 .81 Q3 .51 .64

Q8 .76 Q8 .76 Q8 .53 .55

Q13 73 Q13 73 Q13 .50 .54

Q18 .76 Q18 .76 Q18 .50 .54

Q23 .84 Q23 .84 Q23 .68 49

Q28 81 Q28 .81 Q28 .53 63

Q4 73 Q4 72 Q4 49 .56
Q9 75 Q9 74 Q9 46 .68
Q14 77 Q14 77 Q14 .62 41
Q19 .79 Q19 79 Q19 .66 44
Q24 .83 Q24 83 Q24 .67 .50
Q29 .76 Q29 .76 Q29 .64 .37
PC .80 GPSE .90 .90 71 .78

BA 61 .69

PS 74 .68 .52

GPSE = Global Physical Self-Esteem.

specific factor physical condition than male students
(8 = .715, p < .05), and no gender difference was found
on the other three domain specific factors sport compe-
tence (8 = — .374, p > .05), body attractiveness (f = — .163,
p > .05), and physical strength ( = .214, p > .05).

Results Summary

Exploratory factor analyses are conducted with a ran-
domly selected subsample and CFA are conducted with
the remaining sample. Exploratory common factor ana-
lysis are conducted in a traditional way, whereas
exploratory correlated-factor model, second-order
model, and bifactor model analyses are conducted in
the framework of ESEM (Asparouhov & Muthén, 2009,
2010; Marsh et al, 2014). All the analyses are con-
ducted with Mplus 7.0 program, in which target rota-
tion is used as the embedded rotation method for
ESEM. As suggested by the results, overall, the ESEM
models have better model fit than their CFA models.
Bifactor model is the best-fitted model from both EFA
and CFA analyses in comparison to the three alterna-
tives: common one-factor model, correlated-four factor
model, and second-order factor model. Beyond the fact
that it best represents the sample data, bifactor model is
also superior to its competitors by allowing separation
of the general factor from the domain specific factors,
and allowing investigation of the relationship of exter-
nal factor (i.e., gender as in this study) with general
factor and domain specific factors separately and

simultaneously. Gender difference in PSPP is found to
exist at both the general factor level and one of the
domain specific factors level.

Discussion

Physical self-perception is a multi-dimensional concept
defined as a sense of competence in multiple physical
domains (Fox & Corbin, 1989; Harter, 1999). Fox and
Corbin (1989) developed the PSPP to examine self-
perception in the physical domains. The PSPP was
designed to represent the four physical domains sport
competence, physical strength, physical condition, and
body attractiveness to indicate a general physical self-
esteem construct. To clarify, initially, PSPP included six
items to measure a general physical self-worth concept.
This general physical self-worth concept was originally
used as a criterion variable to test the convergent valid-
ity of the PSPP in Fox and Corbin’s (1989) work. By
examining the relationships between the general physi-
cal self-worth and the four specific domain factors, the
authors claimed that the PSPP was measuring a general
physical self-esteem concept, which is related to, but
distinct from, physical self-worth. The inclusion of the
general physical self-worth factor in the initial PSPP
seems to have misled followers who treated it as a fifth
physical domain and took it as an essential component
of PSPP (Hagger et al., 2004). In the current study, only
the 24 items that are designed to measure physical self-
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perception are used in the analyses for the purpose of
the study.

To acknowledge the dimensionality of PSPP, Fox
and Corbin (1989) initially adopted the correlated
four-factor model in their analysis. In the model,
the four factors were loaded on their intended items
and allowed to be correlated with each other.
However, this model could not recover the general
physical self-esteem factor that was designed to be
measured by the PSPP. Recognizing the deficiency of
the correlated four-factor model in reflecting the
general physical self-esteem factor, Hagger and col-
leagues (2003) used a second-order factor model to
analyze PSPP data (Hagger et al., 2003). In the sec-
ond-order factor model, the general physical self-
esteem factor was included as a higher-order factor
to explain the covariance shared by the four specific
domain factors (i.e., called first-order factors in the
second-order factor model). Both the correlated fac-
tor analysis and the second-order factor analysis have
been widely applied in handling multi-dimensionality
of scales in other areas (Digman, 1997, 1990; Judge &
Bono, 2000; Marsh & Hocevar, 1985; McCrae &
Costa, 1987; McCrae & John, 1992; Saklofske,
Austin, & Minski, 2003; Tellegen, Watson, & Clark,
1999). Until recently, the bifactor model, as an alter-
native, is re-proposed to be a superior model to
analyze multi-dimensionality of scales (Holzinger &
Swineford, 1937, 1939; Reise, 2012; Reise et al., 2007,
2010). Both second-order factor model and bifactor
model assume that there exists a general factor that is
over and above domain specific factors, and this
assumption has recently been called into question.
But recently, Revelle and Wilt (2013) challenged
Musek’s (2007) approach as problematic in identify-
ing the general big one-factor using principal com-
ponent analysis to extract factors and in viewing the
first factor as the general factor (please see Revelle &
Wilt, 2013 for detailed information).

Instead, Revelle and Wilt (2013) suggest using
McDonald’s (1999) approach coefficient Omega hierar-
chial (wy,) to evaluate the importance of a general fac-
tor. Coefficient Omega hierarchial (w;,) is the ratio of
squared sum of factor loadings on the general factor to
the modeled variance of scale scores (Reise, 2012;
Revelle & Wilt, 2013). Conceptually, w;, can be viewed
as an index to indicate the proportion of variance of
scale that is explained by the general factor. Reise
(2012) also proposed that omega subscale (w,) can be
used as a model-based reliability index of a subscale to
evaluate the importance (or viability) of a subscale after
the general factor has been controlled. w; can be com-
puted by dividing sum of the group factor loadings

squared by the the sum of variance of subscale scores
(Reise, 2012). In addition, two other approaches have
been used in evaluting the importance of a general
factor but are not without criticism. The first approach
relies on model fit comparion and the other is the index
common variance explained (ECV) (Reise, 2012;
Revelle & Wilt, 2013). As a matter of fact, a model
including a general factor would fit better than a
model excluding it, because the latter is nested within
the former one (Chen et al., 2006). Thus improvement
in model fit does not necessarily mean there is a need
for a general factor. The ECV is the ratio of variance
explained by the general factor to the variance
explained by the general plus the group factors.
However, the ECV is valued as “an index of unidimen-
sionalty but not an index of importance of a general
factor, because ECV only speaks of how strong the
general factor is relative to group factors.” A high
ECV can be obtained when the general factor is weak
and group factors are even weaker (Reise, 2012).

In this study, in proposing the use of bifactor model
to study PSPP, the authors heavily rely on the theore-
tical background of how the instrument PSPP was
created. Besides theory, the authors provide statitistical
evidence to support their proposal. Theoretically, the
PSPP derived from a hierachical model of self-percep-
tion profiles with a general factor at the higher level of
the hierarchy (Fox & Corbin, 1989). Statistically, the
use of bifactor model to analyze PSPP data is justified
in multiple ways: (a) the large ratio of first eigenvalue
value to second eigenvalue value (i.e., 9.546 to 2.795),
which is indicative of a general factor, (b) better model
fit compared to its competitors from both ESEM ana-
lysis and confirmatory facto analysis, and (c) a wj, value
of .86 of the general factor for the total score from the
bifactor CFA model, which indicates the existence of a
general factor.

In this study, the authors did the exploratory factor
analysis in the ESEM framework. ESEM has recently
been implemented in Mplus program (Asparouhov &
Muthén, 2009, 2010; Marsh et al, 2014). Many
researchers have already taken advantage of this latest
development and applied ESEM in their research
(Booth & Hughes, 2014; Dombrowski, 2014; Ebesutani
et al., 2012; Jennrich & Bentler, 2011, 2012; Marsh
et al., 2009, 2010; Reise et al., 2007).

ESEM is expected to provide more accurate parameter
estimates than the over-restricted CFA model while being
more parsimonious than the EFA model (Asparouhov &
Muthén, 2009). However, ESEM has a few limitations, as
pointed out by Marsh and colleagues (2014) and
Asparouhov and Muthén (2009), in that it is vulnerable
to “rotational indeterminacy” (i.e., “different rotation



strategies result in different solutions that all fit the data
equally well”) as is the traditional EFA and it loses parsi-
mony when there is a large number of indicators. As
suggested, ESEM should be used as a baseline model to
conduct subsquent analysis if “it fits the data better than a
correponding CFA model” (Marsh et al., 2014).

In this study, the authors conducted exploratory
second-order analysis and exploratory bifactor analysis
in the framework of ESEM under target rotation.
Target rotation is conceptually viewed as an approach
fitting in between “EFA rotation and the CFA specifi-
cation” (Marsh et al., 2014), in which the target loading
values are zeros or near zeros to indicate a priori
model. The exploratory bifactor analysis is well sup-
ported by Mplus program whereas the exploratory sec-
ond-order factor analysis is not fully established with
Mplus program. In conducting the second-order ana-
lysis in the ESEM framework, the authors follow the
approach used in the latest work by Morin, Morin,
Arens, and Marsh (2015; referred to therein as hier-
archical-ESEM). One thing worth articulating that was
not mentioned in their work is that a number of m? (m
is the number of first-order factors; m =4 in the
authors’ sample) constraints has to be forced to achieve
model identification in fitting second-order ESEM
under target rotation (Marsh et al., 2014). Asparouhov
and Muthén (2009) suggested that m x (m — 1) con-
straints are sufficient to achieve model identification.
However, with the authors’ sample, to identify the
model, at least 16 (i.e., m?) zero targets have to be
fixed at given values.

In the analysis, the authors add a method factor to
the models to account for the fact that half of the
items in PSPP are negatively worded. Including the
method factor has substantially improved the model
fit, and again this should not be surprising. The
wording effect has been reported in many studies
(Hazlett-Stevens, Ullman, & Craske, 2004; Horan,
DiStefano, & Motl, 2003; Motl & DiStefano, 2002),
but has not yet received enough attention. Ignoring
method factor can lead to inaccurate interpretation of
factor analysis results and hinder the understanding
of a construct, especially when the concept is one-
dimensional (Schriesheim & Eisenbach, 1995; Tomas
& Oliver, 1999). In studies of self-esteem, there has
been inconsistency in the reports on the dimension-
ality of the self-esteem concept. As reported, factor
analysis yields a two-factor solution if the method
factor was not considered. However, a solution with
a general factor on all items and a method factor on
the negatively worded items is preferred when the
method factor is taken into account (Horan et al,
2003; Tomas & Oliver, 1999). The method factor

MEASUREMENT IN PHYSICAL EDUCATION AND EXERCISE SCIENCE ‘ 1

should not be misunderstood as a conceptual factor
and not be associated with external related variables
(Hazlett-Stevens et al., 2004).

The use of bifactor analysis to study PSPP helps to
advance the understanding of the physical self-percep-
tion concept. In the bifactor analysis framework, the
general physical self-esteem factor is separated from the
domain-specific factors. Its relationship with external
variables can be examined, and at the same time, the
relationships between the domain-specific factors and
external variables can be examined while controlling
each other. As indicated by this study, on average,
male students have higher general physical self-percep-
tion scores than female students. In addition, female
students scored higher on the domain specific factor
physical condition than male students whereas no gen-
der difference was found on the other three domain
factors, which are interesting findings. In previous stu-
dies, gender difference on PSPP was examined either by
total score approach (i.e., a composite score of the 24
items) or individual score approach (i.e., a composite
score of each subscale) (Chen et al., 2012), both of
which provide less accurate estimates than the latent
score approach (i.e., the bifactor approach in the cur-
rent study). Furthermore, the general factor and speci-
fic factors could not be studied separately in previous
studies.

In comparing the three methods, the bifactor model
emerges as the most useful for examining complex
inter-relations. The bifactor model allows applied
researchers to directly examine relationships which
the second-order factor model does not support: (1)
the relationship between the general factor and
observed items and (2) between the specific factors
and observed items. The majority of current PSPP-
related research addresses findings of the second-
order model. The bifactor model allows separation of
the domain specific factors from the general factor.
This is significant because the bifactor model allows
simultaneous examination of the relationship of an
external variable (i.e., gender in this case) to a general
factor and specific factors. Though findings from the
second-order approach are valuable, using bifactor
model allows PSPP researchers to begin to re-examine
the concept, which could lead to a deeper understand-
ing about hierarchical concepts.

Building on previous models, this approach trans-
forms the field’s abilities to understand connections
between factors. This research verified that domain
factors still exist after partialling out the general fac-
tor. This result reveals a more in-depth connection
between items and domain factors which may not be
apparent when using either the correlated factor
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model or the second-order factor model. These two
models are useful; however, this model illuminates a
new approach to examining the PSPP, previously only
addressed wusing the second-order factor model.
Further, though this model was tested using partici-
pants from the United States, it should extend the
understanding of the PSPP when applied in other
cultural settings, leading to a better understanding of
participant characteristics. Additionally, this approach
can aid in determining whether gender is a predictor
of the PSPP domains within those different cultural
contexts.

Limitations and future directions

A few limitations are worth mentioning regarding the
use of bifactor modeling. First, bifactor model hypothe-
sizes that there is a general factor along with a number
of domain specific factors in measuring a concept.
When there is no general factor presented, it is not
appropriate to use bifactor modeling. This study pro-
vides both theoretical and statistical criteria on evaluat-
ing the importance of a general factor. Additionally, the
study offered evidence to justify the use of bifactor
model in studying the general factor measured by
PSPP. Furthermore, statistically, bifactor models seem
to always provide better model fit than the alternative
models (Yung, Thissen, & McLeod, 1999). Hence,
bifactor modeling should be wused cautiously.
However, the statistical criteria this study has relied
on have been criticized for limitations in evaluating
the importance of a general factor. For example, there
is no guidance on the cutoff point of coefficient omega
hierarchical to indicate whether the general factor is
important enough to be included in the model. The
eigenvalue criterion and the model fit comparison cri-
terion have received criticism as well. Simulation stu-
dies are needed to evaluate the performance of different
criteria on evaluating the importance of a general
factor.

The authors have a critical decision to make in choos-
ing between ESEM and CFA model as an appropriate
baseline model to conduct subsequent analysis. The
bifactor ESEM and CFA model both provide acceptable
model fit, with the ESEM providing a slightly better fit
but less parsimony. The authors believe the improve-
ment in fit is worth the loss in parsimony. Recent work
on ESEM claimed that ESEM provides more accurate
estimates, but yet no convincing conclusion is available
to make an appropriate selection between ESEM and
CFA. Simulation studies are needed to evaluate the
ESEM in comparison to CFA.

Notes

1 Though there are many factor-extracting methods
available, the authors use the robust continuous MLR
as a method to extract factors in the exploratory factor
analyses. Two alternatives are robust least squares (LS)
estimation and robust weighted LS (WLS) estimation,
with that robust LS and WLS use polychoric correla-
tions whereas MLR uses standard Pearson correlations.
All three can result in accurate parameter estimates and
test statistics and all three rely on adjustments to the
Chi-square test statistic (x* Bentler & Yuan, 1999;
Schmitt, 2011).

2 The Chi-square values resulting from MLR method
cannot be used for a difference test in a regular way
because the difference of Chi-square values from two
nested models does not follow a Chi-square distribu-
tion (Schermelleh-Engel et?al., 2003). In comparing
two nested models, the test of fit and its correction
factor are used in computing the test statistic:

Foco—Fyc1)(do—d
= %, where F, and FyF, are robust tests

of fit for models M;M; and MyM, (more restricted
model), ¢; and ¢, are the correction factors for F; and
Fy, dq and d, are the degrees of freedom for F; and F,.
(Asparouhov & Muthén, 2010; Satorra & Bentler,
2001).

3 McDonald (1999) has proposed coefficient omega as an
estimate of the general factor saturation of of a test
(McDonald, 1999; Zinbarg, Yovel, Revelle, &
McDonald, 2006). The coefficient Omega hierarchical
(wp) can be computed for both the general factor and
the specific factors based on the loadings obtained from
the bifactor CFA model. h, of the general factor for the
total score is calculated using the following formula:

(Shigen)*

(Z/\iGEN)ZJr(E/\iGRPI )ZJr(Z/\iGRPZ )2+(E/\ic;kp3 )z ------ + (ZAiGRPP )2+

(Z/\,»METHOD)2 + Z@f, where \;gen indicates the stan-

dardized loadings of general factor, A,GRPP indicates

wp =

the standardized loadings of specific factors, and 67
indicates the squared residuals. The w; of the specific
factor for the subscale score is obtained by the follow-
(Shiowr, )’
(E)liGEN)2+(ZA1GRPP )2+(2/\1METHOD)2+EQZ ’
The Omega hierarchical (w) can also be used as a
model-based reliability index and can be compared
with Cronbach’s a (Reise, 2012). The w reliability for
the total score is computed by w=
(Z AiGEN)z‘F(Z Aicrp, )2+(Z Aigre, )2+(Z AiGrpy )Z ------ +(Z ArGRPP )2
(ZAIGEN)ZwL(Z/\GRPI)2+(ZAGRPZ)2+(ZMGRP3 )2 <<<<<< (ZAK}RPP)Z+
o )L,-METHOD)Z + 3767 and for the subscale score is
(Shigen)*+ (EAxGRPP )2
(ZAiGEA’\’)Z“"(E)HGRPP )2+(E)»m45mon)2+29,2 )

ing formula: w;=

computed by w =
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