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ABSTRACT Bio-inspired algorithms provide some notable characteristics, such as stability, scalability,
convergence, and adaptability, which explains the reason why many researchers have attempted to apply
bio-inspired algorithms to various kinds of engineering problems. In this paper, we propose a fair resource
allocation method in wireless networks, which is inspired by the frogs’ calling behavior algorithm. Because
the frogs’ calling behavior algorithm shows strict de-synchronization of the calling phase and adaptivity
in the dynamically changing environment, it is suitable for nodes to achieve fair resource allocation in
time-division multiple access (TDMA)-based wireless networks. The analysis of the proposed algorithm
verifies the convergence criteria. The simulation results show that the proposed algorithm achieves strict
de-synchronization for their phase-coupled oscillators and balanced distribution over all nodes, and thus
enables the fair and distributed resource allocation over all nodes in a TDMA-based wireless network even
with dynamically changing network topology.

INDEX TERMS Bio-inspired, fair resource allocation, de-synchronization, frogs’ calling behavior.

I. INTRODUCTION
In wireless communication, a medium access control (MAC)
protocol moderates access to the shared medium which
allows the end-devices to communicate with each other in
order to gain maximum of channel utilization with minimum
of interference and collisions. A meticulous design of the
medium access control (MAC) protocol is to cope with var-
ious challenges, such as full bandwidth utilization, fairness,
scalability, QoS guarantee, flexibility, and adaptability. The
importance of these challenges of MAC protocol design is
being emphasized in the internet of things (IoT) system,
which emerged for wide range communication to realize,
such as smart city, smart grid, smart home, intelligent trans-
portation system, and environmental monitoring applications.

MAC protocol is classified according to the channel-access
methods and fall into two categories: contention-based
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protocol (CBP) and scheduling-based protocol (SBP).
In CBP, the transmission collision occurs when two or
more nodes persist to transmit data simultaneously using
the same channel. Because the number of collisions mainly
depends on variable traffic loads in a network, it is diffi-
cult to ensure the fairness and scalability and to guaran-
tee the quality of service (QoS) of each user [1]. A typical
example of contention-based protocol is carrier sense mul-
tiple access with collision avoidance (CSMA/CA), which
reduces collisions by transmitting packets opportunistically.
In CSMA/CA, the network nodes persist to listen to the
idle channel using random back-off time, when the medium
was sensed as busy. However, this random back-off scheme
can just reduce the simultaneous transmission of users, and
so cannot guarantee complete collision avoidance. On the
other hand, in SBP, the network nodes transmit data using
pre-allocated resource, so collision can be avoided once
the resource is allocated to each user. SBP can be cate-
gorized by two types according to the scheduling policy:
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centralized scheduling and distributed scheduling. In central-
ized scheduling, nodes are allocated the resource by using a
central coordinator, such as a base station and a access point.
Because a central coordinator has all the information nec-
essary to allocate resources to users, centralized scheduling
shows high efficiency in resource allocation. However the
adoption of centralized scheduling is limited due to the high
overhead and complexity, and so it is difficult to ensure the
scalability in a network. On the other hand, in distributed
scheduling, the nodes exchange the information necessary
for resource allocation without the aid from the centralized
controller. The key feature of this algorithm is that it is
simple to implement and requires less overhead compared to
centralized scheduling. Because it is suitable for the dynamic
changing of the network environment, and so it is possible to
ensure scalability, adaptability, and flexibility in a network.

Among various scheduling-based protocols, time-division
multiple access (TDMA) has been widely adopted and used
in various networks. In TDMA, an available bandwidth is
allocated to a user for a specific fraction of time and so it
shows high channel usage efficiency specifically when traffic
load is high [2]. Meanwhile, TDMA protocols periodically
pre-assign nodes to the fixed time-slot, so it is not easy work
to automatically change the time-slot assignment according
to the moving, entering, and exiting of nodes in a network [3].
In addition, the wasting time slot occurs during when a node
has no data to be transmitted, which mainly deteriorates
channel usage efficiency in TDMA networks.

Recently, biologically inspired (bio-inspired) algorithms
have gained the attentions of many researches. Bio-inspired
algorithms are modeled on the behavior of organisms on
Earth such as flies flashing, cardiac pacemaker cells, bees’
cooperative searching for food, flocking of birds, schooling
of fish, routing of ants, and frogs’ calling behavior [4]–[6].
Bio-inspired algorithms have evolved with the goal of achiev-
ing given purposes and ultimately obtaining optimal results
by encapsulating simple, heuristic rules for operation in
a distributed way. As we can observe from previous suc-
cessful attempts at developing bio-inspired algorithms that
have been reported in the literature, bio-inspired algorithms
have the excellent characteristics, such as stability, conver-
gence, scalability, and adaptability. Drawing on this expertise,
a resource allocation method based on bio-inspired algo-
rithm is expected to be suitable approach to achieve effi-
cient resource allocation in highly complicated, scalable and
large-scale networks.

In this study, we propose a frogs’ calling behaviors algo-
rithm for fair and distributed resource allocation in the context
of the TDMA protocol. The proposed algorithm aims to cope
with the various challenge of the TDMA protocol and to
provide the key properties, such as no collision, fairness,
scalability, adaptability, flexibility, and convergence. The out-
line of the paper is as follows. Section II overviews the
various bio-inspired algorithms which have been utilized in
resource allocation in a wireless network. Section III briefs
the previous frogs’ calling behavior algorithm. In Section IV,

we explain the proposed resource allocation method based on
extended frogs’ calling behavior algorithm and prove that that
we can achieve strict de-synchronization under the proposed
algorithm. Section V evaluates the simulation results and
Section VI concludes.

II. RELATED WORKS
Some bio-inspired algorithms have been applied to the
design of resource allocation algorithms. Resource allocation
based on bio-inspired algorithm falls into three categories:
(A) Cucker-Smale flocking model [7], which is inspired by
flocking behavior of bird in flight, (B) de-synchronization
(DESYNC) [8] [9], which is inspired by the flashing behav-
ior of fireflies, and (C) pulse-coupled-oscillators-based
de-synchronization (PCO-D) [5] [10], which is inspired by
the pacemaker cells of the human heart.

A. CUCKER-SMALE FLOCKING MODEL
Cucker-Smale flocking model was emerged from moving
behavior of flocking birds in flight, in which each bird adjusts
its own position and velocity based on the average position
and speed of its neighbors [3]. Cucker and Smale showed
that the velocity and moving direction of all birds converge to
the same asymptotic velocity and the same direction, respec-
tively. In addition, the distance between each agent is bound-
ary. C-S (Cucker-Smale)modelmathematically expressed the
flocking behavior of birds as

dxi
dt

(t) = vi(t), (1)

vi(t+)− vi(t) =
λ

N

N∑
j=1

9(|xj(t)− xi(t)|)(vj(t)− vi(t)), (2)

where xi(t) and vi(t) are the position and velocity of the i-
th bird at time t and λ is the coupling strength among the
bird and 9 is the communication range as a function of
distance between two birds [7]. A communication function
is non-negative and non-increasing function of the distance
between two agents. Examples for the communication ranges
are as follow:

91(|xj − xi|) = 1,

92(|xj − xi|) = 1|xj−xi|≤r ,

93(|xj − xi|) =
1

(1+ |xj − xi|2)β
,

where r is positive real value and β is non-negative value.
The authors of [11] applied the flockingmodel to the resource
allocation in the vehicle-mounted mobile relay (VMR) net-
work with the purpose of achieving distributed and fair
resource allocation across all nearby VMRs. In this work,
an VMR address is granted to each VMR which acts as a ref-
erence for the resource allocation and the de-synchronization
over VMR addresses for all VMRs are obtained by applying
Cucker-Smale flocking model with slight modification on the
definition of VMR address.
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FIGURE 1. Phase update procedure of (a) DESYNC, (b) PCO-based desynchronization, and (c) desynchronized state.
(a) DESYNC. (b) PCO based desynchronization. (c) Desynchronization state.

B. DESYNC
De-synchronization is the logical opposite of the fireflies’
synchronization, which is inspired by the synchronized flash-
ing at night of thousands of male fireflies. Rather than having
nodes attempt to perform tasks at the same time, the algorithm
has them perform their tasks at as great a temporal distance
as possible from each other. The result is that tasks are
spaced evenly in time. In 2007, Nagpal et al. presented the
first DESYNC-based TDMA protocol in a fully-connected
network [8]. Suppose that there are N nodes and each node
performs a task at intervals with the period of T . Let ϕi(t) ∈
[0, 1] denote the phase of node i at time t , where phases 0
and 1 are identical and 0 ≤ i ≤ N . Upon reaching ϕi(t) = 1,
node i fires to indicate the termination of its cycle to the other
nodes. Upon firing, the node resets its phase to ϕ(t+) = 0.
Node i records the times of the following two firing events:
the one that precedes its own firing (previous firing ϕi+1(t)),
and the one that occurs just afterwards (next firing ϕi−1(t),
as shown in fig. 1(a). These firing events are called the
reference phases for node i. Node i calculates the midpoint
of its two reference phases as ϕmid (t) = 1

2 (ϕi+1(t)+ ϕi−1(t))
and jumps towards it as follows:

ϕi(t+) = (1− α)ϕi(t)+ αϕmid (t), (3)

where α ∈ [0, 1] is a parameter that scales how far node i
moves from its current phase toward the desired midpoint.
All nodes observe their neighbors’ firing-phases, then use
this information to jump forwards or backwards in the phase
according to (3). Therefore, all oscillators are spaced evenly
around the phase ring, as shown in Fig. 1(c). Node i occupies
the TDMA slots beginning at the previously computed mid-
point between node i and its previous-phase neighbor i + 1,
and ending at the previously computed midpoint between
node i and its next-phase neighbor i−1. In this way, all nodes
occupy the non-overlapping time slots that cover T evenly.

C. PULSE COUPLED OSCILLATOR-BASED
DE-SYNCHRONIZATION
In 1975, Peskin devised the PCO synchronization algo-
rithm to model the operation of a pacemaker responsible for

regulating the beat of the human heart [12]. PCO comprises
elements that pulse individually at constant intervals when
separated, but that, when interconnected, change their pulsing
periods and phases in response to the signals received from
other elements. The PCO-D algorithm, which is based on
the inverse phenomenon of the PCO-synchronization process,
was proposed in 2008 by Scaglion et al., for collision-free
multiple access in a small network of self-organizing
devices [10]. In DESYNC, node i records the times of two
reference phases (previous and next firings). However, in the
PCO-D, node i records the time from a single reference phase
that occurs just before it fires, as shown in Fig. 1(b). When
node i+ 1 fires, node i jumps towards it as follows:

ϕi(t+) = (1− α)ϕi(t)+ α(1−
1
N
), (4)

whereN is the number of nodes in a fully-connected network,
and ϕ ∈ [0, 1] is a parameter that scales how far node i moves
from its current phase. All nodes observe their neighbors’
firing-phases, then use this information to jump backwards
in the phase using equation (4). As a result, all of the oscil-
lators are spaced evenly around the phase ring, as shown
in Fig. 1(d).

III. FROGS’ CALLING BEHAVIOR ALGORITHM
As in the previous work, Ikkyu Aihara modeled frogs’ calling
behavior algorithm as a system of three-phase oscillators with
the purpose of achieving strict de-synchronization [13]. This
algorithm has modeled from the natural phenomena of tree
frogs’ calling behavior in Japan, in which caller (usually
male frog) always makes the stereotypical sound in a certain
period of the time to call female and then it goes quiet
before repeating the call. When two or three frogs start to
advertise the calling signal at a random time, the calling signal
interference may occur, as shown in Fig. 2(a). In this case,
the female frogs cannot distinguish between their partners
and other. Therefore, each male frog has to shift the time of
its calls by recording the calls of the others so as to avoid the
overlap. After all, frogs establish this interaction pattern, call
alternation without interference is achieved within the group
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FIGURE 2. Three male frogs attempt to control their stereotypical sounds to advertise without collision.

FIGURE 3. Phase update procedure of the proposed algorithm.

as depicted in Fig. 2(b). Suppose that frog i calls at time ti
(i = 1, 2, 3). When frog i calls at time ti, then the other frogs
immediately update their phases. The system of three-phase
oscillators which virtually corresponds to a situation where a
male frog calls interactively at time ti is given by

dθ1(t)
dt
= ω − K1 sin

(
θ2(t)− θ1(t)

)
−K3 sin

(
θ3(t)− θ1(t)

)
for t = t2 or t3,

dθ2(t)
dt
= ω − K1 sin

(
θ1(t)− θ2(t)

)
−K2 sin

(
θ3(t)− θ2(t)

)
for t = t1 or t3,

dθ3(t)
dt
= ω − K3 sin

(
θ1(t)− θ3(t)

)
−K2 sin

(
θ2(t)− θ3(t)

)
for t = t1 or t2, (5)

where Kis (i = 1, 2, 3) are the systematically coupled coeffi-
cients between frogs i and i + 1 for i = 1, 2 and frogs 3 and
1 for i = 3 [13]. The updating rule of three-phase oscillators
can rewrite for the discrete time as

θ1(t+) = θ1(t)+1T
(
ω − K1 sin

(
θ2(t)− θ1(t)

)
− K3

sin
(
θ3(t)− θ1(t)

))
for t = t2 or t3,

θ2(t+) = θ2(t)+1T
(
ω − K1 sin

(
θ1(t)− θ2(t)

)
− K2

sin
(
θ3(t)− θ2(t)

))
for t = t1 or t3,

θ3(t+) = θ3(t)+1T
(
ω − K3 sin

(
θ1(t)− θ3(t)

)
− K2

sin
(
θ2(t)− θ3(t)

))
for t = t1 or t2, (6)

where 1T = t+ − t is a sufficiently small fixed time step.
Here, it is noticed that the frogs’ calling behavior model
in [13] assumed only three frogs and this limitation on the
number of frogs (agents) prohibits the wide application of the
frogs’ model to various systems where the number of agents
is usually greater than three.

IV. PROPOSED RESOURCE ALLOCATION BASED
ON FROG CALLING BEHAVIOR ALGORITHM
A. PROPOSED ALGORITHM
In this subsection, we extend the previous frogs’ calling
behavior algorithm to a larger system composed of N frogs.
The proposed algorithm corresponds to the coupled system
that the coupling occurs when a frog calls. Suppose that the
phase oscillators of frogs operate in a counter-clockwise order
with a fixed period T and frequency ω = 1/T . Let θi(t) ∈
[0, 2π ) be the dynamic phase of frog i at time t . When θi(ti)
reaches 2π at time ti, frog i immediately makes a call (send
a pulsing message) and resets its phase to zero, as shown
in Fig. 3(a). All frogs who hear a pulse message update
their phases so as to avoid the overlapped calling period. Let
θj(t
+

i ) and θk (t
+

i ) denote the updated phase of frogs j and k
immediately after frog i makes a call at time ti. Frogs j and
k instantaneously jump their phases from θj(ti) to θj(t

+

i ) and
from θk (ti) to θk (t

+

i ) as depicted in Fig. 3(a). In Fig. 3(b),
θj(tj) reaches 2π again at time tj and frog j transmits its pulse
message to the other frogs and resets its own phase to zero.
The frogs i and k simultaneously jump their phases in order
from θi(tj) to θi(t

+

j ) and from θk (tj) to θk (t
+

j ). Over the course
of many iterations, all frogs reorganize their phases to achieve
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strict de-synchronization, as depicted in Fig. 3(c). The phase
updating rule of frog j at time ti for oscillators is described as

θj(t
+

i ) = θj(ti)− Fj(ti), (7)

where Fj(ti) represents the jumping function of frog j at time
ti. Fj(t) will be computed by utilizing the average summation
of weighted sine functions, where the weight function is set
as a negative power of two-phase difference of exponential
function. The two-phase difference between θk (t) and θj(t) is
computed by utilizing themod operation that returns all phase
values within a range of [0, 2π ), but does not change phase
position on the circle. The function of two-phase differences
between frog k and j at time t is determined by

φk,j(t) = mod (θk (t)− θj(t), 2π ), (8)

where θk (t), k = 1, 2, ...,N , denotes the phase of frog k at
time t . Alternatively, we can compute the phase differences
using the floor function which takes a real number x as an
input and then gives as outputs the greatest integer less than
or equal to x, denoted floor(x) = bxc. The relation between
mod and floor operations is obtained by

mod (x, y) = x − bx/ycy, (9)

where variables x and y are replaced by θk (ti)− θj(ti) and 2π ,
respectively. From (8) and (9), two phase differences between
frog k and j can be rewritten as

φk,j(t) = θk (t)− θj(t)− b
θk (t)− θj(t)

2π
c2π. (10)

Wk,j represents the weighted function between frogs j and k .
Here, we set Wk,j as

Wk,j(t) =

{
e−φk,j(t) if 0 ≤ φk,j(t) < π,

e−2π+φk,j(t) if π ≤ φk,j(t) < 2π.
(11)

It is noticed that the elements of the weight function are sym-
metric with respect to φk,j(t) = π when the phase oscillators
reach the balanced distribution. Then, we define the shifting
function as a sum of weighted sine functions, which is given
by

Fj(t) =
K1T
N

N∑
k=1

Wk,j(t) sin
(
θk (t)− θj(t)

)
, (12)

where K is the coupled factor coefficient. From (7), the angle
distance between an updated phase and its previous phase
depends on the shifting function, Fj(t). This shifting function
includes a coefficient K1T , as expressed in (12). In this
paper, we will call K1T as the convergence speed coefficient
because the convergence speed of the proposed model is
determined by the value of K1T , which will be shown in
Theorem 1. From (7) and (12), we can construct the updating
rule of the frogs’ calling behavior model with N frogs as

θj(t
+

i ) = θj(ti)−
K1T
N

N∑
k=1

Wk,j(ti) sin
(
θk (ti)− θj(ti)

)
.

(13)

We now analyze the condition of the convergence speed coef-
ficient K1T required for the proposed frog calling behavior
algorithm to achieve strict de-synchronization. The Lyapunov
definition is utilized to determine the necessary convergence
speed domain for the phase oscillators to reach a balanced
distribution. Additionally, the jumping function is obtained
in term of two-phase differences φk,j(t) with the purpose of
finding its maximum and minimum values. From (8), we can
obtain the following equations given by

sin
(
θk (t)− θj(t)

)
= sin

(
φk,j(t)

)
, (14)

cos
(
θk (t)− θj(t)

)
= cos

(
φk,j(t)

)
. (15)

From (11), (12), and (14), the jumping function of frog j is
rewritten by

Fj(t) =
K1T
N

N∑
k=1

e−φk,j(t) sin
(
φk,j(t)

)
(16)

for 0 ≤ φk,j(t) < π , and

Fj(t) =
K1T
N

N∑
k=1

e−2π+φk,j(t) sin
(
φk,j(t)

)
(17)

for π ≤ φk,j(t) < 2π . The minimum and maximum values
of the jumping function of frog j are determined by taking a
derivative with respect to the two-phase differences between
frog k and j, which are given by

dFj(t)
dφk,j(t)

=
d

dφk,j(t)

(K1T
N

N∑
l=1

e−φl,j(t) sinφl,j(t)
)

=
K1T
N

e−φk,j(t)
(
cosφk,j(t)− sinφk,j(t)

)
,

1 ≤ k ≤ N . (18)

for 0 ≤ φk,j(t) < π . Because we can get the maximum
critical point when φk,j(t) = π

4 , the maximum value of Fj(t)
is calculated by

max
t
{Fj(t)}=

K1T
N

N∑
k=1

e−
π
4 sin

π

4
=K1Te−

π
4 sin

π

4
. (19)

In case of π ≤ φk,j(t) < 2π , we have

dFj(t)
dφk,j(t)

=
d

dφk,j(t)

(K1T
N

N∑
l=1

e−2π+φl,j(t) sinφl,j(t)
)

=
K1T
N

e−2π+φk,j(t)
(
cosφk,j(t)+ sinφk,j(t)

)
,

1 ≤ k ≤ N , (20)

Similarly, we have the minimum critical point when φk,j(t) =
7π
4 and the minimum value of Fj(t) is given by

min
t
{Fj(t)} = −K1Te−

π
4 sin

π

4
. (21)

From (19) and (21), we have

max
t
{Fj(t)} = −min

t
{Fj(t)} = K1Te−

π
4 sin

π

4
. (22)
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The phase oscillators become stable or unstable depending on
the value of convergence speed coefficient K1T . In the fol-
lowing theorem, we specify the condition when the proposed
N coupled oscillators achieves convergence.
Theorem 1: For N coupled oscillators in a discrete system,

a balanced state (i.e, θ (t+) = θ (t) ∀t ∈ R+) is approached
when K1T satisfies 0 < K1T < 2π

(
e−

π
4 sin π4

)−1
.

Here, we use a Lyapunov function for the proof the The-
orem 1. Let V (t) is the Lyapunov candidate at time t (just
before calling),V (t+) is the updated function of the Lyapunov
candidate at time t+ (just after calling), and 1V (t) is the
Lyapunov differential equation at time t . The stability of the
coupling system is verified if the Lypunov function satisfies
the following properties [17]:
• the Lyapunov candidate V (t) is positive for ∀t ∈ R+,
• the Lyapunov differential equation 1V (t) = V (t+) −
V (t) is less than or equals to zero for ∀t ∈ R+.

A useful metric in the study of phase oscillators mod-
els is the phase centroid, which is utilized to study
strict de-synchronization systems. The phase centroid is
obtained by

R(t) =
1
N

N∑
k=1

∣∣∣∣cos θk (t)sin θk (t)

∣∣∣∣ . (23)

Here, to measure the phase coherence, we define V (t) as
the square of the magnitude of the phase centroid, which is
given by

V (t) = ‖R(t)‖2 =

∥∥∥∥∥ 1N
N∑
k=1

∣∣∣∣cos θk (t)sin θk (t)

∣∣∣∣
∥∥∥∥∥
2

. (24)

From the definition, it is clear that 0 ≤ V (t) ≤ 1 for ∀t ∈ R+.
It is noticed that V (t) = 1 for synchronized states and V (t) =
0 for desynchronized states. The system converges to strict
desynchronization when the Lyapunov differential function
satisfies with the condition: 1V (t) = V (t+) − V (t) < 0
for ∀t ∈ R+. In the following proof, we will show that the
Lypunov differential equation 1V (t) is less than zero when

K1T is in range of (0, 2π
(
e−

π
4 sin π4

)−1
), hence, the cou-

pled system achieves a stable equilibrium when Lyapunov
differential equation 1V (t) approaches to zero.

Proof: The Lyapunov candidateV (t) can be rewritten by

V (t) =
1
N 2

(( N∑
k=1

cos θk (t)
)2

+

( N∑
k=1

sin θk (t)
)2)

=
1
N 2

( N∑
k=1

cos2 θk (t)+ 2
N∑
k=1

N∑
j=k+1

cos θk (t) cos θj(t)
)

+
1
N 2

( N∑
k=1

sin2 θk (t)+2
N∑
k=1

N∑
j=k+1

sin θk (t) sin θj(t)
)

=
1
N 2

(
N + 2

N∑
k=1

N∑
j=k+1

cos
(
θk (t)− θj(t)

) )
. (25)

To determine the differential equation of Lyapunov, it is
necessary to find the updated function of Lyapunov. For any
jumping moment t , V (t+) is written by

V (t+)=
1
N 2

(
N + 2

N∑
k=1

N∑
j=k+1

cos
(
θk (t+)− θj(t+)

) )
. (26)

Both Lyapunov equation and its updated function obtained
above. Thus, it is sufficient to find the Lyapunov differential
equation. 1V (t) is derived as

1V (t) = V (t+)− V (t)

=
2
N 2

N∑
k=1

N∑
j=k+1

 cos
(
θk (t+)− θj(t+)

)
[5pt]− cos

(
θk (t)− θj(t)

)
=

2
N 2

N∑
k=1

N∑
j=k+1

 cos
(
θk (t+)− θj(t+)

)
[5pt]− cos

(
θk (t+)− θj(t)

)
(27)

+
2
N 2

N∑
k=1

N∑
j=k+1

 cos
(
θk (t+)− θj(t)

)
[5pt]− cos

(
θk (t)− θj(t)

)
(28)

Here we define V1 and V2 as

1V1(t) : =
N∑
k=1

N∑
j=k+1

 cos
(
θk (t+)− θj(t)

)
− cos

(
θk (t)− θj(t)

) , (29)

1V2(t) : =
N∑
k=1

N∑
j=k+1

 cos
(
θk (t+)− θj(t+)

)
− cos

(
θk (t+)− θj(t)

) . (30)

Then we have

1V (t) =
2
N 2 {1V1(t)+1V2(t)} (31)

From (31), the differential equation of Lyapunov candidate
1V (t) is negative and will converge to zero under the con-
dition of

(
1V1(t) < 0

)
∩
(
1V2(t) < 0

)
. Both 1V1(t) and

1V2(t) become negative functions depending on the summa-
tion of the cosine function. It is clear that cosϕ− cosθ < 0 if
both θ and ϕ fall into both conditions below,

Case 1, 0 ≤ θ < π and θ < ϕ < 2π − θ ,
Case 1, π ≤ θ ≤ 2π and 2π − θ < ϕ < θ .

From (7) and (29), 1V1(t) can be rewritten as

1V1(t)

=

N∑
k=1

N∑
j=k+1

{
cos

(
θk (t+)− θj(t)

)
− cos

(
θk (t)− θj(t)

)}
=

N∑
k=1

N∑
j=k+1

{cos(θj(t)− θk (t+))− cos(θj(t)− θk (t))}

=

N∑
k=1

N∑
j=k+1

{
cos
(
θj(t)− θk (t)+ Fk (t)

)
− cos

(
θj(t)− θk (t)

)}
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FIGURE 4. Mapping relation between TDMA slots and phase of a node.

=

N∑
k=1

N∑
j=k+1

{
cos(αj,k (t))− cos(βj,k (t))

}
, (32)

where βj,k (t) =
(
θj(t)− θk (t)

)
is the two-phase differences

between node j and k . Also, we have αj,k (t) = βj,k (t)+Fk (t).
Considering Case 1, 1V1(t) becomes negative if αj,k (t)

falls into the conditions below:

βj,k (t) < αj,k (t) < 2π − βj,k (t)

⇔ βj,k (t) < βj,k (t)+ Fk (t) < 2π − βj,k (t)

⇔ 0 < max
t
{Fk (t)} < max

t
{2π − 2βj,k (t)}. (33)

and

0 ≤ βj,k (t) < π ⇔ 0 < 2π − 2βj,k (t) ≤ 2π.

⇒ max
t
{2π − 2βj,k (t)} = 2π. (34)

From (22), (33), and (34), the convergence speed domain is

0 < K1T <
2π

e−
π
4 sin(π4 )

. (35)

Considering Case 2, 1V1(t) becomes negative under the
conditions below:

2π − βj,k (t) < αj,k (t) < βj,k (t)

⇔ 2π − βj,k (t) < βj,k (t)+ Fk (t) < βj,k (t)

⇔ min
t
{2π − 2{θj(t)− θk (t)} < min

t
{Fk (t)} < 0. (36)

and

π ≤ βj,k (t) ≤ 2π ⇔ −2π ≤ 2π − 2βj,k (t) ≤ 0.

⇒ min
t
{2π − 2βj,k (t)} = −2π (37)

From (22), (36), and (37), the convergence speed domain is

0 < K1T <
2π

e−
π
4 sin(π4 )

. (38)

According to the study on the inequality of two cases above,
1V1(t) becomes a negative function if only if the given value
of convergence speed, K1T , is in range of (0, 2π

e−
π
4 sin( π4 )

).

Then, we need to prove that 1V2(t) is also negative function
under the condition of convergence speed K1T . From (7)
and (30), 1V2(t) can be rewritten as follows:

1V2(t)

=

N∑
k=1

N∑
j=k+1

{
cos

(
θk (t+)− θj(t+)

)
− cos

(
θk (t+)− θj(t)

)}

=

N∑
k=1

N∑
j=k+1

{cos
(
θk (t+)− θj(t)+ Fj(t)

)
− cos

(
θk (t+)− θj(t)

)
}

1V2(t) < 0 under the condition below:

0 < Fj(t) < 2π − 2{θk (t+)− θj(t)}

⇔ 0 < max
t
{Fj(t)} < max

t
{2π − 2{θk (t+)− θj(t)}}.

From (22), the convergence speed domain is

0 < K1T <
2π

e−
π
4 sin(π4 )

. (39)

As seen in (35), (38), and (39), both 1V1(t) and 1V2(t) are
negative for all time, where the convergence coefficientK1T
is in the range of (0, 2π (e−

π
4 sin(π4 ))

−1. According to (31),
1V (t) is also negative within the state range of K1T , so the
updated function of Lyapunov candidate V (t+) is always less
thanV (t) for all time. Therefore, the Lyapunov candidateV (t)
will converge to zero at any time t , also the vector elements
of phase centroid will converge to zeros according to (23),
which ends the proof. �

B. RESOURCE MAPPING BETWEEN TDMA-SLOTS
AND PHASE OSCILLATOR
In this subsection, we explain the mapping relation between
phase oscillator of a frog and resource allocation of a node in a
TDMA-based network. The frogs’ calling behavior algorithm
permits nodes to automatically regulate time-slot allocation
for fully utilizing bandwidth without incurring any collision.
We decouple the ring in Fig. 3 into the line segment as
depicted in Fig. 4. Node j is expected to emit a firing message
after pulsing of node i because it is closer to node i than other
nodes. Then a node j is allocated the TDMA-slots bymapping
of the two consecutive phase difference from θi(ti) to θj(t

+

i )
as shown in Fig. 4. The firing message is broadcasted via a
control channel and includes an ID and phase information as
shown in Fig. 5. Nodes in a network that receive the firing
message update their phases by using this phase information.
Over the course of many iterations, the system reaches strict
de-synchronization, in which all nodes are spread out with a
even spacing of T/N .

V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed
resource allocation algorithm under various network envi-
ronments. Fig. 6 shows the phase variations for 10 users.
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FIGURE 5. Frame structure of the firing message.

FIGURE 6. Phase variation of 10 nodes under the proposed algorithm.

FIGURE 7. The phase oscillators reach to de-synchronization state using
two various algorithms, such as (a) DESYNCH and (b) PCO-based
de-synchronization.

The initial phases of oscillators are randomly located in the
interval [0, 2π ) and the convergence speed coefficient K1T
is set to 8. The result shows that the proposed algorithm
successfully achieves strict anti-phase synchronization after
5 rounds of iteration.

Fig. 7 compares the convergence speed of the average
of two consecutive phase differences for various values of
K1T under the same simulation environment to Fig. 6. Here,

FIGURE 8. Stability of the proposed algorithm under dynamic network
topology change.

convergence speed coefficient K1T has a value of 2, 4,
6, or 9, where all values lies within the state range 0 <

K1T < 2π (exp(−π4 )sin(
π
4 ))
−1. Simulation result shows

that the averages of consecutive phase differences reach an
equilibrium point (blue line). As shown in Fig. 7, the conver-
gence speed become faster as the convergence speed coef-
ficient K1T increases within the convergence interval of
(0, 2π (exp(−π4 )sin(

π
4 ))
−1).

Fig. 8 shows the anti-phase convergence of the proposed
algorithm with the consideration of dynamic network topol-
ogy changes. The convergence speed coefficient K1T is set
by a value of 8. Initially, we assume three nodes with random
initial phases. At the iteration number of 25 and 50, two and
five additional nodes are newly connected to the network,
respectively. At the iteration number of 75, three nodes leave
the network. The result shows that each node control its
dynamic phase to maintain proper distance from the other
nodes and achieve anti-phase synchronization, irrespective of
the change of the number of nodes in the network.

Fig. 9 investigates the maximum/average/minimum num-
ber of rounds required to achieve strict de-synchronization
as a function of the number of nodes in a network with
various convergence speed coefficients K1T . The number
of nodes increases from 10 to 40 with the granularity of
5 and the convergence speed coefficient are 8, 12 and 17.
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FIGURE 9. Avg/max/min number of rounds for stable equilibrium as
functions of the numbers of nodes in network and convergence speed
coefficient.

FIGURE 10. The average number of rounds required to achieve a stable
equilibrium under the proposed algorithm and DESYNC.

The result shows that the number of iterations needed
to achieve strict de-synchronization increases as the num-
ber of users in a network increases. On the other hand,
the system gets to anti-phase synchronization state faster
as the value of convergence speed coefficient approaches
(0, 2π (exp(−π4 )sin(

π
4 ))
−1).

In the following figure, we compare the convergence per-
formance of the proposed algorithmwith that of a comparison
algorithm. As a comparison algorithm, we choose DESYNC
explained in subsection II-B. It is noted that DESYNC oper-
ates in a distributed manner with the purpose of achiev-
ing de-synchronization. These characteristics of DESYNC
are same to those of the proposed frogs’ calling behavior
algorithm, which enables the direct performance compar-
ison between DESYNC and the proposed algorithm. The
simulation parameters used for DESYNC are the same to
those used for the proposed algorithm. Fig. 10 compares the
convergence speeds of the proposed algorithm and DESYNC
as a function of the number of nodes in a network using the
same simulation parameters for both algorithms. Considering
the fact that the convergence speeds of the proposed algorithm

and DESYNC are affected by the convergence speed coeffi-
cient K1T and the weighted factor α ∈ [0, 1], respectively,
we choose the values of αs to maintain the ratio of K1T
to Cmax = 2π (exp(−π4 )sin(

π
4 ))
−1. That is, the performance

of DESYNC with α = a/Cmax is compared with that of
the proposed algorithm with K1T = a. In this simulation
runs, we use the convergence speed coefficients K1T of
8, 12 and 17 and α are set to 8/Cmax , 12/Cmax and 17/Cmax ,
respectively. The result shows that the number of rounds
required to obtain de-synchronization using frogs’ calling
behavior algorithm is less than that using DESYNC, which
verifies that the convergence speed of the proposed algorithm
is higher than that of DESYNC.

VI. CONCLUSION
In this paper, being inspired by frogs’ calling behavior
model, we proposed the fair and distributed resource allo-
cation method. Proposed algorithm ensures that the phase
of each node is set to be evenly spaced across all nodes
in a network without the help of any centralized coor-
dinator and thus achieves fair resource allocation among
nodes in a distributed manner in a network. Analysis for
the convergence criteria showed that the proposed algo-
rithm achieves strict de-synchronization for all phase-coupled
oscillators if the convergence speed coefficient satisfies
0 < K1T < 2π (exp(−π4 )sin(

π
4 ))
−1. Simulation results

showed that the proposed algorithm achieves strict and stable
de-synchronization even in the dynamically changing net-
work topology. In addition, the number of iterations need
to achieve stable de-synchronization increases as the num-
ber of nodes in network system increases, and the proposed
algorithm is able to get to the stable de-synchronization state
faster as the convergence speed coefficient K1T increases
within the interval of (0, 2π (exp(−π4 ) sin(

π
4 ))
−1). Further-

more, the convergence speed of the proposed algorithm is
shown to be faster than that of DESYNC. In this study,
we proposed the resource allocation algorithm in the context
of a fully-connected network. As a further work, we consider
extending our algorithm to be suitable for the use in wireless
multi-hop network environments.
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