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Abstract: Improving the performance of power systems has become a challenging task for system
operators in an open access environment. This paper presents an optimization approach for solving
the multi-objective scheduling problem using a modified non-dominated sorting genetic algorithm
in a hybrid network of meshed alternating current (AC)/wind farm grids. This approach considers
voltage and power control modes based on multi-terminal voltage source converter high-voltage
direct current (MTDC) and battery energy storage systems (BESS). To enhance the hybrid network
station performance, we implement an optimal process based on the battery energy storage system
operational strategy for multi-objective scheduling over a 24 h demand profile. Furthermore, the
proposed approach is formulated as a master problem and a set of sub-problems associated with the
hybrid network station to improve the overall computational efficiency using Benders’ decomposition.
Based on the results of the simulations conducted on modified institute of electrical and electronics
engineers (IEEE-14) bus and IEEE-118 bus test systems, we demonstrate and confirm the applicability,
effectiveness and validity of the proposed approach.

Keywords: battery energy storage system; Benders’ decomposition; hybrid network station;
voltage source converter multi-terminal high voltage direct current; optimal power flow; modified
non-dominated sorting genetic algorithm-II

1. Introduction

The paradigm change of power systems has created a need to modify traditional power systems for
efficient energy supply [1]. The use of high voltage direct current (HVDC) transmission systems allows
for power transfer over longer distances with lower losses and improved power system controllability,
and such systems are expected to become an essential technology in integrating renewable energy
sources as transmission system backups [2]. In particular, multi-terminal HVDC (MTDC) systems
can simultaneously manage both active power and reactive power, and they provides a cost-effective
solution for power system operation at each terminal independent of the direct current (DC) power
transmission. In contrast to line-commutated converters (LCCs), a voltage source converter (VSC) is
more suitable for establishing an MTDC system, because VSCs do not need reactive power demand
and are able to control the reactive power to preserve the alternating current (AC) grid voltage as a
generator [3]. However, VSC-MTDC power transmission systems cannot be independently adjusted
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in the steady state owing to the limited active power capability of the VSC-HVDC, even though the
output voltage magnitude and phase angle can be controlled. Therefore, a need exists for further
research on power system operation to determine a suitable method for supplying additional active
power to maintain the stability and reliability of the power system.

Various studies associated with optimal power flow (OPF) in renewable energy systems have
been performed, such as those on VSC-HVDC and static synchronous compensator (STATCOM) [4–8].
In [4–6], an OPF-based control scheme was proposed to minimize the loss in an MTDC network for
large offshore wind farms (WFs). A comprehensive OPF solution for a meshed AC/DC system with
an MTDC network for offshore wind power transmission to minimize the transmission loss of the
whole system with the grid code has been studied in [7]. In [8], a mixed AC/DC OPF model was
developed for incorporating the VSC-MTDC system with a general configuration that can be used for
operating and planning an AC transmission system with an embedded VSC-MTDC system. However,
these studies only optimized the operation of the DC grid, and the AC system is not considered in the
analysis. Therefore, conducting further studies related to WFs with VSC-MTDC systems need to be
conducted by considering the entire power system, for an optimal operation of the AC/WF grids.

In addition, some recent works considered multi-objective optimization with renewable
energy [9–11]. A method has been proposed to optimize the planning of a bundled wind–thermal
generation and transmission system taking into account the fuel cost, capital cost, maintenance cost,
and loss based on the simulated annealing (SA) algorithm [12]. However, these studies focused
only on the transmission expansion planning for multi-objective optimization, and some of the
researches still lack in the optimization approach for power system operation. In [13], the authors
presented a multi-objective model to find the solution of the optimal schedule of the units’ energy and
reserves by integrating a thyristor-controlled series compensator (TCSC) device-based non-dominated
sorting genetic algorithm II (NSGA-II) with the optimization problem developed under normal and
contingency cases. In [14], a design using a detached net zero-energy house located in Southern
Italy to minimize thermal and visual discomfort using NSGA-II was presented. Though the NSGA-II
algorithm encompasses several advanced concepts, including elitism, fast non-dominated sorting
approach and diversity maintenance along the Pareto-optimal front, it still falls short in maintaining
lateral diversity and obtaining the Pareto-front with high uniformity.

Energy-storage systems (ESS), which are capable of receiving energy, storing it for a period
of time, and then returning it for use, can play an important role in power system control and
significantly improve HVDC performance [15]. An ESS can be used in an electrical grid to balance
supply and demand. Compared to other technologies, the battery energy storage system (BESS) is
the most cost-effective option coupled with power-electronic devices for an optimal operation of
power systems. In recent times, various studies have been conducted on integrated systems for
optimal operation [16–18]. A control strategy including a hierarchical scheme has been developed for
a multi-terminal HVDC network [16]. In [17], the demand response and ESS have been introduced
to reduce the influence of wind power output uncertainty on the power system stability using the
real-time outputs of thermal units and wind turbines and real-time charging/discharging behavior of
energy storage. In [18], the authors presented a new coordination control scheme between an offshore
WF and a hydrogen management system for reducing the adverse impacts of wind variability. Even
though, most of the studies discussed the advantages of coupling HVDC with ESS, they only focused
on the control strategy. Hence, there is a need to investigate the compensation of active and reactive
power together with the control scheme of an integrated power system. In particular, the benefits
arising from the integration of VSC-HVDC with ESS include the independent control of active and
reactive power, fast and reversible control of the power flow, and asynchronous decoupling of existing
AC grids.

This paper proposes an economical optimization solution for multi-objective scheduling using
the modified NSGA-II (MNSGA-II) in a hybrid network station (HNS) that is installed to regulate
the active and reactive power control of meshed AC/WF grids. On using a VSC-MTDC system and
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the BESS, the HNS becomes capable of independent active and reactive power absorption from the
grid and power injection into the grid. The integrated system focuses on the HNS operational
capability and the BESS operational strategy for optimal multi-objective scheduling. We apply
the optimization process based on the BESS charging/discharging strategy for the multi-objective
scheduling while considering realistic demand profiles to arrive at the optimal solution. Moreover,
decomposition-based optimization, which is applied as a part of the optimization formulations with
the required HNS constraints to mitigate the violation for improving the overall computational
efficiency, is also formulated in the proposed approach for meshed AC/WF grids. Using Benders’
decomposition (BD), the determination of the meshed AC.WF grid criteria is essentially decoupled from
the multi-objective OPF, and these sub-problems can be solved independently. Therefore, the proposed
scheduling solutions for multi-objective OPF are more feasible and economical, and the proposed
Pareto solutions indicate the improved performance exhibiting faster convergence and divergence.

The rest of this paper is organized as follows in Section 2, the modeling of the HNS for the meshed
AC/WF grids is described, and the control and charging/discharging strategy based on the HNS
are discussed. The optimization problem of the meshed AC/WF grids is formulated using parallel
processing-based MNSGA-II, and the optimization process for optimal operation is summarized
in Section 3. Section 4 presents and discusses the case study, and the conclusions are presented in
Section 5.

2. Hybrid AC/WF Network System

Figure 1 depicts the configuration of the hybrid network system that includes a VSC-MTDC and a
BESS linking two different grids (i.e., AC and WF grids). More specifically, the system consists mainly
of an AC bus, a coupling transformer, a BESS, a phase reactor, a converter block on the AC and DC
sides, a DC bus, DC capacitors, and DC lines. In the system, power can only be transmitted in a
unidirectional manner from the rectifier station to the inverter station. In general, the DC capacitor
is not a bulk energy-storage device; the VSC-HVDC may not have the ability to provide active
power compensation [19]. Thus, this study is aimed at expanding the power regulation ability of the
VSC-HVDC to enable both active and reactive power compensation by placing the BESS between
the rectifier and inverter stations. Depending on the connected HVDC and BESS, the active/reactive
power can be independently absorbed or injected from/to the grid. Consequently, the ability of the
HNS to effectively provide extra active power enables the expansion of its compensating actions, thus,
reducing transmission losses and improving power system operation of the meshed AC/WF grids.
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2.1. Control of the AC/WF Grids

2.1.1. Onshore HNS Control

In an onshore HNS, the control strategy uses the voltage and power regulation mechanism. As
shown in Figure 1, the active and reactive powers introduced from the point of common coupling
(PCC) bus to the converters in the active and reactive power control modes (PQ mode), are designated
as PPCC and QPCC, respectively. In the PV mode, the magnitude of the voltage at the PCC bus is
denoted as VPCC. The converter connected to the DC slack bus regulates the DC voltage around a
designated value and compensates the DC line losses. The BESS is also installed at PHNS between the
PCC bus and converter. The active power of all converters is identified through the PCC bus, with the
exception of the slack converter. The active power of the slack converter can only be decided by the
loss of the converter, DC line, and the other converter’s power flow.

2.1.2. Offshore HNS Control

The offshore HNS operates as a rectifier, and all of the AC energy delivered by the WF is
transformed to DC and sent to land through the DC cables. However, the conversion must be
conducted on an AC grid because this HNS control requires AC voltage to operate properly. To satisfy
these requirements, this station is equipped with a control loop that adjusts the AC voltages on the
PCC between the WF converter and the offshore HNS.

2.1.3. Wind Farm Converter Control

The WF converter takes the energy generated from the wind and supplies it to the offshore grid.
The DC voltage control detects variations in the power owing to the charging and discharging of the
DC capacitor. This outer control assigns a certain amount of current proportional to the wind power of
the meshed AC/WF grid. Depending on the decouple control in the synchronous reference frame,
reactive current can also be injected into the system [20].

2.2. BESS Operational Strategy

The BESS operational strategy can be explained with the help of Figure 2. The battery strategy
can be applied in real time, but the start and stop times should be planned based on the 24 h demand
profile prediction.
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The impact of the charging/discharging strategy is denoted by the shaded areas, which represent
the energy. In the absence of the HNS, the feeder load is represented by a blue line. The feeder load
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increases as energy is transferred to the grids, which is indicated by the shaded area throughout
the charging process. The charging process operates such that to minimize the cost of the energy
purchased, Area A occupies a region as close as possible to Emin when ta < t < tb. Meanwhile,
discharging takes place as close as possible to Emax to maximize the price of the energy delivered when
tc < t < td (Area B).

3. Decomposition-Based Multi-Objective OPF Formulation

3.1. Master Problem

In the proposed approach, the master problem computes an optimal solution without considering
the BESS, WF, and control constraints to avoid the complication associated with the meshed AC/WF
grids, as follows [21]:

Min
Ut ,Xt

F

(
ω1Z1,t
ω2Z2,t

)

s.t. Gt(Ut, Xt) = 0
GDC,t(Ut, Xt) = 0

Hmin
t ≤ Ht(Ut, Xt) ≤ Hmax

t
Hmin

DC, t ≤ Ht(Ut, Xt) ≤ Hmax
DC, t

Sk(ut) ≤ 0

(1)

3.1.1. Objective Functions

In Equation (1), the master problem is computed by minimizing two different objectives for
optimal operation before starting BD iterations without any Benders’ cut: the total operating cost, and
total power losses of the meshed AC/WF grids. The first objective function is the minimization of
the total operating cost. In addition, the cost function of the storage units depends only on the actual
storage capacity:

min F1 =
24

∑
t=1

NG

∑
i=1

(Aci + BciPgi,t + CciP2
gi,t + cbi(Emax

t − Et)) (2)

The second objective function is the minimization of the total power loss:

min F2 = PACloss,t + PDCloss,t + Pconloss,t (3)

3.1.2. AC System Constraints

The set Gt corresponds to the power flow equality constraints, i.e., the conventional power
flow equations:

Gt(Ut, Xt) = Gt(Vt, θt, KG,t, Pt, Qt) = 0 (4)

The power flow equations of the AC grid are modified by incorporating the active power injections
from the HNS and the converter losses as below:

Pi,t = Vi,t

24

∑
t=1

NA

∑
i=1

(gij,tcos(δi,t − δj,t)+bij,tsin(δi,t − δj,t))Vj,t − PHNSi,t + Pconlossi, ∀i ∈ NA (5)

Qi,t = Vi,t

24

∑
t=1

NA

∑
j=1

(gij,t sin(δi,t − δj,t)−bij,tcos(δi,t − δj,t))Vj,t −QHNSi,t , ∀i ∈ NA (6)
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The active power loss of the AC transmission line can be expressed as follows:

PACloss,t = 0.5
NA

∑
i

NA

∑
j

gij,t(V2
i,t + V2

j,t − 2Vi,tVj,tcos(δi,t − δj,t)) (7)

The inequality constraints in (1) are divided into Ht, which represents the physical and security
limits of the system. The inequality constraints, Ht(Zt), include the following:

Generator active power limits:

Pmin
gi ≤ Pgi,t ≤ Pmax

gi , ∀i ∈ NG (8)

Generator reactive power limits:

Qmin
gi ≤ Qgi,t ≤ Qmax

gi , ∀i ∈ NG (9)

AC bus voltage limits:
Vmin

i ≤ Vi,t ≤ Vmax
i , ∀i ∈ NA (10)

AC transmission line capacity limit:

Smin
ij ≤ Sij,t ≤ Smax

ij , ∀i ∈ NA, ∀j ∈ NA (11)

3.1.3. DC System Constraints

In this study, we treated the balanced bipolar VSC configuration as the standard operation mode.
When the VSC is considered a lossless power exchanger, PDC is almost equal in magnitude to PVSC but
has an opposite direction, as follows:

PVSC = −PDC (12)

The active/reactive power of the VSC can be calculated by using the following expressions.

Pmax
VSC =

Vmax
PCC Vmax

VSC sinδt

XVSC,t
(13)

Qmax
VSC =

Vmax
PCC(V

max
VSC −Vmax

PCC cosδt)

XVSC,t
(14)

When the system is operated in bipole mode, the active power loss on the DC cables is defined as:

PDCloss =
ND

∑
iDC

ND

∑
jDC

giDC jDC (ViDC −VjDC )
2 (15)

DC power balance equation is written as:

PiDC ,t = 2ViDC ,t

24

∑
t=1

ND

∑
jDC

VjDC ,tgiDC jDC ,t (16)

The active power loss of the VSCs can also be expressed as a quadratic function of the phase
current of the VSC valves:

Pconloss,t =
ND

∑
i=1

(Ali + Bli Ivi,t + Cli I2
vi,t) (17)
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The phase current of the VSC valves is represented as:

Ivi,t =

√
P2

VSCi,t + Q2
VSCi,t√

3VVSCi,t
∀i ∈ ND (18)

The power flow of the VSC is given by:

PVSCi = V2
VSCigVSCi−VVSCi(gVSCi cos δVSCi − bVSCi cos δVSCi) (19)

QVSCi = −V2
VSCibVSCi+VVSCi(bVSCi sin δVSCi + bVSCi cos δVSCi) (20)

The maximum apparent power range is determined by maximizing the current and the actual AC
voltage: √

P2
VSC + Q2

VSC = |SVSC| ≤ |VVSC Imax
v | (21)

DC bus voltage limits:
Vmin

iDC
≤ ViDC ,t ≤ Vmax

iDC
(22)

DC transmission line flow limits:

Pmin
iDC jDC

≤ PiDC jDC ,t ≤ Pmax
iDC jDC

(23)

3.2. Benders’ Cut

The last constraint defined in (1) is referred to as a benders’ cut, which is a linear constraint that
regulates the feasible area to impose the coordination of the solution of the master problem and the
sub-problem, as follows:

Sk(ut) = Sk(uk,t) + zc(ut − uk,t) ≤ 0 (24)

The Benders’ cut should be produced based on the sub-problem results, where the coefficients of
the linear estimation are the Lagrangian multiplier vectors zc, which are related to the constraints at
the optimal solution of the sub-problem. These vectors zc denote the sensitivity with respect to the
infeasibility, which is mainly caused by the cumulative changes in the operation point of the base case.

3.3. Sub-Problems

To minimize the violations, we transferred the solutions obtained from the master problem to the
sub-problems. The objective of the sub-problem is to simultaneously minimize violations regarding
the BESS, WF, and control constraints as follows:

Sk(ut) = ∑
t
(SBESS,t + SWF,t)

s. t. Gt(Ut, Xt) = 0
GDC,t(Ut, Xt) = 0

Hmin
t ≤ Ht(Ut, Xt) ≤ Hmax

t
Hmin

DC,t ≤ HDC,t(Ut, Xt) ≤ Hmax
DC,t

(ut − uk,t)− SBESS,t ≤ 0
(ut − uk,t)− SWF,t ≤ 0

SBESS,t ≥ 0
SWF,t ≥ 0

(25)

If the objective function Sk(ut) is equal to zero, we obtain a reasonable solution that will not
enforce additional constraints on uk,t. However, if Sk(ut) is larger than zero, the solution will offer the
number of violations entailed in the coupling constraints to the master problem. In the sub-problems,
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the constraints (5)–(23) must be considered, and then the additional equations considering the BESS
and WF constraints are as follows.

3.3.1. BESS Constraints

The balance equation of the charging/discharging and the discrete time model of AC/WF are as
follows:

PBESS ·
(

E0 +
24

∑
t=1

E+
t − Et′

)
=

24

∑
t=1

E−t (26)

Ei,t = Ei,t−1 − ri,t − bi,loss (27)

Assuming that the BESS cannot charge and discharge simultaneously, its charging/discharging
state should obey the equation:

E+
t · E

−
t = 0 (28)

3.3.2. Wind-Farm Constraints

An algebraic relation between wind speed and mechanical power according to the
Rankine–Froude theory [22] is as follows:

PW = 0.5ρAν3Cp(α, β) (29)

We used numerical approximations to calculate the power coefficient of rotor efficiency for
nonlinear function by using values of the tip speed ratio and the pitch angle [23]. Here, the
following approximation:

Cp(α, β) = 0.53
(

151
αi
− 0.58β −0.002β2.14 − 10

)
exp

(
−18.4

αi

)
(30)

is used with:
αi =

1
1

α−0.02β −
0.003
β3+1

(31)

The tip speed ratio for wind turbines is defined as the ratio between the tangential speed of the
tip of a blade and the actual speed of the wind. (α= Tip speed of blade/Wind speed). The tip speed of
the blade can be calculated in Br times Ω, as follows:

α =
BrΩ

ν
(32)

Higher tip speeds result in higher noise levels and require stronger blades due to the large
centrifugal forces. Once all of the sub-problems become reasonable, all of the problems are solved. On
the other hand, when the constraint violations in the sub-problems cannot be eliminated, Benders’ cuts
are generated. The master problem is then solved iteratively with the added benders’ cuts to provide
information while satisfying all of the constraints.

3.4. Modified NSGA-II

When power systems are under stressed operational conditions with numerous violations and
are non-linear in solving scheduling problems, conventional methods are almost impossible to apply
because of the tremendous central processing unit (CPU) times required and the divergence of the
solution [24]. Mathematically, both the master problem and sub-problems can be solved using
any of the advanced techniques for solving multi-objective scheduling problems. In our study,
MNSGA-II is adopted to deal with the BD in accordance with multi-objective optimization scheduling.
Because of the tradeoff between operating costs and power losses, the system operator is greatly
encouraged to consider the “Pareto optimal” for the MNSGA-II while enhancing system operation.
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This algorithm encompasses advanced concepts including elitism, fast non-dominated sorting and
diversity maintenance along with the Pareto-optimal solution.

3.4.1. Controlled Elitism

In controlled elitism, MNSGA-II restricts the number of individuals in the current best
non-dominated front adaptively and maintains a predefined distribution number of individuals
in each front. First, the combined parent and offspring population Rh = Poph ∪O f fh is sorted for
non-domination. Let N f be the number of non-dominated fronts in the combined population (of size
2M). According to the geometric distribution, the maximum number of individual allowed in the yth

front (y = 1, 2, · · · , N f ) in the new population of size My is given in (33):

My = M
1− γ

1− γN f γy−1 (33)

Since γ < 1, the maximum allowable number of individuals in the first front is the highest.
Thereafter, each front is allowed to have an exponentially reducing number of solutions.

3.4.2. Dynamic Crowding Distance

Horizontal diversity is often realized by removing excess individuals in the non-dominated set
when the number of non-dominated solutions exceeds the population size. NSGA-II uses crowding
distance (CD) measure as given in (34) to remove excess individuals:

CDi =
1

Nobj

Nobj

∑
g=1

∣∣∣ f g
i+1 − f g

i−1

∣∣∣ (34)

All of the previous operators are the main processes of NSGA-II. Although the CD operator is
implemented to ensure the diversity along the non-dominated front in NSGA-II, the uniform diversity
is lost with the slowing down of the search speed. If the basement CD is applied, individuals that
can help to maintain a uniform spread are removed. To overcome the drawback of NSGA-II, a
dynamic crowding distance (DCD) is introduced as described in [25]. Above all, the biggest difference
between CD and DCD is that CD is just calculated once, but DCD is varied during the selection of
offspring generation:

DCDi =
CDi

l o g
(

1
Vari

) (35)

where CDi is calculated by Equation (36), and Vari is given as follows:

Vari =
1

Nobj

Nobj

∑
g

(∣∣∣ f g
i+1 − f g

i−1

∣∣∣− CDi

)2
(36)

In this work, the controlled elitism and DCD are used for criteria of the Pareto-optimal solution.
Owing to the tradeoff between total operating costs and power losses, the system operator is greatly
encouraged by the appreciation of the “Pareto optimal” for the MNSGA-II while improving the
stability of power system. The two-stage convergence criterion is then applied in multi-objective
scheduling optimization by checking the uk+1,t while taking into account sk(ut) = 0. Therefore, the
criterion of multi-objective optimization process must be satisfied with the two-stage convergence,
based on the criterion of Pareto-optimal solution assessment including the controlled elitism and DCD
of the MNSGA-II.
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3.5. Solution Procedure

The optimization approach for multi-objective scheduling of meshed AC/WF grids is performed
in the following sequential manner:

Step 1: Set the input parameters and the lower and upper limits of each variable of the power system.
Step 2: Choose population size M, crossover and mutation probability, crossover and mutation

index, and maximum number of generations.
Step 3: Determine the apparent power parameter for the HNS, the storage capacity for the BESS,

and the update of control modes.
Step 4: Calculate the 24 h average load through the base case results. Subsequently, the obtained

24 h average load can be used as a reference for the BESS operational strategy.
Step 5: Compare the average load with the total load, which is obtained through the 1 hour OPF. If

the total load is higher than the average load, the BESS will proceed to discharge; otherwise,
if the total load is less than the average load, the BESS will proceed to charge.

Step 6: Solve the master problem without the bender’s cut and obtain the initial base-case solution.
Step 7: After the base-case ut is obtained by solving the master problem without the BESS constraints,

the sub-problems are solved to find a new base-case uk,t. Here the uk,t values from the
different sub-problems are simultaneously returned to the master problem.

Step 8: Once the violations are detected in the sub-problems, the master problem is solved with all
the benders’ cuts included. This creates a new base-case uk+1,t.

Step 9: Solve the sub-problem in parallel with the new base case uk+1,t.

Step 10: The two-stage process is repeated until uk+1,t is found, for which all sk(ut) = 0.

Step 11: If the objective function sk(ut) is equal to zero in all the sub-problems, then the process stops;
otherwise, it is repeated from Step 5.

A flowchart of the detailed approach is shown in Figure 3.

Energies 2017, 10, 986 10 of 21 

 

3.5. Solution Procedure 

The optimization approach for multi-objective scheduling of meshed AC/WF grids is performed in 
the following sequential manner: 

Step 1: Set the input parameters and the lower and upper limits of each variable of the power 
system. 

Step 2: Choose population size M , crossover and mutation probability, crossover and mutation 
index, and maximum number of generations. 

Step 3: Determine the apparent power parameter for the HNS, the storage capacity for the BESS, 
and the update of control modes. 

Step 4: Calculate the 24 h average load through the base case results. Subsequently, the obtained 
24 h average load can be used as a reference for the BESS operational strategy. 

Step 5: Compare the average load with the total load, which is obtained through the 1 hour OPF. 
If the total load is higher than the average load, the BESS will proceed to discharge; 
otherwise, if the total load is less than the average load, the BESS will proceed to charge. 

Step 6: Solve the master problem without the bender’s cut and obtain the initial base-case 
solution. 

Step7:  After the base-case tu  is obtained by solving the master problem without the BESS 
constraints, the sub-problems are solved to find a new base-case tku , . Here the tku ,  

values from the different sub-problems are simultaneously returned to the master 
problem. 

Step 8: Once the violations are detected in the sub-problems, the master problem is solved with 
all the benders’ cuts included. This creates a new base-case 

tku ,1+ . 

Step 9:  Solve the sub-problem in parallel with the new base case 
tku ,1+ . 

Step 10: The two-stage process is repeated until 
tku ,1+  is found, for which all 0)( =tk us . 

Step 11: If the objective function )( tk us  is equal to zero in all the sub-problems, then the process 
stops; otherwise, it is repeated from Step 5. 

A flowchart of the detailed approach is shown in Figure 3. 

 
Figure 3. Flowchart of the proposed approach. Figure 3. Flowchart of the proposed approach.



Energies 2017, 10, 986 11 of 21

4. Case Study

4.1. Data Setting

The proposed approach was examined using the modified IEEE-14 bus and IEEE-118 bus test
system. The generation cost coefficients and system data are obtained from [26]. The characteristics of
each DC line and converter are listed in Table 1. The capacity of each HNS is 200 MVA. The maximum
limitations of the storage energy and charging/discharging power rate in the BESS are 100 MWh and
20 MW, respectively. The cost of power purchased/sold from/to the meshed AC/WF grid through the
PCC can be found in [27], where the linear cost coefficient Cb for the BESS is equal to $1/MWh.

Table 1. Parameters of VSC-MTDC.

Parameter Value Parameter Value

Orat 1000 MVA Rr
0.0001
p.u.

VnomDC ±300 kV Ali 0.0625
Iv 10 p.u. Bli 0.00165
Xr 10 p.u. Cli 0.00021

Convergence metric, spread/diversity metric (SD), inverted generational distance (IGD) and
minimum spacing metric (MS) were calculated for the obtained non-dominated solutions using
NSGA-II and MNSGA-II [28]. To select the appropriate parameter setting for these parameters, 100
independent trials were conducted and the optimal parameters selected are given in Table 2. Here, the
initial weight factor ω1 was set at 0.4.

Table 2. Parameter selection for NSGA-II and MNSGA-II.

Parameter
IEEE 14 Bus System IEEE 118 Bus System

NSGA-II MNSGA-II NSGA-II MNSGA-II

Population size 200 200 500 500
Max. no. of generations 100 100 100 100
Crossover probability 0.8 0.8 0.9 0.9
Mutation probability 1/12 1/12 1/75 1/75

Crossover index 1 1 2 2
Mutation index 10 10 20 20

4.2. Simulation Results

We performed simulations using the MATLAB software (Natick, MA, USA) and the general
algebraic modelling system (GAMS). A bridge between GAMS and MATLAB, namely the
GAMS-MATLAB interface [29], is used as an innovative technique in the proposed method. To
realize the superior performance of the proposed approach, we considered the following four cases:
Case 1: Conventional AC/WF grids; Case 2: Case 1+VSC-MTDC; Case 3: Case 1+BESS; and Case 4:
Case 1+HNS. In the following subsections, we discuss the results of these cases.

4.2.1. Modified IEEE-14 Bus System

A three-terminal HNS is embedded in the modified IEEE-14 bus system as illustrated in Figure 4.
This system consists of 14 AC buses, three DC buses, five generators, 20 AC branches, three DC
branches, three HNSs, one WF, and 11 load sides. The converter HNS 1 that is connected to bus
9 controls the DC voltage at DC bus 1 in the meshed AC/WF grids. The other two converters, i.e.,
HNS 2 and HNS 3, are connected to AC bus 11 and the WF, respectively.
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Figure 4. Modified IEEE-14 bus system.

The effect of the charging/discharging strategy of the HNS is depicted in Figure 5. Figure 5a
illustrate the hourly generator output with the HNS. In general, the power injected by the generator is
equal to the load curve in the base condition without the charging/discharging strategy. However, it
can be seen from Figure 5a that unit outputs become smooth after the charging/discharging of the
HNS to realize peak shaving and energy savings.
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Figure 5. (a) Hourly generator output with HNS; (b) Storage active power capacity. Effect of
charging/discharging strategy in the modified IEEE-14 bus system.
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Figure 5b also shows the advantages of using the HNS. The storage unit avoids peaks (from
6:00 p.m. to 7:00 p.m.) and thereby reduces the cost value to $27,263. Figure 6 shows a comparison
of the voltage profile results in different cases. It can be observed that the voltage levels of all DC
converters should be within the possible voltage range (between 0.9 and 1.1 p.u). Moreover, all
the voltage results in Case 4 are smoother than those in the other cases, because the HNS supports
active/reactive power compensation and maintain a constant frequency. Thus, the proposed approach
can reduce the variation and provide a stable voltage profile within operational performance.
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Detailed results of the proposed approach for each case are summarized in Table 3. We observe
that the operating cost in Case 4 is lower than that of all the others, although the total power loss
in Case 4 is higher than that in Case 1. This is because the additional HNS constraints are excluded
in Case 1. However, the operational cost obtained for Case 4 is reduced by $75,662/h compared to
Case 1. Therefore, it should be noted that the proposed approach provides the best balance between
economical and reliable operation.

Table 3. Detailed results for each case in the modified IEEE-14 bus system.

Case 1 Case 2 Case 3 Case 4

Active power (MW) 268.42 270.81 275.27 278.42
Reactive power (MVAR) 100.96 116.32 111.65 118.17
Total power loss (MW) 51.34 56.99 59.18 53.85

Total operating cost ($/h) 393,274 338,618 374,687 317,612

4.2.2. Modified IEEE-118 Bus System

To validate the practicability of the proposed approach for large-scale power systems, we used
the modified IEEE-118 bus system as shown in Figure 7. The DC voltage at DC bus 1 is also controlled
by the converter HNS 1, which is connected to WF 1. The other five converters, i.e., HNS 2, HNS 3,
HNS 4, HNS 5, and HNS 6, are connected to AC buses 8, 10, 16, 117, and WF 2, respectively. Then the
capacity of the converter for this test system is 300 MVA.

Figure 8 shows a comparison of the voltage profile results for each case. Taking into consideration
the results of the IEEE-14 bus test system that was discussed earlier, the voltage profile is smoother and
better in Case 4 than in the other cases because of the active/reactive power compensation. As shown
in Figure 8, the voltage levels of all DC buses have been included in the possible voltage range (between
0.9 and 1.1 p.u). Moreover, the storage unit decreased the cost value to $341,826. These results indicate
that the proposed approach can effectively enhance the performance of the power-system operation.
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Table 4 shows the optimization results of the operation solutions. Note that the total power loss
in Case 1 is the lowest when compared to the other cases because the VSC-MTDC or BESS constraints
are not considered. However, the operating cost in Case 4 is the lowest of all the cases. Overall, the
results obtained in Case 4 are superior to those obtained in the other cases. The total operating cost is
$2,477,376/h which is $590,164/h (or 19.24%) lower than that of Case 1, and the total power loss is
118.34MW. These results indicate that the proposed approach can effectively enhance the performance
in terms of operating cost and power loss minimization for optimal operation.

Table 4. Detailed results for each case in the modified IEEE-118 bus system.

Case 1 Case 2 Case 3 Case 4

Active power (MW) 4263.42 4282.17 4286.76 4291.25
Reactive power (MVAR) 302.68 326.38 318.13 338.94
Total power loss (MW) 118.16 123.76 128.39 118.34

Total operating cost ($/h) 3,067,540 2,641,223 2,922,566 2,477,376

4.3. Performance Test

To validate the multi-objective performance of MNSGA-II, the Pareto solutions with NSGA-II
and MNSGA-II are compared with the results of 100 simulations on the IEEE-14 and IEEE-118 bus test
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systems. The best obtained Paretosolutions are illustrated in Figure 9. As shown in Figure 9a,b when
the weighting factors are ω1 = 0.91 and ω2 = 0.09, the convergence points of NSGA-II and MNSGA-II
are obtained at the 20th iterations and the 18th iterations, respectively.
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Figure 9. (a) Operating cost for IEEE-14 bus system; (b) Power loss for IEEE-14 bus system;
(c) Operating cost for IEEE-118 bus system; (d) Power loss for IEEE-118 bus system. Comparison of the
Pareto-solutions with NSGA-II and MNSGA-II.
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Meanwhile, when the weighting factors are ω1 = 0.49 and ω2 = 0.51, the convergence points
of NSGA-II and MNSGA-II in Figure 9c,d are determined at 89th iterations and 85th iterations,
respectively. Therefore, it can be observed that there is an improvement in the performance of the
MNSGA-II as it exhibits a faster convergence speed and lower number of iterations. Table 5 presents
the statistical analysis for consistency of the performance measures such as convergence, spread,
IGA and minimum spacing. On comparing the two algorithms, it is observed that the standard
deviation is less in MNSGA-II for both test systems. The obtained statistical result clearly shows a
better performance of MNSGA-II over NSGA-II.

Table 5. Statistical results of performance measures.

Test System Measure Algorithm Best Mean Worst Standard Deviation

IEEE-14 bus

Convergence NSGA-II 0.0007 0.0089 0.0011 0.0032
MNSGA-II 0.00069 0.0010 0.0009 0.0001

SD
NSGA-II 1.0404 1.1499 1.3136 0.1052

MNSGA-II 0.8513 0.8816 0.8985 0.0103

MS
NSGA-II 0.01413 0.0154 0.0168 0.0011

MNSGA-II 0.0068 0.0087 0.0105 0.0011

IGD
NSGA-II 0.0017 0.0019 0.0023 0.0004

MNSGA-II 0.0018 0.0019 0.0020 0.0001

IEEE-118 bus

Convergence NSGA-II 0.0016 0.0016 0.0017 0.00005
MNSGA-II 0.0013 0.0016 0.0018 0.0007

SD
NSGA-II 0.4824 0.4991 0.5325 0.0289

MNSGA-II 0.3953 0.3957 0.3964 0.0005

MS
NSGA-II 0.0229 0.0245 0.0276 0.0027

MNSGA-II 0.0214 0.0227 0.0254 0.0023

IGD
NSGA-II 0.0016 0.0017 0.0020 0.0002

MNSGA-II 0.0013 0.0015 0.0019 0.0030

For each test system, the computational times taken by the proposed approach with and without
BD are compared in Table 6. In Case 4, the run times with BD require approximately 3.04 min and
7.18 min which are 11.17 min (or 78.6%) and 37.64 min (or 83.98%) faster than those without BD for
the modified IEEE-14 and IEEE-118 bus system, respectively. From the results obtained from the
distributed computing technique, we see that there is a significant improvement in the speeds of the
computational times. The parallel processing nature that is expected to reduce the computational
burden is reiterated, and the results show that the running time of the proposed approach can readily
meet the requirements of realistic power system operation. Therefore, overall efficiency can be
improved by parallel processing that can easily achieve scalable computational performance.

Table 6. Run time for each case with test systems.

IEEE-14 Bus System (min) IEEE-118 Bus System (min)

Without BD With BD Without BD With BD

Case 1 11.42 2.41 42.71 6.17
Case 2 12.87 2.68 43.12 6.43
Case 3 12.35 2.74 43.03 6.37
Case 4 14.21 3.04 44.82 7.18

To show the better performance of the proposed approach, Table 7 presents the comparison results
of Pareto-optimal solutions obtained in Case 4. The optimization parameters may be set through
experiment because the multi-objective optimization techniques are sensitive to proper selection of
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the control parameter. In our work, genetic algorithm (GA), particle swarm optimization (PSO), and
NSGA-II parameters for each system were applied from [30–32], respectively. As shown in Table 7,
it can be seen that the total operating cost and total power loss are less in MNSGA-II than in other
algorithms for both test systems. Thus, the proposed approach provides an optimal operation solution
to assist in decision making, whenever there is a trade-off between operating cost and power loss in the
power systems. The run time of the proposed approach is also highly reduced than others, especially
for large power systems because of the parallel processing based on a BD. Moreover, MNSGA-II
can be made a lower number of iterations and a faster convergence speed according to the crowded
tournament selection and Pareto ranking. These results show that the proposed approach can be
suitable for the requirements of realistic power system operation.

Table 7. Comparison result among GA, PSO, NSGA-II and MNSGA-II for Case 4.

Test System Algorithm Total Operating Cost ($/h) Total Power Loss (MW) Run Time (min)

IEEE-14 bus system

GA 338,114 64.18 12.38
PSO 332,371 62.41 12.87

NSGA-II 321,846 55.14 14.61
MNSGA-II 317,612 53.85 3.04

IEEE-118 bus system

GA 2,624,341 164.31 42.73
PSO 2,587,742 147.72 43.16

NSGA-II 2,492,627 124.86 48.67
MNSGA-II 2,477,376 118.34 7.18

5. Conclusions

In this paper, an optimization approach for solving the multi-objective scheduling problem using
the MNSGA-II algorithm in meshed AC/WF grids was proposed. This approach involved employing
voltage and power control modes based on VSC-MTDC and a BESS in the entire power system. By
installing the BESS between an HNS and a PCC bus, the power regulation capability of a VSC-MTDC
was expanded to both active and reactive power compensation. The integrated system focused on
HNS control and the BESS operational strategy for achieving optimal multi-objective scheduling.
Furthermore, we formulated the optimization problem taking into account HNS constraints using
BD. The effectiveness of the proposed approach was verified by simulation results in the test system.
The simulation results show that the proposed approach can effectively enhance the performance in
terms of operation cost and power loss minimization for optimal operation. We determined that the
DC voltages were stable at an available level and were compared with NSGA-II and MNSGA-II using
various multi-objective performance measures. Thus, the proposed approach offers economic benefits
for power systems and overall a better performance of power system operation by stabilizing the
voltage as well as minimizing the loss in the meshed AC/WF and the cost involved.
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Nomenclature

Sets
NA Set of all AC buses
ND Set of all DC buses
NG Set of all generators
NO Set of all objectives
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T Set of all time (hour)
Indices
DC Index of DC system
g Index of objectives
i, j Index of AC bus, generator, VSC station
iDC, jDC Index of DC bus
t Index of time
Constants
Aci, Bci, Cci Cost coefficient of generator i [$]
Ali, Bli, Cli VSC loss coefficient of VSC i [p.u.]
Br Blade radius of wind turbine [m]

bij
Susceptance element of AC network admittance
matrix [p.u.]

cbi Cost coefficient of storage of BESS i [$]
Cp Power coefficient of rotor efficiency [p.u.]
DQ VSC reactive power lower limit factor

giDC jDC

Conductance element of DC network admittance
matrix [p.u.]

gij
Conductance element of AC network admittance
matrix [p.u.]

M Population size
My New population size
i Nominal rating of VSC station [MVA]
PBESS Energy conversion efficiency coefficient of BESS
Rr Resistance of VSC phase reactor [p.u.]
VnomDC Nominal DC bus voltage [kV]
XVSC Reactance of VSC phase reactor [p.u.]
η DC voltage utilization ratio
ρ Air density [1.22 kg·m−3]
Variables
F(•) Objective function
G(•) Vector function representing the equality constraints

GDC(•)
Vector function for DC representing the equality
constraints

H(•) Vector function representing the inequality
constraints

HDC(•)
Vector function for DC representing the inequality
constraints

E0 Initial SOC of BESS [p.u.]
Et SOC of BESS at time t
E+

t Charging power of BESS at time t
E−t Discharging power of BESS at time t
Iv Phase current of VSC valve [p.u.]
fc Objective function for the total operating cost
fl Objective function for the total power loss
f k+1
g gthobjective of the k + 1th individual

f k−1
g gthobjective of the k− 1th individual

KG
Scalar variable used to account for the system losses
by means of either a unique or distributed slack bus

Pconloss Total active losses of HNSs [p.u.]
P DC power at VSC DC bus [p.u.]
PHNS Active power at HNS AC bus [p.u.]
Pdi Active load at bus i [p.u.]
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Pgi Active power output form generator i [p.u.]
Pi Active power at AC bus i [p.u.]
Pij Active power flow between nodes i and j
PiDC ,PjDC DC power at DC bus iDC, jDC [p.u.]
PiDC jDC DC power flow of DC cable iDC-jDC[p.u.]
PPCC Active power at PCC bus [p.u.]
PVSC Active power at VSC AC bus [p.u.]
Qdi Reactive load at bus i [p.u.]
Qgi Reactive power output form generator i [p.u.]
QHNS Reactive power at HNS AC bus [p.u.]
Qi Reactive power at AC bus i [p.u.]
QPCC Reactive power at PCC bus [p.u.]
QVSC Reactive power at VSC AC bus [p.u.]
Sij Power flow of AC transmission line i-j [p.u.]
SVSC Apparent power at VSC AC bus [p.u.]
U Vector of the control (independent) variables
u0 Base-case control vector
Vari Variance of CDs
VDC DC Voltage at VSC DC bus [p.u.]
ViDC ,VjDC Voltage magnitude at DC bus iDC and jDC [p.u.]
Vi,Vj Voltage magnitude at AC bus i and j [p.u.]
VPCC Voltage magnitude at PCC bus [p.u.]
VVSC Voltage magnitude at VSC AC bus [p.u.]
X Vector of states (dependent) variables
Z = [U X]T Vector of the decision variables
α Tip speed ratio
β Pitch angle
γ Reduction rate
θ Bus voltage of angle [p.u.]
δi, δj Voltage angle at AC bus i and j [degree]
δVSCi Voltage angle at VSC AC bus i [degree]
ν Wind speed [m/s]
Ω Rotational speed
ω Weighting factor of operating cost and power loss
µ Barrier parameter
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