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ABSTRACT This paper proposes a new data-driven neural network-based fire-flake simulation model. Our
model trains a neural network using precomputed fire simulation data. The trained neural network model
generates fire flakes in appropriate locations and infers their velocity to make them appear natural to their
surroundings. The neural network model consists of a fire-flake generator and a velocity modifier. The fire-
flake generator uses the velocity, temperature, and density fields of the precomputed fire simulation as inputs
to determine the locations at which natural fire flakes would be generated. The velocity modifier takes the
velocity field of the precomputed fire simulation as input and infers the velocity of the generated fire flakes so
that they appear natural relative to the flame motions and surroundings. Our method adopts a neural network
to efficiently improve the fire-flake simulation, enhancing the performance while maintaining the visual
quality. Our model is approximately three times faster than the traditional fire-flake model. In particular, our
model is 30 times faster in the velocity modification step. Our method is also easier to implement than the
existing physically based fire-flake simulation method and can reduce the time spent by artists and developers
on their applications.

INDEX TERMS Fire-flake simulation, visual effect, visual simulation, machine learning, supervised

learning.

I. INTRODUCTION

Fire flakes are small lightweight carbon-based particles that
fall or float in the air during combustion of carbon-based
materials. They occur because of external physical impacts or
explosions caused by vapor or internal gas expansion. A real-
istic natural-looking representation of fire flakes requires
depicting the dynamic animated effects of fire. However,
fire-flake motion is complex and nearly unpredictable. Thus,
artists attempting to represent fire flakes in a natural way exert
a significant amount of time on trial and error.

Realizing an accurate simulation of fire flakes is chal-
lenging; however, their physical attributes can be inferred.
Kim et al. [1] proposed a method to generate fire flakes
that fit naturally in the surroundings. Abrupt changes in
physical components are analyzed to generate fire flakes in
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appropriate locations, and the velocity field is analyzed to
give the fire flakes a natural-looking velocity. Although the
method proposed by Kim ef al. can accelerate the work of
artists, it does not work in real time because the grid-based
simulation of the method requires an exponential increase in
input data to generate higher-resolution and higher-quality
fire flakes. Thus, the method has limited feasibility to obtain
faster results.

Hence, machine learning has been applied to secondary-
effect simulations, ranging from data-driven simulations
based on neural networks trained with data generated by the
existing simulation method to training on real-world physical
phenomena, which are difficult to illustrate with algorithmic
neural network modeling. Ultimately, these studies aimed to
obtain faster and more realistic results; however, they do not
entirely succeed.

Following recent research trends, we employed a neural
network model to overcome the limitations of traditional
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fire-flake simulations [1]. Our method reduces the compu-
tational cost and maintains visual fidelity. Moreover, the pro-
posed network is easy to implement, enabling users to easily
employ their desired fire simulation model. Furthermore,
it combines the existing method’s multiple parameters into
one parameter for better usability.

Our method consists primarily of two neural network com-
ponents. First, the fire-flake generator analyzes the input
velocity, temperature, and density fields to determine the
locations at which fire flakes should be generated. This
module calculates the probability of fire-flake generation in
each simulation grid. Next, the velocity modifier analyzes the
input velocity field and uses polynomial regression to infer
the natural velocity of the generated fire flakes. Our neural
network model was optimized for the fire-flake simulation,
making it easy to implement, and it operates 2.4 times faster
than the existing method.

Il. RELATED WORK

A. FLUID SIMULATION

Fluid simulation is an important field of study and has been
extensively investigated [2]-[4]. Stable fluids [5] are widely
used in computer graphics and form a part of grid-based fluid
simulation, which is a representative Eulerian method. The
material point method, which is often used with the grid-
based method, is used to depict complex fluid-like materials,
such as snowflakes [6]—[8]. Furthermore, smoothed-particle
hydrodynamics is used as a modified Lagrangian method [9],
and vortex filaments [10], [11] are widely used to portray vol-
umetric flows. Research efforts have been further extended to
methods of preserving kinetic energy [12], [13], accelerating
pressure projection [14], [15], and increasing advection accu-
racy [16]-[18]. In particular, VFX-related studies [19]-[21]
have been acknowledged by artists for their ease of use,
efficiency, and desirable results.

Accordingly, our study focused on increasing artists’ effi-
ciency by reducing the computational cost while maintaining
the quality of the existing method. This would allow artists to
quickly view the results of their designed scenes.

B. FIRE SIMULATION
Research regarding realistic fire simulation methods com-
menced in the mid-1990s [22]-[25]. Interactive fire sim-
ulations [24] have been created based on grid-based fluid
simulations [5]. Level-based fire simulation studies [26] have
successfully depicted realistic fire motion by modeling the
velocity and pressure at the interface of the fuel and burned
products. Subsequently, the detonation shock dynamics tech-
nique [27] was proposed to depict flame-wrinkled patterns.
In addition to the depiction of fire, techniques useful to artists
have been investigated, enabling the modeling of a burning
rigid body and surface with volumetric grids [28]-[30].
These studies have led to high-quality fire simulations;
however, the simulations require a significant amount of time.
Hence, a multi-GPU framework for parallelization of the
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particle simulation was proposed to accelerate the existing
hybrid simulation [31]. Since then, the focus of fire sim-
ulation research has shifted from the depiction of fire to
increasing artists’ efficiency. A temperature control method
to simulate flames in the form of target shapes was pro-
posed [32]. Thereafter, a method to generate fire motion and
natural fire flakes as a secondary effect of fire simulation
was proposed [1]. Recently, a method to analyze actual input
videos and animated fire videos was proposed to create phys-
ical fields and fire flakes that appear as natural as those from
the input videos [33].

However, none of the aforementioned methods operate in
real time. They require a significant amount of time to obtain
and modify the results. Hence, in this study, we adopted a neu-
ral network model to obtain the desired results more quickly
and to address the challenges of non-real-time methods.

C. MACHINE LEARNING-BASED MODEL FOR FLUID
SIMULATION

Fluid simulation involves multiple steps, including data
generation, equation solving, and rendering to create the
final outputs. In particular, the equation solver is important
for solving fluid mechanics with a range of approaches,
such as Lagrangian and Eulerian approaches based on the
Navier—Stokes equation for advection and projection.

Researchers have used machine learning to facilitate fluid
simulation. However, as several steps must be performed
to obtain the final outputs, machine learning may not com-
pletely replace the existing method. Some researchers have
proposed methods to partially replace each simulation step
with machine learning. In grid-based fluid simulation, the
projection step is replaced with a neural network [34] to
successfully accelerate the computation compared with the
traditional method. Furthermore, in Eulerian fluid simulation,
the pressure is determined using unsupervised learning and
a convolution neural network (CNN) [35], in which stable
results are obtained more quickly. A long short-term memory-
based method [36] was proposed to predict the pressure
change in multiple subsequent time steps and significantly
improve the speed of the pressure solver.

Following the research on partially applying machine
learning to the simulation steps, a method was proposed
that used regression forests for approximation rather than
numerically solving the Navier—Stokes equation [37]. This
approximation method in the Lagrangian system success-
fully inferred the velocity and position of particles in
the next time step. Similarly, a neural network has been
used [38] to approximate the fluid particle behavior or
nonlinear dynamics of the existing method. A conditional
generative adversarial network-based method [39], [40] was
proposed to solve two-dimensional advection—diffusion prob-
lems. Furthermore, studies have been conducted on the
space-time deformation of interactive liquids [41]. A method
using CNN-based descriptors was proposed to obtain pre-
computed patches [42]. TempoGAN [43] was proposed
as a high-quality high-resolution simulation method that

17621



IEEE Access

M. Choi et al.: Learning Representation of Secondary Effects for Fire-Flake Animation

FIGURE 1. Generating fire-flake animation natural to flames and surroundings in appropriate locations with neural-network-based fire-flake simulation
model.
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FIGURE 2. Structures of our neural networks.

synthesizes four-dimensional physics fields using neural net-
works. A novel generative model was also proposed to
synthesize fluid simulations from a set of reduced param-
eters [44]. The first transport-based neural style transfer
algorithm for volumetric smoke data was proposed to trans-
fer features from natural images to smoke simulations [45].
Subsequently, an end-to-end learning approach for the overall
simulation process was proposed [46]. Furthermore, various
features of the Lagrangian fluid simulation data were trained
via CNN.

Ill. NEURAL NETWORK-BASED FIRE-FLAKE MODEL

The proposed neural network-based fire-flake model com-
prises two neural network components and an integration
step [47]. The neural network components are a fire-flake
generator and a fire-flake velocity modifier. The structures
of the neural networks are illustrated in Fig. 2. The fire-
flake generator analyzes the input temperature, density, and
velocity fields to determine the appropriate locations for fire
flakes to be generated. Once the fire flakes are generated,
the velocity modifier analyzes the input velocity field and

17622

Velocity Modifier

Input Vector x’ Onput Vector
Velocity v Velocity
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temperature field to infer the velocity of each fire flake to
naturally suit the flames and surroundings.

The integration step uses the Euler method to integrate
the newly inferred fire-flake velocity and determine the next
position. Next, each fire flake either moves to the calculated
position or is removed if it crosses the simulation boundary
or if its velocity decreases below a user-defined threshold
thrandom- These operations repeat in each frame.

Section 3.1 describes the structure of the fire-flake genera-
tor. Section 3.2 describes the structure of the fire-flake veloc-
ity modifier. Section 3.3 presents the data required to train
the two neural network components. Section 3.4 describes the
optimization to control the intuitive fire-flake generation and
improve its performance.

A. FIRE-FLAKE GENERATOR

The fire-flake generator G performs neural network-based
classification to determine the locations at which fire flakes
will be generated from precomputed fire simulation data. The
training data for the generator contain, for each grid position

VOLUME 9, 2021



M. Choi et al.: Learning Representation of Secondary Effects for Fire-Flake Animation

IEEE Access

p. the indicator value, which indicates whether the fire flake
was generated [ € {1, 0}, and the input feature vector x,
comprising the fire velocity Vg, temperature ¢, and density
p. The generator G is trained on the input feature vector
X = {x1, X2, - - - , X} and its target values (indicator /). After
training, the fire-flake generator receives the input vector X
to infer the probability of fire-flake generation P in each
simulation grid position p as follows:

Py(lilx;) ~ P(Li]ys(xiwy)) ey

ys(x;|wy) refers to the target probability distribution denoted
by the weight wg and i is the grid index. Ultimately, this
can be deduced from the likelihood function in line with
L={l,b, - ,Iy}as follows:

N
LLIX) = 1_[ P(lilys(xilws)) 2
i=1
To maximize the likelihood, we determine the probability of
fire-flake generation using Softmax. The fire-flake generator
G outputs the probability vector pertaining to the generation
or non-generation of flakes from the feature vector x in the
grid position p. Subsequently, the loss is calculated using the
binary cross-entropy function based on the generator outputs
and the target value (indicator value /).

Thus, after being trained on the training data for fire-flake
generation distribution, the generator G infers the generation
of fire-flakes based on the generation probabilities in specific
grid positions.

B. VELOCITY MODIFIER

The velocity of a fire flake can be modeled as a summation
of its external forces. According to the existing method [32],
the external forces are the fire velocity, lift force, vorticity,
and buoyancy, which can be represented as follows:

Froral = Fﬂow + Fdrag + Flift + Fbouy (3)
2
F(v, Diota1 = ClowV + Cdrag|V/| v dir
FClifttV X @fiow + Chouyt Vup, 4)

where cfqy is the flow coefficient, cgq is the drag force
coefficient, cjy is the lift force coefficient, and cpeyy is the
buoyancy coefficient. v is the velocity of the fire flake, ¢ is the
temperature of the fire flake, and |v/| is the relative velocity
between the fire-flake velocity and vfow. Vow is the velocity
of the fire simulation and wgow = V X Vfow, whereas v, is the
upward normal vector. Therefore, Fy,,; can be represented
as a vector function. Hence, unlike the previous work [47]
based on a normal distribution, our neural network is based
on polynomial regression.

To calculate Fyy using Equation (4) in grid position p, the
physical quantities of the grid position p and its neighbors are
required. Hence, the fire velocity values of the grid position
p and its six neighbors were used for training (see Fig. 3).

The proposed velocity modifier M does not instantly infer
the fire-flake velocity in the current frame. Instead, it infers

VOLUME 9, 2021

(b)

FIGURE 3. When calculating F;y4/. We use the velocity data of seven grid
positions, as shown by deleting all edge position cubes (red) in (a). The
results appears as in (b).

the change Av in fire-flake velocity between the preced-
ing and current frames. Hence, the training data contain
the per-particle velocity differences between the fire flakes
AVare = V,;t‘zi;/}e — V}Zake for the target value and the input
feature vector X' consisting of the per-grid fire velocities
Vie = Virepts Viirepas *** + Viire.p7) and per-particle fire-
flake velocities V}Zake at time step . The modifier M is trained
with the input feature vector X' = {x'{,x/7, -, X'y} and
its target values (Avgage). Thereafter, once the feature vector
X' enters the velocity modifier as an input, the output is not
the absolute value of the advected velocity but the change in
velocity, AV = {Avy, Avy,---, Avy}. As the data inputs
may have different velocity distributions, inferring the change
instead of the absolute value allows the velocity modifier to
be applied more generally.

Subsequently, to minimize the gap between the inferred
velocity difference and the target value, the following least-
square error is used:

N
Error = " |Av; — M(x))]? 5)
i=1
M (xl.’) is the inferred velocity difference, and |Av;| is the

target value. Subsequently, the inferred value is used to update
the velocity and position of a flake as follows:

v]t‘l—;lle = V]t‘lake + AV[ (6)
Pt =p + Vi A )

where AV is the velocity difference from modifier M. If a
fire flake is positioned outside the simulation domain in this
step, it is eliminated.

C. TRAINING DATA

We arranged the training data based on the traditional fire
and fire-flake simulation framework [1]. The training data
included six fire scenes in which the mesh-shaped fuel was set
alight and some meshes were in motion, as shown in Fig. 4.
All scenes, including the boundaries, had a grid resolution of
65 x 130 x 130. Furthermore, 300 frames were used for the
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attack and down scenes, whereas 100 frames were used for
the other scenes (see Table 1).

As inputs to the fire-flake generator, the velocity, temper-
ature, and density fields of the precomputed fire simulation
data were inserted into the feature vector. Therefore, the input
feature vector had five components. The target values for
the generation or non-generation of fire flakes formed the
indicator value /. We set the target values to 1 for fire flakes
generated from the traditional fire-flake simulation across all
frames and grids, and we set the target value to 0 when no
fire flakes were generated. We saved the grid index values
and binary data. We also generated binary data for all frames
in each simulation and saved the feature vector data for the
corresponding grid indices. Next, we performed 1:1 sampling
using generated and non-generated fire-flake data, adjusted
the ratio equally, and finalized the training data.

Unlike the fire-flake generator, the only input for the
velocity modifier was the velocity value. The input fea-
ture vector consisted of the flake velocities when flakes
were present in the grid and the fire velocities for the grid.
The fire velocities included the velocity of the reference
grid and those of the six neighboring grids3. Therefore,
the input feature vector had 24 components. The fire-flake
velocity change between the preceding and current frames
before and after their advection was used as the target.
In addition to the advection of the initially generated flakes,
we backtracked continuous advection steps between frames
to maximize the training data for the velocity modifier.
Subsequently, by analyzing the velocity distribution across
the six scenes, we performed sampling to place each distri-
bution in the training data as regularly as possible and final-
ized the training dataset. In developing the training data, the
1:1 sampling and velocity difference returned encouraging
results.

As different forms of feature vectors were used for the
fire-flake generator and velocity modifier, we collected and
saved the relevant data separately. There were 2,507,070 fire-
flake samples and 1,757,892 velocity modifier samples in the
training data, of which 501,411 and 351,578 were used for
the validation datasets, respectively.

D. OPTIMIZATION

In the traditional fire-flake simulation [1], there are three user
parameters to control fire-flake generation. The parameters
consist of random variables, the difference of fire energy and
temperature for controlling the number of fire flakes to be
generated. The user can set these variables manually to obtain
different results. However, it is difficult to predict the results
that result from a given combination of variables. Our method
addresses this issue by combining the three parameters into
a single parameter. Accordingly, the training data were gen-
erated from a scene with a large number of fire flakes, and
a random variable r was assigned to a new fire-flake. After
the generator G is trained with this data, it generates new fire
flakes and we eliminate the fire flakes that fail to satisfy the
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user control parameter th,qngom as follows:

. not eliminated, ifr <th
fire-flake = o T random ®)
eliminated, if r > thyandom

In this step, although we could enable the fire-flake generator
to view the entire grid in our model, we only allow it to deter-
mine whether to generate fire flakes in the grids where the
fire density is non-zero. This optimization method provides
faster overall performance.

IV. RESULTS

A. IMPLEMENTATION DETAILS

In this study, all processes were executed using an Intel
i7-8700 3.20 GHz CPU, NVIDIA GeForce GTX 1080 Ti
GPU, and 32 GB RAM. The animated fire-flake results were
rendered using Autodesk Maya 2016. We used the Tensor-
Flow deep-learning framework to build and train the fire-
flake generator and velocity modifier.

The details of each network structure are as follows. The
fire-flake generator contained three fully connected layers,
whereas the velocity modifier contained four. Each layer L
contained the learnable parameters weight wy, and bias by .
The layers were connected to the activation function ¢ and
can be represented as y, = o(wryr—1 + br). The three
layers in the fire-flake generator contained 15, 5, and 2 nodes,
whereas the four layers in the velocity modifier contained 30,
24, 12, and 3 nodes. Both networks used ReLLU as the acti-
vation function with a weight decay applied and ADAM as
the optimizer. The two networks were trained independently.
The learning rate of the generator was 107> and that of the
modifier was 10~4. Each was provided with 50,000 batches.
Furthermore, 10,000 and 300,000 training steps were used for
the generator and modifier, respectively.

B. LOCATIONS OF FIRE-FLAKES GENERATED IN FLAME

In a fire-flake simulation, fire flakes must be generated in
appropriate locations. Fire flakes are small particles created
during combustion, caused by internal and external impacts,
and they are generated both on the surface of and inside the
burning materials. Fig. 4 shows fire flakes generated in six
fire simulations with different inputs. As can be seen, all fire
flakes were generated appropriately on the surface and inside
the fire. In particular, excluding scenes #3 and #4 in Fig. 4, all
other scenes show that the fire location varied in each frame
because the fire was in motion. Fig. 1 presents the results of
scene #6 in Fig. 4 at an interval of 30 frames. Our model
generated fire flakes in appropriate locations without errors
despite the fire being in motion.

C. MOTION OF FIRE-FLAKES SYNCHRONIZED WITH
FLAMES

Once fire flakes are generated in accurate locations, the next
step is to generate harmonious motion of the fire flakes
in the velocity field. In Fig. 4, the fire flakes are moving
upward and are affected primarily by buoyancy in the absence

VOLUME 9, 2021



M. Choi et al.: Learning Representation of Secondary Effects for Fire-Flake Animation

IEEE Access

Scene #1
(attack)

(@)
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(down)

(b)

Scene #3
(fire ball)
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(hell fire)
@

Scene #5
(rotating
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®

Scene #6
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(9)

FIGURE 4. Scenes #]1 to #6, which are called attack, down, fireball, hellfire, rotating fireball, and running, respectively. The images show the fire-flake

simulation results from our model in time lapse.

of any external force. In contrast, in Fig. 5, the fire flakes
exhibit natural motion, which was inferred from the external
force. Fig. 5(c) shows the velocity field corresponding to the
images in the top rows. The proposed neural network model
inferred the natural motion from the external force from the
surroundings, although the external force was not considered
in the training.

As discussed in the Results section, the fire flakes gen-
erated in our model were visually natural. In this section,
we quantitatively evaluate whether our model is well-trained.

1) FIRE-FLAKE GENERATOR

The fire-flake generator received fire data inputs and returned
locations of the fire flakes to be generated in each frame.
To evaluate whether the number of newly generated fire
flakes was appropriate, we compared the number of new fire
flakes generated using our model with those generated using
the existing method, as shown in Fig. 6. To adjust the results
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for a fair comparison, we set the value of thu40m SO that
the numbers of flakes in the final frames were comparable.
The numbers of flakes generated in the running, fireball, and
attack scenes were comparable to those generated using the
existing method. Similarly comparable trends were obtained
for the other scenes.

Fig. 7 illustrates the total number of fire flakes generated in
the scene and rendered in each frame. Because the number of
fire flakes generated in a scene and visualized in each frame
were comparable between our model and the existing method,
it can be concluded that our model successfully approximated
the trend of the training data. We measured the numbers
of flakes across the six scenes and set th,4u40m Such that
the numbers of flakes in the final frames were comparable.
We found that our model performed well as it yielded results
that were comparable to those in the synchronized fire-flake
simulation.

In the hellfire, fireball, and rotating fireball scenes, the
numbers of flakes generated by the existing solver in the
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Fire-Flake Motion

(2)

Magnification
(b)

Velocity Field
©

FIGURE 5. Illustration of fire flakes in motion affected by external force, a magnified view, and the velocity field.
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FIGURE 6. Number of flakes newly generated in each frame with Kim et al. vs. our method.
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FIGURE 7. Number of flakes to be rendered in each frame with Kim et al. vs. our method.

initial frames were greater than those in other frames. This
can be attributed to the fire simulation when the fuel source’s
velocity abruptly changes from the initial velocity of O to a
non-zero velocity in the next frame. Such sections were cor-
rected in the advection step of the existing solver. Nonethe-
less, in our model, the number of flakes increased seamlessly
following the first frame, and the generator successfully gen-
erated the initial flakes without any correction in the advec-
tion step.

2) VELOCITY MODIFIER

The velocity modifier infers the natural velocity of the previ-
ously and newly generated fire flakes in each frame. Subse-
quently, the integration step proceeds with advection from the
first to last frames. Hence, the velocity subjected to advection
in the preceding frame affects the fire-flake position in the
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following frame. If errors in all the frames accumulate, the
obtained result in the final frame is highly likely to deviate
from the desired result. Thus, the velocity modifier is crucial
across the entire animation. A substantial gap between the
velocity of the fire in motion and that of the fire flakes makes
the scene appear unrealistic. Hence, the velocity of the fire
flakes must be comparable to the velocity of the fire to create
a natural scene.

For the evaluation, we calculated the average magnitude of
the velocity of the fire flakes to be rendered in each frame and
compared the results with those generated using the existing
method. If the magnitude of the fire-flake velocity changed
naturally across all frames, we set thandom to a value compa-
rable to the result from the existing method per scene instead
of using a fixed value. As shown in Fig. 8, in all scenes,
the magnitude of the fire-flake velocity changed similarly to
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FIGURE 8. Average velocity of flakes to be rendered in each frame with Kim et al. vs. our method.

TABLE 1. Training data statistics and inference performance of synchronized fire-flake simulation vs. our method.

Total Avg. Born Time (s) Avg. Advection Time (s) Avg. Run Time (s) Total Processing Time (s)
# of fire-flakes / Frame / Frame / Frame / Scene
g Scene #of  [Kim et al] Ours [Kimeral] Ours [Kimeral]l  Ours  [Kimeral]l Ours  [Kim eral] Ours
Name frames
1 Scene #1 300 1,501,347 1,501,711 0.039 0.033 0.044 0.001 0.084 0.035 25.248 10.611
2 Scene #2 300 531,166 531,288 0.035 0.033 0.038 0.001 0.074 0.034 22.296 10.455
3 Scene #3 100 2,259,126 2,259,207 0.038 0.032 0.047 0.004 0.085 0.036 8.551 3.688
4 Scene #4 100 215,791 215,850 0.038 0.029 0.035 0.001 0.073 0.030 7.340 3.026
5 Scene #5 100 1,182,791 1,182,998 0.033 0.027 0.041 0.002 0.075 0.029 7.531 2.998
6 Scene #6 100 663,155 663,166 0.038 0.029 0.053 0.001 0.091 0.031 9.160 3.142
Training accuracy Training loss Kim et al. Ours: Difference Ours: Absolute
Lo 08 "
§ 08 @0 t\ 30
=3 o ®© i
8 o o : . o |0 \
20 40 Step 60 0 20 40 Step 60 of o Iao

— Random Sampling — 1:1 Sampling

FIGURE 9. Accuracy and loss comparison among sampling methods used
in the fire-flake generator.

the average magnitude of the velocity in the existing solver,
which validates our method’s velocity inference.

3) PERFORMANCE

Table 1 shows a comparison of our model’s performance
metrics with those of the existing fire-flake simulation. The
average time required to determine the locations at which
to generate fire flakes and to update the flake generation
information is denoted by Avg. Born in the table. In our
model, Avg. Born represents the performance of the fire-flake
generator and the th,4ndom used for adjusting the fire-flake
count and updating the generation information.

Avg. Advection is the average time required to update the
changes in velocity and position of the fire flakes affected
by external forces. In our model, Avg. Advection represents
the performance of the velocity modifier and the velocity
and position updates of the fire flakes. The Avg Advection
values show our method was approximately 24 times faster
on average than the existing method. In previous studies,
the drag force, vorticity, and other external forces had to be
numerically calculated to obtain the advected velocity and
position; however, our method uses the velocity modifier
network to calculate them simultaneously.
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FIGURE 10. Locations for generating fire-flakes in velocity modifier in
line with ground-truth settings. Ours: Difference represents the result
when the ground truth of the velocity modifier is the velocity difference,
and Ours: Absolute represents the result when the ground truth is the
absolute velocity value.

Scene #1 Scene #3

Average Velocity

100 150

Frame

200 250 300 [ 20 40 60 80

Frame

100

‘ —— Kim et a. — Ours: Difference  —— Ours: Absolute ‘

FIGURE 11. Average velocity in velocity modifier in line with ground-truth
settings.

In the previous study, simulation results were generated
for 12 frames per second on average, whereas our model gen-
erated approximately 30 frames per second on average. This
means that our model is an average of 2.4 times faster than
the previous model and enables near-real-time simulations.

V. DISCUSSION AND LIMITATIONS

In this study, we found that the composition of training data
of the fire-flake generator affects the results. In all frames,
the fire-flake indicator value / is far more often O rather than
1. This could be explained by the fact that the area the fire
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VS.

Frame #25 Frame #50

Kim et al.

Frame #75 Frame #100

Frame #75

Frame #100,

FIGURE 12. The first row is the fire flakes generated using our method, whereas the second is the fire flakes generated using the method of Kim et al.

occupies is narrower than the simulation space. In this case,
when [ is randomly sampled, the area where fire flakes are
not generated dominates the training data. Furthermore, the
area where fire flakes are not generated is likely to have no or
extremely low velocity, temperature, and density and consist
of overlapping or similar data. This complicates training the
generator under accurate conditions for generating fire flakes.
We created the training data by adjusting the areas where fire
flakes were or were not generated with 1:1 sampling instead
of a simple random sampling of /. Fig. 9 shows the training
accuracy and training loss of the sampling methods (i.e.,
random sampling vs. 1:1 sampling) used to create the training
data for the generator. As shown in Fig. 9, the 1:1 sampling
was more accurate and performed fire-flake generation more
appropriately than random sampling. In the case of random
sampling, the accuracy increased rapidly near the last step,
which means that it was considerably overfitted to data where
a large number of fire flakes were not generated; therefore,
nearly all labels were output as zero.

In the velocity modifier, we found that the label composi-
tion of the training data affects the training results. Fig. 10
shows the locations where fire flakes were generated in line
with the ground-truth settings. When the velocity difference
is set to the ground truth, each fire flake is generated at an
appropriate location, and the number of fire flakes is similar
to that in the previous study. Fig. 11 demonstrates the average
velocity used in the comparison. When the absolute velocity
value is the ground truth, the average velocity does not change
over time and is approximately constant. These results indi-
cate that rather than learning by setting the absolute velocity
value as the ground truth for training the velocity modifier,
learning by setting the velocity difference between the pre-
ceding and current frames as the ground truth generates a
more natural fire-flake velocity. This is because inferring the
quantitative change based on the velocity of the preceding
frame is less prone to errors than inferring a new fire-flake
velocity.

Fig. 12 shows that our results and those of the Kim et al.
model have a similar distribution of generating fire flakes.
The results are not exactly the same; our model was faster
than those in previous studies and maintained visual fidelity.
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However, it has limitations hindering its comparison with
physically strict simulations. This is because fire flakes
are small carbon-based materials that are not completely
free from interactions with the surroundings. This limitation
should be addressed for a more accurate simulation. A fire-
flake model that interacts with the surroundings can be imple-
mented if additional methods are employed to calculate the
effects of the surrounding velocity fields on fire flakes when
creating the training data.

VI. CONCLUSION

This is the first study using neural networks for fire-flake
simulation that adopts neural networks to replace most of the
operations necessary in the existing method. The fire-flake
generator determines the appropriate locations for generating
fire flakes. The velocity modifier infers the fire-flake velocity
based on polynomial regression to make them fit naturally in
their surroundings. Both steps maintain the visual plausibility
of the existing simulation while improving the performance.
Furthermore, we improved on existing fire-flake simulation
by combining multiple variables into a single intuitive vari-
able. These results will improve the efficiency of artists. In
future work, we will adopt deep learning in fire simulations to
obtain faster simulation results. A pipeline will be developed
to integrate deep learning with our neural network-based fire-
flake model, which will accelerate the entire process, thereby
ensuring more natural results.
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