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Abstract: In underwater acoustic cellular (UWAC) systems, underwater equipment or sensor nodes
(UE/SN) should perform downlink synchronisation and a cell search during the initial access stage
using the preambles received from adjacent underwater base stations (UWBSs). The UE/SN needs
to estimate accurate timing and cell ID (CID) using the received preambles, and synchronise with
a serving UWBS, even in high-Doppler environments. In this paper, a sequence design technique
for joint estimation of accurate timing and CID in UWAC systems with a high Doppler is proposed
to decrease the receiver complexity and processing time. A generalised Zadoff-Chu sequence is
proposed for the preamble design. This sequence is decomposed into multiple short sub-sequences
to reduce the effect of Doppler shift on the timing and CID estimation. The performance loss caused
by the short sequence length is compensated by combining the sub-sequences using the repetition
property of the ZC sequence. The properties (autocorrelation and cross-correlation) of the proposed
sequence are derived analytically in the presence of Doppler shift and compared with the simulation
results. The simulation results reveal that the proposed technique performs better than existing
techniques in both additive white Gaussian noise and multipath channels with a high-Doppler. It is
concluded that the proposed technique is suitable for accurate timing estimation and CID detection
in UWAC systems with a high Doppler.

Keywords: underwater acoustic cellular system; cell search; timing; Doppler

1. Introduction

During the last decade, underwater acoustic communication and networking tech-
niques have been developed for subsea exploration, resource extraction, and defence mis-
sions [1-7]. Scientific advances have been made in multiple disciplines, such as surveillance,
disaster prevention, oil and gas exploration, and environmental monitoring. Autonomous
underwater vehicles (AUVs) or remotely operated vehicles, such as remote environment
monitoring units, spray gliders, and slocum gliders, can be used to collect important data,
such as real-time video, environmental data, and security data, over a long period of
time [8,9]. To setup a connection among nodes in UWAC system, several communication
media, such as cables, electromagnetic waves, optical waves, and acoustic waves have been
used [1].

Acoustic waves are extensively used in UWAC systems, because they propagate
well in underwater and can cover large distances. Acoustic waves tend to propagate
through multipath trajectories owing to the reflections on the surface of the ocean and
the refractions caused by the depth-varying sound speed. The temporal variability of the
ocean as well as the low sound speed in water may induce significant Doppler shifts [10,11].
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Consequently, the channel is affected by time and /or frequency dispersion. The attenuation
of acoustic signals also increases with the frequency and range. The available bandwidth
of an underwater channel is limited to the low-frequency region and depends on the
transmission range and the frequency [12,13]. The capacity of a UWAC system based on
OFDM was demonstrated to be better than that of a single-carrier system. A code-division
multiple access (CDMA)-based UWAC system and a cellular underwater wireless optical
CDMA system were proposed in [14-16].

Accurate position estimation in a UWAC system is quite challenging task because
the performance of position estimation is dependent upon several factors such as multi-
path propagation, propagation delay, and Doppler shift. The global positioning system
(GPS) cannot be applied in underwater environments because electromagnetic waves
are severely attenuated in a UWAC system [17,18]. Position estimation techniques can
be broadly divided into two categories: range-based techniques and range free tech-
niques. The range-based techniques estimates the position using Angle of Arrival (AOA),
Time of Arrival (TOA), Time Difference of Arrival (TDoA), and Received Signal Strength
(RSS) [19-22]. Whereas the range free techniques includes 2D Area Localization Scheme
(2D-ALS) and 3D-Multi-Stage Area Localization Scheme (3D-MALS) [23,24]. Commercially
available UWAC position estimation techniques are Long Baseline (LBL) and Short Baseline
(SBL) [25-30]. Recently, position estimation techniques based on machine learning were
proposed in [31-38]. Table 1 summarizes the position estimation techniques.

Table 1. Position estimation techniques.

Name of Position Estimation Techniques Algorithms
Range based techniques [19-22]
Range free based techniques [23,24]
Commercial position estimation techniques [25-30]
Machine learning based techniques [31-38]

Similarly as in terrestrial cellular systems, an initial access procedure is required
for an underwater equipment or sensor node (UE/SN) in UWAC systems to establish a
communication link with an underwater base station (UWBS). To establish a communica-
tion link, the UE should perform downlink synchronisation and cell search by receiving
synchronisation and broadcasting signals. Known sequences, termed as preamble, are
generally transmitted from UWBSs to acquire synchronisation parameters and to detect
the cell ID (CID) at the UE. Sequences can be broadly divided into two categories: binary
and non-binary. The m-sequence, Hadamard sequence, and Gold sequence are well-known
binary sequences. The m-sequence is known to have a good autocorrelation function. How-
ever, its cross-correlation function is not good. The cross-correlation function is considered
good if the periodic cross-correlation values are small for all possible shifts between the
pairs of sequences in the given set. The Hadamard sequence has an ideal cross-correlation
function. However, its autocorrelation function is not good. The Gold sequence has a good
cross-correlation function. However, it is sensitive to Doppler shift because, in the presence
of Doppler shift, the peak value in the correlation function approaches zero at the correct
timing or produces a large time shift from its correct position. Non-binary sequences
such as the Zadoff-Chu (ZC) sequence have an ideal autocorrelation function and a good
cross-correlation function. They can also support a large number of CIDs. However, they
are sensitive to Doppler shift. A linear frequency modulated (LFM) waveform may be
considered for a preamble design because its matched filter output produces a high peak in
the presence of a large Doppler shift. The LFM waveform is widely used for surveillance
applications, such as RADAR and SONAR, because the target is more likely to be detected
in high-Doppler environments. However, in the case of a Doppler mismatch, its peak
does not occur at the correct timing and is shifted by an amount that is proportional to the
Doppler shift. The LEM waveform is known as the most Doppler-insensitive waveform
because it can produce a significant output peak for a broad range of Doppler shifts. The
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LFM waveform can be used in the preamble design for UWAC systems if only preamble
detection is required in the presence of a large Doppler shift [39,40]. However, the LFM
waveform is not adequate for timing estimation in high-Doppler environments because it
cannot produce a peak at the correct timing.

Synchronisation and cell search techniques mainly developed for Long-Term Evolution-
based systems cannot be directly applied to underwater channels because of the large
discrepancy in propagation speed and bandwidth [41,42]. To successfully demodulate the
data transmitted from a UWBS at the UE, we need the following synchronisation and cell
search procedures: signal detection, physical cell ID (CID) detection, coarse/fine timing
estimation, integer/fractional carrier frequency offset (CFO) estimation/compensation,
and Doppler scale estimation/compensation. Because many synchronisation techniques
for UWAC systems are already available [43—46], we focus on CID and timing estimation
in this paper.

In [47], two different types of cell search techniques (CSTs), namely, linear frequency
modulation with full bandwidth in the time domain (LFM-FT-CST) and linear frequency
modulation in the frequency domain (LFM-FF-CST), were proposed to detect the CID and
timing in UWAC systems. In both techniques, multiple LFM waveforms are generated by
changing the frequency-sweeping parameters of the LFM waveform. In the LFM-FT-CST,
the preambles are directly generated in the time domain with two different frequency-
sweeping parameters, one for each of the two halves of the preamble duration. In the
LFM-FF-CST, the LFM waveforms are generated in the frequency domain with different
frequency-sweeping parameters and converted into the time domain via an inverse discrete
Fourier transform. Although these techniques can be used to detect the CID and timing in
UWAC systems, the accuracy of timing estimation in high-Doppler environments is not
high enough for fine timing. The timing estimate obtained by these techniques can be used
for coarse timing, requiring an additional block for fine timing. The additional block for
the implementation of fine timing increases the receiver complexity and processing time.

In this paper, a preamble design technique for joint estimation of accurate timing and
CID in OFDM-based UWAC systems with a high Doppler is proposed to decrease the
receiver complexity and processing time. Because the ZC sequence itself is not adequate
for high-Doppler environments, a generalised ZC sequence (G-ZCS) is proposed and
decomposed into multiple short sub-sequences to reduce the Doppler effect on timing and
CID estimation. The performance loss caused by the short sequence length is compensated
by combining the sub-sequences using the repetition property of the ZC sequence. Multiple
UWBSs in a UWAC system are distinguished by assigning different root indices to the
G-ZCS. The autocorrelation and cross-correlation properties of the G-ZCS are analysed in
the presence of Doppler shift and used to determine the number of possible root indices
(CIDs) and cross-correlation (intercell interference) levels. In addition, the relationship
between the G-ZCS and the LFM waveform is described. Finally, the performances of
the previous and proposed techniques are evaluated using a simple three-cell model and
a Bellhop channel simulator, which is widely used to simulate a multipath channel in
underwater acoustic communication. The results are presented herein.

The rest of this paper is organised as follows. In Section 2, a preamble design technique
for joint estimation of accurate timing and CID in UWAC systems with a high Doppler is
proposed using a G-ZCS and a receiver processing scheme (decomposition and combin-
ing). In Section 3, the results of the performance evaluation of the existing and proposed
techniques are presented. Computational complexity is compared in this section. Finally,
in Section 4, the conclusions are presented.

2. Preamble Design Technique Using a G-ZCS

Figure 1 illustrates a downlink frame structure and the receiver processing for an
OFDM-based UWAC system. A frame consists of a detection preamble, synchronisation
preamble, and OFDM symbols for data burst. In the proposed technique, the detection
preamble is used for joint estimation of timing and CID by correlating the received signal
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with a bank of locally generated preambles. Once the timing and CID are detected, the
Doppler scale factor and the CFO are estimated using a repetitive pattern of a ZC sequence
owing to its good correlation property in the time and frequency domains. The Doppler
scaling effect on the received signal is compensated by a resampling process using the
estimated Doppler scale factor. Coarse and fine CFO synchronisations are performed using
eight-repetitive and two-repetitive patterns of a ZC sequence, respectively. A time-varying
channel is estimated by the pilots inserted in each OFDM symbol. Finally, the transmitted
data are recovered using the frequency-domain equalisers obtained using the pilots. In
this paper, we focus on accurate timing and CID estimation in UWAC systems with a high
Doppler because many techniques for CFO and Doppler scale estimation in underwater
acoustic communication systems are already available [43,48].

3 symbols L N, OFDM symbols N
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Figure 1. Downlink frame structure and receiver processing.

To jointly estimate the timing and CID in OFDM-based UWAC systems with a high
Doppler, we propose a preamble design technique in this section. The ZC sequence is
defined as [41]

elmpn(n)(n+1)/M Odd Length
Xp (Tl) — e]'rtpnz/M Even Length 1)
eipn(n+M moa2)/M  Prime Length

where p and M are the root index of the ZC sequence and the number of samples in the
sequence, respectively. The root index p is an integer that ranges from 1 to M — 1. The ZC
sequences are perfect sequences with an ideal autocorrelation function. When M is odd,
the cross-correlation function is given by 1/+v/M using Gauss sums. In this paper, G-ZCS is
defined as a ZC sequence with a root index expressed as a rational number ranging from
—[M/2] to | M/2] except zero. The root index is generalised to a rational number with a
different range. The G-ZCS can be decomposed into multiple short sequences consisting
of other ZC sequences. The short sequence of the G-ZCS with the root index p in (1) is

defined as . R
Xpq(n) = eIy (agtn)"/ My )

where x,, M, and ag are M,/ (M/|pl), |[M/|p|], and round(q(M/|p|)), respectively. Here,
g, round(.), and |.| denote the index of short sequence, round operation, and floor oper-
ation, respectively. The root index p is associated with the UWBS CID, and the integer g
ranges from 0 to | |p|]. The short sequence can be viewed as another G-ZCS with a root
index x,. Here, |xp| is 1 or almost equal to 1. The length of the short sequence M, becomes
1 when p has a value close to M — 1. Thus, a value close to M — 1 cannot be used for the
root index in the preamble design. However, because x,—p1—, (n) is same as Xp=—a(n)in (1),
M — a can be replaced by —a, thus extending the range of available root indices. Therefore,
the range of the root index in the G-ZCS is defined from —[M /2] to | M /2| except zero.
A UE/SN in a UWAC system receives preambles consisting of G-ZCS from neighbour-
ing UWBSs with different p values, and it detects the serving UWBS and corresponding
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timing estimate. The UE/SN estimates the timing and CID by correlating the received
signal with the reference G-ZCSs. The correlation between the short sequences in (2) in the
presence of Doppler is given by
M,—1
pZ: e]nkp(a,,+n) /My pj2mvpn/ Mp ,— ]n(pc/p)xp(aq+n+o) / My pj2mtkn/ Mp
n=0
= g]‘”(lf(pc/P))Kp(“q) /Mpg*]‘ZH(Pc/P)Kp"‘qfs/Mpe*]‘”(Pc/P)Kp(‘S) /Mp 3)
My—1
% pz e]'”(lf(l’c/P))Kp(”)z/Mpeﬂ”((l*(Pc/P))Kp"‘q*‘/p*(Pc/P)Kp‘SJFk)”/Mp
n=0

~PeP4
d,vp.k =

where p, is the root index of the signal received from the UWBS with CID ¢, and p is the
reference root index. If p is equal to p,, then (3) becomes an autocorrelation. The correlation
between the short sequences of G-ZCS with root index p in the presence of Doppler is given
in (1). The first and third terms inside the sum operation represent the locally generated
G-ZCS and received G-ZCS. The second term inside the sum operation represents the
Doppler effect. The equation (1) can be considered a discrete-time domain version of
ambiguity function where the received signal with timing offset is correlated with the
transmitted signal in the presence of Doppler. Here, v, and é denote the CFO caused by the
Doppler shift and sample offset, respectively. Moreover, v, is given by v(M, /M), where v
is a normalised CFO for the ZC sequence with length M in (1). Thus, vy <V whenp > 1,
implying that the effect of Doppler shift on the short sequence is reduced. From (3), it can
be observed that the correlation operation can be performed using inverse discrete Fourier
transform because the product of ZC sequences with different time offsets is represented
as a linear phase rotation when p. and p are the same. When p. and p are the same, the
autocorrelation in the presence of Doppler shift is expressed as follows.

—PcPq

. i Mp-1 '
R(S,vp,k = e—]nxp(Zaqd+(0)2)/Mp y e~ J2rt{Kpd—vp}n/Mp pj2rtkn/ My

= 4)
=Ky (2000+(5)2) / My it (k—xpd+vy ) (Mp—1) /M, _Sin(mm(k—xpd+vp))
= o= Jrp(2000+(8)")/ My pj 7 (k—Kpd+vy) (Mp—1) psin(n(kfxpéJrvp)/Mr)

When p. and p are different, the cross-correlation in (3) can be expressed as follows.

ej”( *(Pc/P))Kp(”‘q)z/Mpg*fzn(l’c/P)Kp“q5/Mpg*j”(Pc/P)Kp(‘s)z/Mp

Mp-1
B =4 x Y7 e D My (e p) sy (e Do K My ()
n=0

A

We define T and Ts(= T/M) as the symbol duration of the preamble and sampling
period, respectively. When the sampling period T; approaches zero, the term A in (5) can
be approximated using an integral form as follows.

M,—1

lim Z e]” ((I=pc/p)epr, Tp ("TS) ]2n{(1—(pc/p))szxq—&-vp—(pc/p)Kp(S—i-k}nTS/Tp

Ts—0 =0

~ TL fT” e]”(lfpc/P)pr(t)z/Tpe/Q”{(1*(Pc/P))Kp“quVp*(Pc/P)KW*k}t/Tpdt (6)
P

1 foTp jrale® (1) /Tre]zmqi”tdt

P

where we? = (1 — pc/p)x,W and ,ch,p = ((1 = (pc/p))xpag +vp — (pc/P)kpd + K)oum, /
(Tp). Here, W denotes the operatlonal channel bandwidth. The duration of the short
sequence T is given by M, T;. Using the Fresnel integrals, we can rewrite (6) as
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1 (T jmlwPer|(t)2/T —j2 * ¢
L _ (T ST eimlare| (62T ”ffdt> Wbl <0
! b T O Tt b > 0 @)
. ) 2 pe.p Pes, /. pe.p pe.p
= b\ [ B (™) + ey ) + flsign(eorer)) (S ) + 8(x¢y )
d 2|cwPeP Pc.p 2|cwPeP
where x}uo = ‘WT ‘( —F+f) and x?l =4/ ‘“’ |(T + %5 f). Here, C and S

denote the cosine Fresnel integral and sine Fresnel mtegral, respectively. The notation f
denotes ’ygfk’p in (6). The notation f is used because of the similarity between (7) and the
Fourier transform. From the results in (6) and (7), we can obtain an approximate form of
the cross-correlation of the short sequence, given as follows.

M,—1 1
e . ’ 2 . ,
Ach p _ Z e]ﬂ(w”f P/W)(n) /Mpe]27tfnT5 ~ }: Ach W (8)

+sW
f n=0 s=—[wPe? /W] f

When the correlation is obtained with a short sequence, the performance (signal
detection and timing estimation) is not desirable owing to its short length. The performance
loss can be compensated using the repetition property of the ZC sequence. The detection
probability can be increased without sacrificing its robustness to Doppler shift by combining
the correlation results obtained from short sequences. For example, Figure 2 shows the
instantaneous frequency of a G-ZCS when W, T;, M, and p are set to 5 kHz, 2 ms, 625,
and 5, respectively. In this case, the symbol duration of the preamble, T, is 0.1250 ms, as
shown in Figure 2. Here, the instantaneous frequency is the time derivative of the phase
term in (1). From Figure 2, it can be observed that the short sequence with length M, (125)
is repeated p (5) times within the sequence length M (625). The correlation result after
combining the short sequences is given as follows.

lp)—- lp)—
~Pe,P ﬂPc pA wpep
Ry = q; dvpk Z = »l )
. Instantaneous frequency of proposed G-ZCS
45 i
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Figure 2. Instantaneous frequency of proposed G-ZCS.
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Here, a non-coherent combining is used to reduce the effect of phase rotation in (5)
caused by the Doppler shift. The property of the ZC sequence is used in deriving (9); the
ZC sequence with a non-zero ¢ is represented by the product of the ZC sequence and its
phase rotation. Figure 3 shows the decomposition and combining (D&C) process for the
proposed G-ZCS.

Received signal

I | | q
| | |

Conj

Conj Conj Conj

G-ZCS D&C

Figure 3. Decomposition and combining process for proposed G-ZCS.

Figure 4 shows an example of autocorrelation result of a G-ZCS. In the figure, M,
My, b, pc, vp, and v are set to 625, 250, 10, 2.5, 0.6, and 1.5, respectively. The peak of
the autocorrelation occurs at the 23" sample when the G-ZCS with length M (‘G-ZCS
without D&C’) is used. A large (13) sample offset occurs owing to the frequency offset
v. However, the peak occurs at the correct position (6 = 10) when G-ZCS with D&C is
used. The simulation results are almost identical to the analytical results obtained by (4)
and (9). Thus, the Doppler effect on timing estimation can be significantly reduced by the
proposed sequence.

Figure 5 shows an example of the cross-correlation results of the proposed G-ZCS.
In Figure 5a, p. is set to 10. The value of p ranges from —20 to 20, with Ap equal to 0.5.
Here, Ap denotes the step size between adjacent root indices. In Figure 5a, ‘G-ZCS without
D&C’ represents the case where cross-correlation is obtained using a short sequence.
The analytical results of ‘G-ZCS with D&C’ are obtained using (8) and (9) to show the
maximum cross-correlation value of the proposed G-ZCS after the combining process.
From Figure 5a, it can be observed that the analytical result agrees well with the simulation
results. Additionally, the cross-correlation value of the G-ZCS without D&C is considerably
larger than that of G-ZCS with D&C. When p is 10, the maximum correlation value becomes
1 in both cases because the CID is matched (p = p.). In this case, the correlation operation
becomes an autocorrelation. When p is not 10, the maximum correlation value of the
G-ZCS with D&C is less than 0.2. When p is close to 20, it becomes 0.2. This is because
the maximum correlation value increases as the sequence length decreases. Although
not shown in Figure 5a, the maximum correlation value increases significantly when the
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step size between different p values is less than 0.5. Thus, Ap should be set to a value
greater than 0.5. Figure 5b,c shows examples of cross-correlation values for the proposed
G-ZCS as a function of delay (samples). Here, p., p, vp, and M, are set to 10, 3, 0, and
208, respectively. When p is 3, the number of short sequences is 3 and length becomes 208.
From Figure 5b,c, it can be seen that the analytical results ((8) and (9)) match well with the
simulation results. Furthermore, the maximum cross-correlation value of G-ZCS without
D&C as shown in Figure 5b is 0.13, whereas that of G-ZCS with D&C Figure 5c is 0.083.

Autocorrelation of proposed G-ZCS

—FHB— G-ZCS without D&C (Simulation)
—O©— G-ZCS with D&C (Simulation)

09 11....% - G-zCS with D&C (Analytic) i

08 F G-ZCS with D&C (Simulation, Analytic) 4
{2

0.7 i

Magnitude
o o
(&) 0]

—H

©
N
T
1

G-ZCS without D&C (Simulation)

o
w

o
(V)

-60 -40 -20 0 20 40 60
Sample index

Figure 4. Autocorrelation result of the proposed G-ZCS (p. = 2.5, M = 625, v = 1.5, and ¢ = 10).

Next, the relationship between the G-ZCS and conventional LFM waveform is de-

scribed. The conventional LFM waveform is defined as e/ mw(t)?/ Tei2nft where T, w, and
f denote the symbol duration, frequency sweeping parameter, and starting frequency, re-
spectively. When w is positive, the waveform is upchirp; if w is negative, it is a downchirp.
The maximum value of w in the LFM waveform is the system bandwidth (W). A discre-
tised version of the LFM waveform can be obtained by sampling the waveform with the
sampling period Ts as follows.

XLEM.co,M (7’1) _ jmu(nTs)Z/Te]'ZTrfnTS — pfmwTs (n)? /MejZan/M (10)
where T = MT;. The discretised version of the LFM waveform in (10) is similar to the
G-ZCS xp(n) in (1). The terms, wTs and f, in (10) correspond to the root index p and
(p/2)(Meyy)/ T in (1), respectively. The maximum value of p is 1 because the parameter |w)|
in the LFM waveform must be equal to or less than W(~1/T;). The term wT; in the LFM
waveform (root index p in the G-ZCS) is a rational number less than 1. Thus, the G-ZCS
can be viewed as a generalised version of the LFM waveform by extending |w| to be larger
than W. The range of p in the G-ZCS is a rational number from —[M /2] to | M /2] except
zero. Thus, the G-ZCS becomes the conventional LFM waveform when the range of p is
limited between -1 to 1. In addition, the short sequence x;, g() in (2) can be considered
as the sampled version of the LFM waveform with w equal to x,/Ts. The short sequence
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can be viewed as an LFM waveform with |w| equal to or less than the system bandwidth
(=1/Ts) because |x,| < 1. The proposed G-ZCS shown in Figure 2 can also be interpreted
using the generalised version of the LFM waveform with w ranging from —[M/2]/T;
to |M/2]/Ts. In Figure 2, the system bandwidth (W) is set to 5 kHz. The parameter w
is set to five times the system bandwidth (pW). If the parameter w is set to the system
bandwidth W(~1/T;) as in the case of the conventional LFM waveform, a significant shift
in the position of the correlation peak occurs when Doppler shift exists. The short sequence
in the G-ZCS can be viewed as a conventional LFM signal with a duration equal to M, T;
and w equal to W. The short sequence in Figure 2 can be interpreted as an upchirp signal
with w equal to system bandwidth (5 kHz). As the upchirp signal with w is one-fifth of
the length of the original waveform, it is five times more insensitive to the Doppler shift.
However, a performance loss occurs owing to the shorter length of the upchirp signal with
a duration M, T;. The performance can be improved by combining five upchirp signals
without decreasing their robustness to Doppler shift.

| Maximum cross-correlation of proposed G-ZCS 014 G-ZCS without D&C, (p:P) = (10,3), M = 625
—%— G-ZCS without D&C (Simulation) ’
0.9 G-ZCS with D&C (Simulation) P
% G-ZCS with D&C (Analytic) 0142} 51 0¥
0.8
c G-ZCS without D&C (Simulation) ¥ | |
o 0.1 R0 & “ | I g&% i
& 0.7 B X ST8 | 1
°© S ¥[8 b & '”4;4)00 '00":; kX ' '
S 06 = (Lo i "Xb Rt ol < 0.0.0“ & m il ‘
2 G-ZCS with D&C (Simulation, Analytic) g 008 }’i‘ i »,1,0 IR TR T ofu 1
[72] =
05 3 ¢ " " "
g ? |l ,u, il i \ || !!" 'l‘ l 13' \ |u K LR
o t Uillrgdiat .i, \ i l K 1
£ 2 0.06 | il it 4 % i1
Eos4 S ; " ”lllr “m "o 1%
S |‘H bk 0 bl ET »w
:Eu 0.3%% 0.04 1 \“ | |
pe I | J i\
0.2 002 03 DR 0 b b 0’. d 119 0
. I 2 ') : 4
0.1 0% led okl &0 ¢ 58|
0 L L L L L L L o 0 L L 7 L L
-20 -15 -10 -5 0 5 10 15 0 50 100 150 200 250
Reference root index Delay [samples]
(a) (b)
G-ZCS with D&C, (p,,p) = (10 3), M = 625
0.085 T
* —%— Simulation
0.08 <> Analytic | 4
5*&
0.075 B
c
2 ~‘ s
© 4
° 0.07
5]
$ 0.085 x 8
[%2] E3
Q
S 0.06 * 1
©
[0
£ (-
Qo K 4
g 0.055 1
8 ; ;
0.05 ) ”**‘ 4
o
0.045 4
0.04 ! L . .
0 50 100 150 200 250
Delay [samples]
(c)

Figure 5. (a) Maximum cross-correlation of the proposed G-ZCS with different p values. (b) Cross-correlation value of

the proposed G-ZCS as a function of delay (samples). (c) Cross-correlation value of the proposed G-ZCS as a function of

delay (samples).
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In the proposed technique, the preamble is generated in the transmitter (UWBS) using
the G-ZCS with a root index corresponding to its CID, as given in (1). In the receiver
(UE/SN), the received signal is correlated with all possible reference signals (ZC short
sequences) and combined, as given in (9). Furthermore, the timing and CID are obtained
by determining the peak position and root index maximizing the correlation function,
respectively. In the proposed technique, there is a trade-off between the cross-correlation
levels and the number of possible preambles (CIDs) when selecting the value of the root
index p and Ap. We can reduce the cross-correlation (intercell interference) between the
preambles by increasing the value of Ap. However, the number of possible CIDs decreases
with an increase in Ap. For example, in Figure 5a, p ranges from —20 to 20, with Ap
equal to 0.5. If Ap is smaller than 0.5, the maximum cross-correlation value will increases
significantly. By limiting the maximum value of |p| to 20, we can maintain the cross-
correlation level below 0.2. In addition, in the proposed technique, the minimum value of
the root index must be selected considering the maximum Doppler frequency and timing
accuracy required for the system. To avoid performance degradation caused by Doppler
shift in timing estimation, we need to set [v,|(= |v[([M/|pc||/M)) to a value considerably
less than 0.5(0max + 1). Here, d;0x denotes the maximum timing offset. This implies that
lv|M/(|pc|M) must be much smaller than 0.5(dmax + 1). Thus, the minimum value of
|pc| must satisfy this condition: 2vmax/ (dmax + 1). For example, when the exact timing
(Omax = 0) is required, the value of v, must be smaller than 0.5. This implies that |p|
must be greater than v/0.5. In other words, if v is 1, |p.| should be greater than 2. If v
is 0.5, |pc| should be greater than 1. The case of |p.| = 1 corresponds to the conventional
LFM waveform.

The LFM waveform is extensively used for monitoring/surveillance applications
because the target needs to be detected in the presence of Doppler shift. However, the
LFM waveform is not adequate for an accurate estimation of the timing in high Doppler
environments because it cannot produce the correct timing. The ambiguity function (AF) is
widely used to analyse the resolution, sidelobe behaviour, and ambiguities in both Doppler
shift and delay (time shift) of a given waveform. The AF of the LFM waveform is given as
a skewed version of the triangular ridge in delay-Doppler plane. From the AF of the LFM
waveform, we can see that the LFM waveform is beneficial for surveillance applications
because it can detect the target regardless of the Doppler shift. In contrast, for timing
estimation in high Doppler environments, a waveform is considered beneficial if its AF
can produce a high peak at the correct timing regardless of the amount of Doppler shift.
Thus, the ideal AF for an accurate estimation of the timing will be “a line” located on the
horizontal (Doppler) axis. The AF of G-ZCS is given in (4). Figure 6a,b show maximum
magnitude and time shift, respectively, in the AFs of LFM-FT, LEM-FF, and G-ZCS, when
the Doppler shift varies. Here, M = 1024, M, = 60, p = 17,and w = W =5 kHz. Here, w
is set to the maximum available bandwidth (W). From Figure 6a, it can be observed that
the fluctuation of maximum magnitude is the largest in the case of LFM-FT. The fluctuation
levels of LFM-FF and G-ZCS with D&C are similar. From Figure 6b, it can be observed that
the LFM-FT and LEM-FF produce high peaks at the incorrect timing when Doppler shift
exists. Their AFs are skewed versions of triangular ridge in delay-Doppler plane. However,
the proposed G-ZCS with D&C produces high peaks at the correct timing regardless of the
Doppler shift. The AF of G-ZCS with D&C is given by “a line” located on the horizontal
axis, implying that the G-ZCS with D&C can accurately detect timing regardless of the
Doppler shift.
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Figure 6. Maximum magnitude and time shift of ambiguity functions of previous and proposed sequences. (a) Maximum
magnitude vs. Doppler shift. (b) Time shift vs. Doppler shift.

3. Simulation

In 2015, a new research study on UWAC systems was launched in Korea. Its ultimate
goal was to deploy an UWAC system connected to a terrestrial cellular network. The
experimental sites were located in the South Sea and West Sea of the Korean Peninsula.
The project successfully completed the data transmission and downlink synchronisation
parts using a transducer, hydrophone, and underwater modem, which were designed for
this project.

Figure 7 shows the conceptual design of UWAC system whereas top view of three-cell
model used for the simulation is shown in Figure 8. The performance of the proposed
G-ZCS with D&C is evaluated through computer simulations to decrease the receiver
complexity and processing time. The cell radius R, was set to 5 km. One UE was located
at the boundary of cell 1. The distance between UE and UWBS1/UWBS2/UWBS3 was
4.5/5.14/5.39 km. The path losses at these distances were 81.34 dB, 86 dB, and 87.76 dB
for UWBS1, UWBS2, and UWBSS3, respectively. Thus, UWBS1 needs to be detected as a
serving cell for the UE, whereas UWBS2 and UWBS3 are regarded as interfering cells. The
frequency reuse factor was assumed to be 1. The performance of the proposed G-ZCS with
D&C was compared with those of previous techniques (LFM-FT-CST and LFM-FF-CST).
Exploiting the hexagonal geometry, we obtained the distance between the UE and each

UWBS as follows.
2\/x5+y3, UE — UWBSI
2
d— % \/(3RC ~2x) 2+ (\/§Rc - Zyo) , UE — UWBS2 (11)

2
\/(3Rc—2x0)2+ (V3Rc+2y0)", UE—UWBS3

Here, x, and y, denote the coordinate values of the point where the UE is located.
Because the channel bandwidth was 5 kHz, the sampling rate was set to 5 kHz. The
time difference of arrival (TDoA) normalised to the earliest arrival path is as follows:
0 sample {(4.5025 km /1.5 km) — (4.5025 km /1.5 km) x 5 kHz} for UWBS1, 2142 sam-
ples {(5.1452 km /1.5 km) — (4.5025 km /1.5 km) x 5 kHz} for UWBS2, and 2964 samples
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{(5.3918 km /1.5 km) — (4.5025 km /1.5 km) x 5 kHz} for UWBS3. Simulation parameters
are summarised in Table 2. The large discrepancy in the TDoA was due to the low speed of
the sound wave results in an asynchronous system even when all the UWBSs were capable
of transmitting their signals synchronously.

Table 2. Simulation parameters.

Parameters Values
FFT size 512
Channel bandwidth 5kHz
Subcarrier spacing 9.76 kHz
Carrier frequency 24.5 kHz
OFDM Symbol duration 125 ms
Cell radius 5km
Distance (UE-UWBS1/ UWBS2/ UWBS3) 4.5/5.14/5.39 km
Path loss (UE-UWBS1/ UWBS2/ UWBS3) 81.34/86/87.76 dB
TDoA (UE-UWBS1/ UWBS2/ UWBS3) 0/2142/2964 samples
i
—

Figure 7. Design of UWAC cellular system.

For the simulation, two different channels were used: additive white Gaussian noise
(AWGN) and multipath fading channels. The multipath fading channel is used to evaluate
the performance of the proposed technique in underwater acoustic channels [49,50]. The
multipath fading channel is generated by a Bellhop channel simulator, which is widely used
for underwater acoustic communication. The parameters for the Bellhop channel simulator
were set to the information provided in the field experimental site (distance: 2 km, depth:
50 m). Table 3 lists the multipath fading channel and the power delay profile generated
by the simulator. The multipath fading channel consists of 12 paths, each experiencing
Rician fading with different K factors. The corresponding path delay and magnitude are
listed in the table. A Doppler shift was applied to both the LOS (f;105 ) and NLOS (fin10s)
components, which makes the channel time varying.
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A Cell2

Figure 8. Top view of a typical UWAC system with 3 UWBSs.

Table 3. Multipath channel generated by Bellhop channel model.

Path Delay [ms] Magnitude K Factor [dB]

0 0.537 43.50
0.06 0.580 52.48
1.50 0.427 19.95
1.56 0.267 119.31
1.67 0.274 61.68
6.33 0.183 12.59
6.39 0.073 79.43
6.61 0.0650 31.62
6.68 0.0303 50.12
14.39 0.0289 50.12
14.50 0.0065 31.62
14.78 0.0067 12.59

Figures 9 and 10 compares the detection probabilities of the proposed technique (G-
ZCS with D&C) and previous techniques (LEM-FT-CST and LFM-FF-CST) for an AWGN
and multipath fading (Bellhop) channel. Here, the detection is declared ‘successful’ when
the detected peak position (timing) and corresponding CID are correct. In the proposed
technique, root indices of three UWBSs are chosen among the candidate sets consisting of
root indices ranging from —20 to 20. The step size Ap is set to 0.5. The parameters of the
previous techniques for three UWBSs are set as given in [47]. From Figure 9, the detection
probabilities of the previous techniques (LFM-FI-CST and LEM-FF-CST) are observed to
start degrading as the Doppler shift increases. When the Doppler shift is 3 Hz and SNR
is 5 dB, the detection probabilities of LFM-FT-CST and LFM-FF-CST become 50% and
60%, respectively. When the Doppler shift is 20 Hz, their detection probabilities reach zero
because the position of correlation peak is shifted significantly from the correct timing.
However, if only coarse timing and CID need to be detected in the presence of Doppler
shift, the previous techniques can be used successfully. However, in this case, an additional
preamble and receiver processing block are required to estimate fine timing, resulting in
increased receiver complexity and processing time. In the case of proposed technique (G-
ZCS with D&C), the detection probability decreases slightly as the Doppler shift increases.
However, no significant performance degradation occurs even at the Doppler shift of 20 Hz.
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The detection probability of the proposed technique decreases slightly in multipath fading
channel as shown in Figure 10. However, it can still reach 100% at the SNR of —10 dB when
the Doppler shift is 20 Hz. Here, a Doppler shift of 20 Hz is considered because the average
speed of AUVsis 1 m/s [51]. A speed of 1 m/s corresponds to a Doppler shift of 16.33 Hz
in an underwater acoustic channel.

4
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Figure 9. Detection probabilities of the proposed G-ZCS, D&C, and conventional CSTs (AWGN).
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Figure 10. Detection probabilities of the proposed G-ZCS, D&C, and conventional CSTs (Bellhop).

Computational Complexity

Table 4 shows the computation complexity required to estimate timing and CID for a
UWAC system in terms of number of multiplications. Here, it is assumed that the number
of neighboring UWBSs, denoted by B, is 20. The number of samples in a short sequence
of G-ZCS, denoted by My, is 125. The short sequence is repeated p (5) times in a symbol
duration. Here, p denotes the root index. Similarly, in the case of LEFM-FI-CST and LFM-
FE-CST, the number of samples in a symbol duration, denoted by M, is 625. The number
of samples in a full sequence of G-ZCS is the same as M. As can be seen in Table 4, the
computational complexities in both the previous and proposed techniques are the same.
However, the proposed technique performs better than the previous technique, especially
in high Doppler environments, as can be seen in Figures 9 and 10.
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Table 4. Computational complexity.

Number of Complex

Techniques Multiplications Example
p (125 x 20) + (125 x 20) + (125 x 20)
G-ZCs q; Mpq < B (125 x 20) + (125 x 20) = 12,500
LFM-FT-CST, _
LFMLEE.COT Mx B 625 x 20 = 12,500

4. Conclusions

In this paper, a preamble design technique for accurate timing estimation and CID
detection in UWAC systems with a high Doppler is proposed using a G-ZCS. The au-
tocorrelation and cross-correlation properties of the proposed G-ZCS were derived and
shown to be consistent with the simulation results. The maximum cross-correlation level
that determines the intercell interference between preambles can be significantly reduced
by the proposed G-ZCS with D&C. The selection rule for the root index in the G-ZCS
is discussed considering the cross-correlation level, number of possible CIDs, maximum
Doppler frequency, and timing accuracy. The simulation results also show that the existing
techniques (LFM-FT-CST and LFM-FF-CST) produce a significant timing offset in high-
Doppler environments whereas the proposed sequence produces almost no time ambiguity.
Finally, the proposed technique (G-ZCS with D&C) is shown to be suitable for accurate
timing estimation and CID detection in UWAC systems with a high Doppler. In this project,
we successfully completed data transmission and synchronisation parts for fixed sensor
nodes in a UWAC system constructed in the testbed (South Sea of Korean Peninsula). In
the next project, we plan to evaluate the performance of the proposed technique (G-ZCS
with D&C) in the UWAC system using autonomous underwater vehicles (AUVs) with
different velocities.
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Acronyms

UWAC  Underwater acoustic cellular
CID Cell identification

UE/SN  User equipment/sensor node
LFM Linear frequency modulation
ZCSs Zadoff-Chu sequence

UWBS Underwater base station
CFO Carrier frequency offset

OFDM  Orthogonal frequency division multiplexing
CDMA  Code division multiple access

AUVs Autonomous underwater vehicles
FFT Fast fourier transform

LOS Line of sight

NLOS Non-line of sight

Cp Cyclic prefix

D&C Decomposition and combining

LFM-FT LFM in time doomain
LFM-FT LFM in frequency domian
CSTs Cell searching techniques
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AWGN  Additive white gaussian noise
G-ZCS  Generalised ZCS
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