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ABSTRACT Synthesizing realistic human motion data using a real-time motion capture system in a
controlled environment is a critical challenge. In addition, effectively manipulating the existing motion data
is another primary concern and using such modified data in human motion analysis and activity recognition
systems are prone to errors. This paper presents a simplistic and comprehensive system to effortlessly author,
edit, and validate human motion data. The system enables a naive user to edit the existing motion data
interactively using a humanoid model in a three-dimensional space, based on user-defined scenarios and
synthesize numerous variations of the motion sequences. A modular concept of scenario-based sensed unit
motion editing has been adopted to demonstrate the proposed system. We employed an efficient analytical
kinematic and constraint solver to enforce the inherent body joint limits and external constraints while editing
to synthesize complete and meaningful motion sequences. Furthermore, we substantiated the proposed
sensed unit motion editing framework through a visual validation study using an open-source intuitive
visualization tool called the Motion-Sphere. Finally, we compared the resultant synthesized motion against
the real-time motion capture system data to verify the body segments’ orientation and position accuracy
deviations.

INDEX TERMS Data visualization, motion authoring, motion capture system, motion editing, motion
reconstruction, motion-sphere, kinematics, and constraints.

I. INTRODUCTION
Recent advances in the field of inertial measurement
unit (IMU) based motion capture (MoCap) systems have
opened new avenues for human motion retargeting, activity
recognition, movement analysis, and motion data visualiza-
tion. A wide range of real-time MoCap systems and three-
dimensional (3D) human-like character animation systems
are available for synthesizing realistic human motion data.
Computer graphics professionals and researchers have used
distinctive methods to construct numerous subject-specific
motion databases to benefit the human-computer interaction
researchers and the virtual reality user community [1], [2].

Despite the availability of MoCap systems and animation
software, human motion data acquisition and its practical
usage remains challenging. The IMU-based MoCap systems
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(e.g., Xsens, Perception Neuron, and Vicon) used to track
and record human actions require a controlled environment,
pre and post processing operations, and countermeasures to
reduce sensor drift errors [3], [4]. The 3D character ani-
mation software (e.g., 3ds Max and MotionBuilder) used
to synthesize human motion, requires proficient skills and
tedious efforts. Further, the platform dependency and lack of
customization increase the complexity, making the process
difficult from an end-user perspective [5]. Human motion
data centred research greatly relies on preexisting motion
databases (e.g., CMUMoBo and KIT Whole-Body) [6]–[8].
However, these databases lack a standard controlled method-
ology required for the quantitative evaluation of versatile
problems. In addition, motion databases are subjected to
several factors, such as the diverse nature of MoCap systems,
data sampling methods, range of motions, and discrete data
file formats. Therefore, every user needs to select their data
sets of interest individually and invest considerable effort into
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FIGURE 1. Overview of the proposed interactive human motion editing system to synthesize numerous variations
of the existing motion data and automatic editing validation using Motion-Sphere.

processing the data to be used [9], [10]. The applications
of human activity recognition and human motion analysis
require 3D articulated figures, humanoid models, and virtual
avatars. Human motion reconstruction using these articulated
models is subject to a large number of body joint degree of
freedom (DoF). In addition, it is crucial to address various
types of constraints such as, the inherent body joint rota-
tion limit, body segments overlapping, and external entity
contact. Overcoming these shortcomings during motion data
acquisition remains a primary concern, and these factors limit
the reusability of the existing motion data. Therefore, it is
necessary to efficiently utilize the existing human motion
data and manipulate it without losing human movements’
naturalness.

This paper presents a modular open-source platform to
interactively author and edit full-body human motion data
in a 3D space. First, we record a basic set of human
motion sequences, called the sensed unit motions using an
IMU-based motion capture system (Xsens MTw Awinda) in
real-time. The sensed motion data segments are collectively
stored as a motion database. Then, the user can import and
visualize motion data using a humanoid model in an inter-
active 3D space, where the proposed authoring and editing
system automatically maps the sensed motion data to the
respective bone segments of the humanoid model. Next, the
users can specifically choose the motion sequences of their
interest and edit further based on different scenarios to syn-
thesize an entirely new set of meaningful motion sequences
based on predefined scenarios. Finally, the edited motion can
be visually validated using an open-source visualization tool
called Motion-Sphere [11]. Figure 1 depicts the overview of
the proposed human motion editing and validation system.
The key contributions of the proposed interactive application
system are summarized below:

• A seamless interactive interface to edit and modify the
existing MoCap data.

• Minimal sensed unit motion collection to synthesize a
new set of meaningful motion sequences.

• Human body kinematics incorporated motion editing
solver with spatio-temporal constraints.

• An intuitive method to visually validate the edited
motion data using Motion-Sphere.

• Motion data composition from scratch, in the absence of
MoCap systems.

We introduce the concept of minimal sensed unit motion
collection and demonstrate the superiority of the pro-
posed 3D human motion editing and authoring system with
scenario-based reactive motion synthesis under different
spatio-temporal constraints using an analytical kinematic and
constraint solver. Furthermore, we consider the human body
kinematics as a critical parameter to verify the correctness
of the resultant edited motion. In this regard, we validate
the edited motion’s kinematic correctness and plausibility
using Motion-Sphere. Further, we evaluated the naturalness
of the newly synthesized motion sequence, against MoCap
captured data as the ground truth to determine the deviations
in bone orientations incurred during the editing process. The
proposed system serves as a comprehensive toolkit to synthe-
size numerous realistic variations of the human motion data
and improves the reusability of the existing motion databases
via simplistic editing operations. In addition, the proposed
system serves as a solution to an ever-increasing demand for
human motion data in various application domains, such as
3D character animation, computer vision, robotics, fitness,
sports training, and rehabilitation.

The rest of the paper is organized as follows: The various
human motion editing principles and practices are discussed
in Section II. The proposed sensed motion editing system
design is presented in Section III, followed by the motion
editing validation study in Section IV. Next, use-case assess-
ment, comparative study and discussion are presented in
Section V, followed by the conclusion in Section VI.

II. BACKGROUND
Human activity tracking and motion data acquisition are
widely required in computer animation, human-computer
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interaction, and virtual reality. With the surge in MoCap
technology, several research studies have been conducted
to formulate all the necessary processes to reckon human
body dynamics and kinematics to synthesize human motion.
In addition, numerous investigations have been performed to
develop feasible methods for editing and reusing the exist-
ing human motion data. Moreover, numerous 3D charac-
ter animation application systems are reported to produce
human-like character animation.

Wang et al. [12] performed a comparative study to outline
the different motion synthesis techniques used by researchers,
and animation professionals. In contemporary research, the
IMU-based MoCap system data-driven methods are exten-
sively used. Computer graphics and animation practitioners
employ human-like character animation software such as,
Autodesk Maya, 3ds Max, MotionBuilder, Adobe Animate,
and Blender, to synthesize motion data artificially in differ-
ent types of 3D file formats (*.mp, *.3ds, *.fbx, *.blend,
and *.bvh) [13], [14]. Furthermore, wearable and ambient
sensing technology based systems are commonly used by
the motion capture system research community. Retroreflec-
tive or light-emitting diode markers-based optical sensors,
video/marker-less tracking methods, and IMU-based wear-
able sensors are used to record human actions and store
them as motion dataset. Currently, several human motions
databases [1], [8], [15] are available that offer motion
data in different formats (*.trc, *.htr, *.amc/asf, *.mvn,
and *.c3d) [16], [17]. The 3D human motion data consti-
tutes translatory and rotational motion related to the frontal,
sagittal, and transverse planes. In practice, the motion data
is either acquired using MoCap systems in real time or
artificially synthesized using different application software.
After that, to utilize the synthesized motion data efficiently,
it requires preferred intended motion editing operations [18].
Inverse Kinematics (IK) principles serve as the best means
to edit full-body human motion by enforcing user-defined
constraints. Aristidou et al. [19] presented the most popular
IK methods in terms of performance, computational cost,
and smoothness. Gleicher et al. [20] compared various
constraints-based editing methods and evaluated their suit-
ability for online and offline editing applications. The most
efficient techniques in the taxonomy of motion editing [20]
are per-key methods, motion warping and displacement map-
ping, per-frame methods, and space-time methods.

To date, many space-time domain-based motion edit-
ing techniques have been developed using motion warp-
ing techniques to manipulate the input motion sequences
while overcoming specified constraints. A space-time con-
straint solver-based editing technique [21] considers the
entire motion in making changes simultaneously. Contrar-
ily, Lee et al. [22] presented a multilevel B-spline fitting
technique-based editing method by considering the inter and
intra-frame relationships.

Tak et al. [23] proposed a per-frame Kalman filter frame-
work to ensure the kinematic and dynamic accuracy and
overcome the overhead computational cost in the space-time

optimization techniques. Shin et al. [24] proposed a dimen-
sionality reduction technique based motion editing in low
dimensional space where the high dimensional pre captured
motion data are represented as streams of curves.

A naive user needs to invest substantial effort into under-
standing the complex editing principles. Unfortunately, the
existing motion editing systems lack an interactive means
to author and edit MoCap data irrespective of the motion
data file format and differences in the underlying human
motion data acquisition system. Also, there exists no means
to visually validate the kinematic correctness of the resultant
edited motion data.

III. SENSED MOTION EDITING SYSTEM DESIGN
The proposed system enables users to import and edit
motion data from our unit motion collection and the exist-
ing open-source databases [25]–[27]. The import and pre-
processing components of the editing module consists of
open-source APIs to parse the motion data files (*.fbx, *.bvh,
and *.txt). Users can perform editing operations using the
proposed end effector-based analytical kinematic solver and
enforce a defined set of inherent body joint limits and external
constraints to compose user-defined scenario-based motion
sequences. The sensed motion data can be edited indepen-
dently and then combined to form complete and meaning-
ful new motion sequences. Subsequently, the new motion
sequences can be reconstructed and visualized on humanoid
models and recursively perform editing operations to com-
pose the desiredmotion sequences. Users can perform several
editing operations interactively at the per-frame, inter-frame,
intra-frame, and full-frame levels. Further, a user can also
synthesize the motion data without using a MoCap system
in a custom environment, with the aid of a hierarchical kine-
matic humanoid model. The user is provided all the necessary
tools to synthesize the motion data in a user-friendly way.
After completing the motion composition task, the user can
export the motion data in terms of the positions and orien-
tations (quaternion form) in a textual file format [28]. The
retrieved motion data can be reconstructed and visualized on
different humanoidmodels. Thus, the proposed system serves
two purposes – to author new motion from scratch in the
absence of the MoCap system and to edit existing sensed
motion data interactively.

A. EDITING MODULE
The sensed motion editing system is a graphical user
interface-based interactive framework developed using an
open-source software. A hierarchical humanoidmodel is used
to map the motion data and edit the intendedmotion sequence
through a series of mouse-based user interactions. The editing
module enables the user to synthesize new 3D humanmotions
consistent with the inherent body joint constraints. Our sys-
tem allows forward kinematics (FK) and IK operations based
on specific pose compositions. Users can switch between the
FK and IK modes to compose different poses. Figure 2(a)
depicts a humanoid model in the attention pose, Figure 2(b)

VOLUME 10, 2022 28297



B. Chakravarthi et al.: Scenario-Based Sensed Human Motion Editing and Validation Through Motion-Sphere

FIGURE 2. Humanoid model used for authoring and editing: (a) attention
pose, (b) body segments hierarchy, and (c) body joints DoF.

shows the hierarchical structure of the humanoid model, and
Figure 2(c) shows the default configuration for each body
joint DoF with a 14-segment, 18-DoF model as an instance.
Users can change and reconfigure the body joints’ DoF based
on the target motion plan.

The humanoid model has a kinematically linked hierarchy
with the pelvis segment as the root node. Users can scale
the model to different heights and author different types of
motion sequences. In addition, the editingmodule offers fixed
foot and free foot modes to compose static and transforming
motions. The chest, neck, upper arm, and upper leg segments
inherit their movement relatively from the pelvis segment.
The lower arm and lower leg segments inherit movements
from their immediate parent segments. The hand and foot
segments are the child segments of the lower arm and lower
legs, respectively.

With the IK mode in use, hand and foot segments are
considered as end effectors to synthesize different poses with
an automatic orientation update for elbow and knee segments.
Each body joint segment will possess a local axis of rotation
and DoF with which the user can make the model move
naturally. For example, the chest forward bend motion will
result in automatic arm movement with hands touching the
ground. With a reference motion scheme, the user can select
and rotate joint segments with a restricted DoF along their
local axis to author key poses and capture the associated
data frame at different time intervals. A captured keyframe
comprises individual segment transformations in the form of
unit quaternions (w,x,y,z). Next, the full-body motion data are
estimated by applying spherical linear interpolation (SLERP)
on the quaternion keyframes using Equation 1.

q =
qa ∗ sin((1− t) ∗ θ )+ qb ∗ sin(t ∗ θ )

sin(θ )
(1)

where, ‘q’ is the interpolated quaternion, ‘qa’ is the first
quaternion keyframe, ‘qb’ is the second quaternion keyframe,
‘t’ is a scalar between 0.0 at ‘qa’ and 1.0 at ‘qb’, and ‘θ’ is
half the angle between ‘qa’ and ‘qb’ and it is defined as,

θ = acos((qaw ∗ qbw)+ (qax ∗ qbx)+ (qay ∗ qby)

+(qaz ∗ qbz)) (2)

Algorithm 1: Steps to Configure and Edit Motion Data
Initialize: Humanoid model
Bs: A set of bone segments (0 . . . n− 1)
Jl: A set of joint limits (DoF ′s)
C: A set of constraints (Spatio− temporal)
Result: A new motion sequence file
while Bone segments are manipulated do

for Bs = 0, 1, . . . (n-1) do
Me := 0
foreach Bs transformation do

Jl ← KinematicSolver(T ,Bs);
C ← ConstraintSolver(S,T );
kf ← kfn;

end for
for kf(0) to kf(n) do

QInterpolation(sQa,Qb, t)
end for

end for

FIGURE 3. End effectors-based kinematics editing configuration:
(a) shows right and left-hand segments as the end effectors and their
change in position, and (b) IK configuration.

The motion editing phase starts by loading existing motion
data and mapping it with a humanoid model of choice. Then,
configure all the parameters required to edit and compose
poses. After that, SLERP is applied between the edited
keyframes at a defined interval of time.

Algorithm 1 shows the steps for editing motion sequences
and exporting resultant motion data in a file. To synthesize
fast, medium, or slow-motion sequences, users can define
the number of intermediate frames between two static key
poses. The feedback-based analytical IK solver employed in
the authoring module enables the user to synthesize kine-
matically valid motions with inherent body joint constraint.
The hand and foot segments can be parameterized to reach
specific target positions obeying the joint rotation constraints.
The body joint-segment DoF constraint can be defined and
restricted by the user inputs before starting the motion com-
position phase.

To minimize the computational cost and recursively solve
an IK problem based on scenarios while composing poses,
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FIGURE 4. Different types of constraints enforced for scenario-based editing: (a) body segments contact constraint, (b) inherent body
joint rotation constraint, (c) external contact constraint, and (d) steps to synthesize new motion sequences based on scenarios.

Algorithm 2: Analytical IK Solver Algorithm
Input: L1, L2, x, y
Output: θ1, θ2
Step 1: Configure joint rotation limits
Step 2: Move end-effectors to target position (Mouse
Event)
if ConstraintViolation is true then
Invalid solution;
return closest alternative;

else
return Valid solution

Compute θ2,

θ2 = arccos
x2 + y2 − L21 − L

2
2

2L1L2
Compute θ1,

θ1 = atan2(ẏ, ẋ)

where

ẋ = x(L1 + L2cosθ2)+ y(L2sinθ2)

ẏ = y(L1 + L2cosθ2)− x(L2sinθ2)

Repeat Steps, till end-effector reaches target position

an analytical IK solver with reduced complexity is employed
in this work. To compose a pose using an IK solver, user
can use the end effectors (i.e., right hand, left hand, right
foot, and left foot segments) and author target or goal-based
poses in 3D space. Figure 3(a) depicts right and left arm
movement poses using the end-effector based analytical IK
solver used in this system,where L1 and L2 indicate the length
of upper and lower arm segment respectively, and θ1 and θ2
indicate upper arm joint and elbow joint angles. Algorithm 2
depicts the steps and equations used to solve θ1 and θ2 as
in Figure 3(b). User-defined joint movement constraints can
be enforced through the constraints configuration module
of the editing system. The joint rotation limit constraints

offered by the analytical IK solver enables the user to author
natural poses similar to human body anatomy. In addition, the
oriented bounding box (OBB) tree-based collision detection
filter [29] is used to implement body segment occlusion, foot
on ground, and external entity contact constraint.

Figure 4 shows the humanoid model with different con-
straints configured. Figure 4(a) depicts the body segments
overlapping constraint where the right hand segment comes
in contact with the right upper leg segment and constraint
violation is reflected by restricting further movement such
that no two body segments cross over. Figure 4(b) depicts
inherent body joint rotation constraints applied for arm and
leg segment’s flexion and extension movements respectively.
Figure 4(c) shows target hitting scenario with vertical bars
as external obstacle constraints. Whenever any of the body
segment comes in contact with vertical bars, the external
contact constraint violation is indicated with a change in color
of vertical bars and stops further cross-over movements.

B. SENSED UNIT MOTION CONCEPTUALIZATION
The motion editing framework presented in this section
serves as an intuitive tool to synthesize numerous variations
of existing sensed human motion. We used Xsens motion
tracking system [30] to capture the basic set of subject
specific poses to create smaller motion sequences called
unit motions. Unit motion constitutes ‘n’ number of motion
frames, where each frame corresponds to the position and
orientation of body segments represented as unit quaternions.
Humanmotion data is characterized by keyframes depicting a
static pose, and unit motion is a sequence of motion between
any two given keyframes. The idea is to use minimal set of
unit motions and edit them further selectively to synthesize
numerous variations, and blend different combinations based
on predefined scenarios to create completely new and mean-
ingful motion sequences.

The unit motions are edited considering the joint rota-
tions in terms of swing and twist, target position-based pose
composition, pose duplication, adding or removing motion
chunks, speed of the motion (by increasing and decreasing
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FIGURE 5. The 12 primary sensed boxing hook motion sequences: (1) attention pose to hook ready pose, (2-5)
chest segment abduction, adduction, flexion, and extension poses, (6-12) right arm hook poses to hit targets placed
at different positions with respect to body’s mid-line.

the number of frames), and applying different types of con-
straints. Figure 4(d) shows the sequence of steps to synthesize
new motion by editing unit motion selected from the sensed
unit motion database. Users can select the unit motion from
the data collection to perform edit and blend operations to
create a meaningful motion sequence. The resultant edited
motion sequences are stored along with unit motions, thus
increasing the number of motion data files. The proposed
editing module has APIs to map and use motion data in
different file formats such as.bvh and.fbx files.

C. SCENARIO-BASED MOTION EDITING
The human motion data available in several open-source
databases are subjective, and reusing them effectively is a
challenging task. In this section, we demonstrate a practi-
cal course of action to reuse the MoCap data to synthe-
size variations of the existing motion sequences. We cap-
tured 12 primary boxing hook motion sequences from the
hook-ready pose to different target hitting poses, as shown
in Figure 5. The sensed unit motion collection is comprised
of a hook ready pose (pose 1) from attention pose, chest
segment flexion, extension, abduction, and adduction motion
sequences (pose 2 to pose 5) with both the hands in the
hook-ready pose and seven different targets hitting (using
right arm) motion sequences (pose 6 to pose 12) are captured.
The targets were placed at different positions (right, left, up,
down, long, middle, short-range) from the mid-line of the
body. These 12 primary motion sequences are further edited
independently based on specific scenarios to synthesize new
motion sequences.

Figure 6(a) is an example scenario wherein a single-tap
hookmotion is edited to synthesize a double-tap hookmotion.
The analytical kinematic solver employed in this work adopts
the joint anatomical constraints. The external contact con-
straints are enforced automatically when an end effector seg-

FIGURE 6. Three boxing hook scenarios: (a) double-tap hook, (b) single
constraint and multi target hitting, and (c) multi-target and
multi-constraint scenario.

ment comes in contact with an external entity. In this example,
when the right hand comes in contact with the target (sphere)
placed at a distant position, further movement of the right
arm is restricted. Trim and join, and chunk size parameters
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FIGURE 7. Motion-Sphere based automatic editing validation: (1 and 4) right upper-arm and upper-leg motion represented as trajectory on
the Motion-Sphere’s front-right KCA, (2) right lower-arm motion visualization on Motion-Sphere’s front KCA, (3 and 6) left upper-arm and
upper-leg motion visualization on Motion-Sphere’s front-left KCA, (5) right lower-leg motion visualization on Motion-Sphere’s back side.

are used to integrate a pullback and reach the target position
motion frames, along with the original motion sequence, in a
user input-controlled environment.

The second example of editing is subjected to a hit and
react scenario with two different target points (spheres) and
an external constraint (vertical bar). The targets are placed at a
distant position, and the sensed unit motion is edited to reach
targets without violating the external entity contact constraint
(i,e., both the arm segments do not cross over the vertical
bar while reaching the targets). As shown in Figure 6(b), the
sequence of action to reach the targets is realized using the
end effectors by tweaking and updating the shoulder joint and
wrist joint angles. In addition, the chest segment’s horizontal
adduction is fine-tuned to balance and help the end-effector
reach the target.

The third example scenario has two reachable targets with
two external contact constraints (a vertical bar and a hori-
zontal bar) as illustrated in Figure 6(c). In this example, the
right armmotion is kinematically edited to reach a target (blue
sphere) without violating the bar crossover constraints. Then,
the sensed right arm motion is duplicated and applied to the
left arm segment to reach another target (green sphere).

IV. MOTION-SPHERE BASED EDITING VALIDATION
The modular editing system is a graphical user interface-
based application developed using Qt Designer 5.12.3 and
visualization toolkit (VTK), which is an open-source soft-
ware system for implementing 3D graphics, modeling, ren-
dering, and visualization. Three different types of humanoid
models (male biped, female biped, and skeletal biped) are
used to author and edit the human motion in 3D space.
The users can perform mouse-based interaction to select

FIGURE 8. Example of kinematically valid boxing motion variations: (1-6)
right arm upper hook variations, (7-18) right arm short range punch
variations, and (13-18) leg segments kinematics editing variations.

and modify the body segments to compose different poses.
The end-effector segments can be used to perform drag and
move operations such that the model reach a target position.
Autodesk FBX API and BVH parser are used to import
and edit the existing motion data from open-source motion
databases. The users can control and regulate authoring
and editing parameters through drop-down menus and lists
offered by the application system.
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FIGURE 9. Motion-Sphere based editing validation: (a) before editing -
right lower-leg sensed unit motion appearing on the KUA of
Motion-Sphere depicting the erroneous induced during data acquisition,
and (b) after editing - right lower-leg edited motion appearing on the
KCA of Motion-Sphere.

Several variations of the boxing hook motion are syn-
thesized using a small collection of sensed unit motions,
as shown in Figure 8. The sensed unit motions are selec-
tively chosen based on specific target hitting scenarios and
edited further to synthesize a new set of hook boxing
motion sequences. The unit motion sequences are captured
from a range of 60-120 frames per second based on the
type of motion. The full-body sensed motion sequences are
composed of data segments mapped to 14 skeletal joints
with 18 DoF. The end-effectors are modified using the kine-
matics solver to make the body segments reach specific and
desired target positions.

In this section, we present an experimental study to val-
idate the motion editing system. The kinematic correctness
and plausibility of the edited motions were compared and
validated using the Motion-Sphere [31]. The Motion-Sphere
is an intuitive tool used to visualize subtle movements of
the human joints on a 3D unit sphere. Human motion visu-
alization using Motion-Sphere aids to quantify the body
joint movements and visually perform a comparative anal-
ysis. In addition, Motion-Sphere enables the user to visu-
alize IMU sensor acquired human motion data as a trajec-
tory and confirm the plausibility and kinematics correctness.
Motion-Sphere offers kinematics constrained area (KCA) and
kinematics unconstrained area (KUA) features to determine
the kinematic correctness as shown in Figure 7. The KCA
and KUA are represented by the highlighted and darkened
areas of the Motion-Sphere. The trajectories representing the
motion for a given bone segment should strictly be within the
KCA. If the trajectories representing the motion of rotation

FIGURE 10. Motion-Sphere based editing validation: (a) right-arm hook
motion authored and edited for a target hitting scenario and its
validation, and (b) a double-tap hook motion editing validation using
Motion-Sphere.

constrained bone segment appear in KUA, this indicates the
violation of joint DoF and its rotation constraint.

Figure 9 shows a right arm hook motion sequence. The end
effector (right lower-leg) position is edited to make it reach
a target position. The sphere as in Figure 9(a) represents the
motion data as a trajectory appearing in the KCA for right
lower leg. The rightmost sphere represents the motion data
as a trajectory appearing in the KCA for right lower arm.
The maximum rotation for right lower arm is constrained
and the trajectory is well outside the KCA of Motion-Sphere.
It can also be noticed that since it is a backward lift motion
sequence, the trajectory are in the back side of the Motion-
Sphere. The motion is edited to correct the lower leg kinemat-
ics and the resultant trajectory appears in the KCA of motion
sphere as shown in Figure 9(b).

Figure 10 shows a right arm hook motion sequence. The
end effector (right hand) position is edited to make it reach
a target position. The sphere as in Figure 10(a) represents
the motion data as a trajectory appearing in the KCA for
right upper arm. The Motion-Sphere shows the motion data
as a trajectory appearing in the KCA and that it holds valid.
The same motion is further edited to make it as a double-tap
hook motion. The maximum rotation for right upper arm
is constrained and the trajectory is well within the KCA
of Motion-Sphere as shown in Figure 10(b). It can also be
noticed that, since it is a forward hook motion sequence, the
trajectory is in the front side of the Motion-Sphere.

V. RESULTS AND DISCUSSION
In this section, we demonstrate the capability of users
to employ the proposed system to synthesize realistic
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FIGURE 11. Ground truth data acquisition setup: A multi-sensor (LiDAR
and IMU) human motion capture environment to record real-time motion
data.

human motion data. In addition, we compare the obtained
scenario-based edited motion data with those acquired
(ground truth) using a real-time motion capture system.

A. EXPERIMENTAL SETUP
We recorded real-time boxing motion sequences using a het-
erogeneous multi-sensor integrated motion capture system.
The motion data acquisition setup consists of a 32-channel
light detection and ranging (LiDAR) (Ouster OS-0) sys-
tem [32] placed at a fixed position and 10 IMU (Xsens
MTw Awinda) [30] sensors strapped on to the body segments
(pelvis, chest, right upper, and lower arm, left upper and lower
arm, right upper and lower leg, and left upper and lower
leg) of the subject performing the boxing action. The user
performing the boxing action was well within the LiDAR’s
field of view (1.5 m away from LiDAR system and within
a 5 m sensing range), as shown in Figure 11. Furthermore,
we estimate the body segment’s orientation and joint position
using an open-source framework [33]. In this comparative
study, we used the estimated orientations and positions from
LiDAR measurements and IMU sensors as the ground truth.

B. EDITING SYSTEM USE-CASE EVALUATION
Herein, we illustrate the user’s capability to edit the sensed
unit motion as an input motion and synthesize three motion
variations. Initially, the user needs to select the required
motion data (in this experiment, a punch boxing motion data
was selected) as shown in Figure 12 (a) from the sensed unit
motion database. Next, the user can reconstruct and visualize
chosen motion data through a hierarchical humanoid model
using our interactive motion editing application system. Sub-
sequently, the user can employ 3D props offered by our appli-
cation (balls and bars) to compose the user-defined scenarios.
In this study, a target hitting scenario was used to synthesize
the punch boxing motion variations, namely lower straight,
upper straight, and straight mid punch actions (as depicted
in Figure 12(b), (c) and (d)). Users can fix the target contact
point (green, blue, and purple ball) position and edit the right
arm segment’s forward-backward motion and lateral swing
to make the end effector (right hand) reach the target contact

FIGURE 12. Motion editing system use case evaluation: (a) Sensed boxing
motion sequence along with the right upper arm segment motion
visualization on Motion-Sphere. (b), (c) and (d) represent the three
motion variations synthesized using our editing system and their visual
validation using Motion-Sphere.

TABLE 1. User interaction attributes to synthesize three variations of the
input sensed unit motion.

point. Furthermore, the user can adjust the orientations of all
other body segments’ and pelvis joint position accordingly.

Table 1 shows the user interaction attributes required to
compose new variations of sensed input motion. The users
can control the editing parameters and complete the editing
process in a reasonable time. The time required to compose
the poses as well as the number of iterations decrease as the
user gets acquainted with our system. The user can ensure the
kinematic correctness of the edited motion using the Motion-
Sphere’s KCA feature.
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FIGURE 13. Body segments orientation accuracy comparison for first
scenario: angular deviation for the pelvis and chest (first row), right and
left arm (second row), right and left leg (third row) segments.

C. COMPARATIVE STUDY
The proposed scenario-based sensed human motion editing
system is evaluated in terms of orientation and position accu-
racy. First, three boxing motion scenarios (as in Figure 6(a),
(b) and (c)) performed by the subject are captured using
the experimental setup shown in Figure 11. Then, we uti-
lized the sensed unit motion data from the motion database
to synthesize a set of motion sequences similar to that of
real-time motion sequences performed by the subject. Next,
we compared the orientations and position of the respective
body segments obtained from the sensor setup with those
extracted using our editing system.

1) ORIENTATION ACCURACY COMPARISON
We evaluated the orientation estimation accuracy of the pro-
posed editing system against the ground truth data to analyze
the similarity between the synthesized motion data and the
real-time motion capture system data. We determined the
angular difference between the two rotations represented by
the unit quaternions using Equation 3 to observe the orienta-
tion difference.

Ad (q1, q2) = 2arccos(qT1 q2) (3)

where q1 is the sensor acquired rotation and q2 is the com-
puted rotation using our system for respective bone segments.

Figure 13, Figure 14, and Figure 15 shows the pelvis, chest,
right arm, left arm, right leg, and left leg segment angular
deviations between our system in comparison with ground
truth, for the three scenarios respectively.

FIGURE 14. Body segments orientation accuracy comparison for second
scenario: angular deviation for the pelvis and chest (first row), right and
left arm (second row), right and left leg (third row) segments.

FIGURE 15. Body segments orientation accuracy comparison for third
scenario: angular deviation for the pelvis and chest (first row), right and
left arm (second row), right and left leg (third row) segments.

Table 2 shows the average angular difference between
ground truth data and our system for respective body seg-
ments. The example scenarios considered for comparison
exhibits a maximum of 3.35◦ (scenario 2 and 3) for pelvis
segment, 5.10◦ for chest (scenario 3), 4.25◦ for right arm
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TABLE 2. Body segments angular deviation between ground truth and
our proposed system.

FIGURE 16. Joint position difference comparison: (a) pelvis joint position
and its error plot (scenario 1), (b) right shoulder joint position and its
error plot (scenario 2), and (c) left shoulder joint position and its error
plot(scenario 3).

(scenario 1), 2.40◦ for left arm (scenario 3), 4.02◦ for right
leg (scenario 1) and 3.18◦ of angular deviation for left leg
(scenario 1) segment. The similarity between the synthesized
and sensed motion increases as the user becomes acquainted
with the proposed system’s motion editing module.

2) POSITION ACCURACY COMPARISON
A vector-based joint position estimation framework [33] was
used to evaluate the proposed system’s position estimation
accuracy. The fullbody skeleton joint positions tracked from
the LiDAR’s point cloud were fused with those estimated
using the IMU sensors. The resultant joint position data were
used as the ground truth to validate the position accuracy
obtained from the proposed editing system. Figure 16(a),
(b) and (c) compares the joint positions (pelvis joint - scenario
1), (right shoulder joint - scenario 2) and (left shoulder joint
- scenario 3) in a 3D space and as well as the corresponding
errors obtained from our system’s data and the ground truth
data. The slope depicts the sensor drift error trend.

TABLE 3. Comparison of the joint positions estimated using our system
with those obtained from the ground truth.

Table 3 presents the mean position error related to the
positions estimated using our system, against the real-time
captured data.

The example scenarios used for position accuracy compar-
ison exhibits a maximum of 2.95 cm error for pelvis (scenario
3), 2.85 cm for chest (scenario 3), 2.65 cm for right arm
(scenario 1), 2.75 cm for left arm (scenario 3), 3.25 cm for
right leg (scenario 1) and 3.58 cm error for left leg (scenario
1). The result exhibits a close comparison in accuracy for
estimating the body segment orientation and position.

D. DISCUSSION
Human motion analysis and human activity recognition
require numerous human motion data sources. Notably, sev-
eral variations of the same motion are significant in deep
learning-based recognition systems. Despite the availabil-
ity of real-time motion capture systems and human motion
databases, extensive efforts are required from the user for cap-
turing the motion sequences every time. Moreover, utilizing
the existing motion data and modifying them according to
different user requirements is a major challenge.

The proposed open-source scenario-based sensed human
motion editing and validation system is a modular tool that
can be easily used to synthesize numerous human motion
variations using the concept of sensed unit motions. Through
this comparative study, the orientation and positioning accu-
racy of the proposed was evaluated against the real-time
motion capture system. The results of this study indicate that
it is advantageous to capture minimal motion sequences and
employ them further to synthesize a whole new set of motion
sequences and numerous subtle variations. Our system also
enables the user to validate the kinematic correctness and
plausibility of the synthesized human motion visually using
the Motion-Sphere. Although the proposed editing system
allows the user to manipulate both the orientation and posi-
tion, it is limited to visually validating the body segment
orientation. At present, our system cannot be used to validate
the joint position manipulations.

VI. CONCLUSION
With significant advancements in various fields that require
human motion analysis and human activity recognition, the
demands for human motion data has increased manifold, and
thus, it is imperative to synthesize realistic human motion
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data to cater to all such demands. However, the existing
open-source human motion databases exhibit several limita-
tions and are not flexible enough for straightforward usage.
Additionally, recording human motion data using a motion
capture system in a controlled environment is challenging
and tedious. One possible solution is to reuse the existing
motion data effortlessly to generate numerous variations of
the motion sequences or an entirely new set of motion data.

This paper introduces a comprehensive open-source tool
that can be effectively used to author and edit human motion
data for synthesizing numerous variations of the existing
motion data and an entirely new set of motion sequences.
In addition, this tool serves as a basis to validate the kine-
matic correctness and plausibility of the edited motion data
using Motion-Sphere. The concept of sensed unit motion
collection, introduced in this paper demonstrates how well
this relatively small collection of existing motion datasets
can be used to synthesize new motion sequences based
on different scenarios. A user-defined scenario serves as a
motion plan, and one can select the unit motion segments,
do further editing accordingly, and blend them to compose
new motion sequences. The end effectors-based analytical
kinematic and constraints solver, employed in this study,
enables the user to edit the motion data interactively without
prior knowledge in a user-friendly environment. Furthermore,
the Motion-Sphere serves as a novel and intuitive method
to validate the kinematic correctness of the edited motion
and thus ensures the naturalness of the synthesized motion
data. Finally, we compared the newly synthesized motion
data with the IMU motion capture data as the ground truth
data to verify the realism of the resultant motion. In the
future, we will consider open-source databases and employ
the proposed editing and validation framework to synthesize
numerous variations of the existing motion data and readily
use them in deep learning-based human activity recognition
and human motion analysis.
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