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Abstract: Machine learning techniques provide efficient data analysis tools without mathematical
derivations. Data-centric LC representations are highly demanded to use these tools for LC-related
research. A novel data-oriented LC representation model using piecewise linear regression (PWLR)
is presented. This representation is intended to be used directly as data for machine learning along
with other associated data at an individual base. An LC is represented in vector form as a series of
connected line segments and the location and number of segments are determined by the maximum
residual. The critical points are determined at the rapid transit point in the LC. The Bayesian
information criterion was used to choose the proper number of line segments to avoid the overfitting
problem. To demonstrate the validity of the PWLR model as an LC descriptor, its approximation
accuracy and representation generality were tested experimentally. The results revealed that the
PWLR model is advantageous for representing the LCs of an individual or a large herd that are
directly applicable to data-driven approaches.

Keywords: lactation curve; piecewise linear regression; vector representation

1. Introduction

The lactation curve (LC) is a periodic record of daily milk production in dairy cows for
a given time period. The value of milk yield per day is usually collected during the birth
cycle from delivery to dry off. It helps estimate the total milk yield of a farm and is used as
primary information to monitor the health conditions of individuals.

Many LC modeling studies have been conducted. Cunha et al. [1] compared various
empirical and mechanistic models to test the fitting performance of various LC models.
Models described by Dijkstra et al. [2], Wood [3], and Wilmink [4] displayed good fitting
performance for the high, medium, and low milk production groups. Hossein-Zadeh [5]
showed the efficiency of the models of Wood, Dijkstra, and Rook [6] in modeling produc-
tivity with a large dataset.

The LC models in previous studies were derived based on the one model fits all LCs
concept. Early models aimed to describe general lactation patterns based on mathematical
functions with several control parameters. The model represents the LC characteristics
for the entire group. The LCs are generated as the regression results of the parameter
estimation using the least square error approach. A typical shape, called the standard
pattern, is a convex curve that has a vertex with rapid transit from the delivery day and
a relatively slow drop after the vertex until the day of dry off. Conventional LC models
provide statistically optimal solutions. The models may be one of the basic references for
controlling mass milk production for large groups, such as a nation.

It was found that, for individual LCs, not all cases follow conventional LC models.
Typical patterns were detected in most of the cases [3]. Some atypical patterns, such as
a plat without a significant vertex, a valley with quick drop and recovery, or a convex
shape but with jagged lines, were also detected in the remaining cases [7]. Abnormal
breeding circumstances, such as sickness, relocation, or changes in feedstuff, generate
diverse patterns in LCs [8]. However, not all atypical LCs were included in these cases.
Some of these may have originated from individual biological characteristics. Atypical
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cases are not the majority. However, they are not trivial minorities to be ignored as outliers
in regression-based LC modeling.

To overcome the limitations of the early models, non-parametric approaches have
been proposed [9,10]. More general mathematical functions not specially designed to fit
the standard LC are used as the primary structure. Orthogonal-polynomials or regression
splines are typical tools. In orthogonal-polynomial-based approaches, an LC is formulated
in a linear combination structure with control coefficients. In regression spline models,
an LC is represented in a set of segmented splines joined at points called knots. Linear,
quadratic, and cubic polynomials were used to describe the segmented splines. The
segmented spline is found using regressions in each intervals between the two knots. The
increase in the complexity of the regression and higher-order splines with a large number
of knots results in a high computational burden.

Recently, IoT technology has enabled the collection of large data corpora from the
terminal data-acquisition points. Livestock is not an exceptional subject, and various smart
farming applications have been developed. Large-sized data can be easily collected owing
to the diffusion of automatic milking and breeding systems [11]. In addition, various types
of data, which could be external or internal clinical factors, such as temperature, feeding
amount, motion quantity, and rumination time can be collected with various types of
sensory devices on an individual basis. Individual identification with RFID tags allows
huge heterogeneous data collection, conserving the correlation among the data fields with
synchronized time marks. An increase in data size and dimension with high association
on the individual allows the research of modeling from average patterns to individual
deviations [12,13].

Machine learning algorithms make it possible to obtain the desired information or clas-
sification system, unlike conventional modeling, which uses fixed mathematical functions.
Artificial neural networks (ANNs), recently inherited advanced as convolutional neural
networks (CNNs) or deep learning, have been proven to be very successful for LC-related
research [14,15]. The learning phase of the algorithms is derived from regression analysis;
however, the primitive processing architectures are iterative bottom-up structures from
individual base datasets. To feed the ANNs for the learning phase, large preprocessed
datasets that preserve the association among data fields for individual specific cows, usually
called feature vector sets, are essential.

In order to use data-driven machine learning methods for LC-related research, a
data-oriented LC representation is essential. The intrinsic LC pattern also needs to be
well preserved in the representation to analyze correlations with other associated data.
A novel LC model based on piecewise linear regression (PWLR) is presented. An LC is
represented in feature vector form as a series of connected line segments in the PWLR
model, and the location and number of segments are determined by the maximum residual.
The critical points are determined at the rapid transit point in the LC. Linear regression
is performed for each divided sub-period of the LC between two critical points. If the
regression error for the sub-period is larger than a predetermined threshold, a new critical
point is added, and the regression process is repeated until the termination condition
is satisfied. This model expands the LC representation ability up to cases that do not
follow conventional LC patterns and can provide feature vectors of LCs to employ machine
learning techniques directly.

2. Materials and Methods
2.1. Conventional Regression Model

Table 1 lists well-known LC models [1,8]. The models of Brody [16], Wood [3],
Cobby [17], Wilmink [4], and Rook [6] are derived mathematically from empirical ob-
servations. The Dijkstra [2] model is a mechanistic model that considers both biological
and physiological characteristics of the mammary gland. These models were designed with
the underlying assumption that the basic LC shapes are convex with a vertex [18]. These
models exhibited good approximation performance for typical LC patterns, although there
were minor differences among them.
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Table 1. Conventional lactation curve models.

Model Function for LC

Brody (1924) y = a · e−b·t − a · e−c·t [16]
Wood (1967) y = a · tb · e−c·t [3]
Cobby (1978) y = a − b · t − a · e−c·t [17]

Wilmink (1987) y = a + b · e−k·t + c · t [4]

Rook (1993) y = a ·
[

1
1 + b

c+t

]
· e−d·t [6]

Dijkstra (1997) y = a · eb· 1−e−c·t
c −d·t [2]

a, b, c, d, and k are model parameters and t is time variable.

Figure 1 shows an example of the actual LC data and the fitting results using the LC
models of Table 1. As shown in Figure 1a, all the models showed good fitting performance
for the typical LC pattern. However, the approximation performance is poor for the atypical
case shown in Figure 1b. This undesirable phenomenon results in a novel representation
that can handle such LCs.
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(b) An atypical shape

Figure 1. Approximated LCs of the models listed in Table 1.

2.2. Piecewise Linear Regression Representation

An actual LC is usually a data sequence of daily milk yield for a given lactation period.
An LC can be represented as a vector, denoted as Y, as:

Y = [y0, y1, . . . , yn−1], (1)

where n is lactation period in days.
Piecewise linear regression (PWLR) is a non-parametric approach compared to con-

ventional regression models [19,20]. It depicts an LC as a vector of critical points. An LC is
divided into a set of connected line segments as shown in Figure 2. The critical points of
the line segments are represented as a vector and denoted as:

V = [P0, P1, . . . , Pp−1]
T , (2)

where Pi is the i-th critical point, defined as:

Pi = [di, yi, ri], (3)

where di is the day, yi is the milk yield, and ri is the total regression residual of the line
segment period from Pi−1 to Pi. For P0, ro is the maximum residual over the entire period.
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Figure 2. PWLR presentation of an LC.

The LC vector generation procedure for the PWLR model is illustrated in Figure 3.
Initially, the starting, ending, and vertex days, which have the maximum value of milk
yield for the lactation period, become the three anchors of critical points. The anchor points
are shown in Figure 3a. Regression residuals are measured as the root-mean-square for
the lactation period. If the size of the residuals is larger than the predetermined threshold,
an additional critical point is inserted between two consecutive anchor points (Figure 3b).
The new critical point is determined by the day with the maximum residual (or error).
Linear regressions were then adopted for the two sub-lactation periods divided by the new
critical points. This procedure was repeated until the termination condition was satisfied
(Figure 3c). Figure 4 shows the approximation results with p = 11 for the same LCs in
Figure 1.
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Figure 3. Fitting procedure of the PWLR model. (a) initial anchor points setting, (b) adding a new
critical point, (c) final fitting result.
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Figure 4. Approximation results using PWLR when p = 11 for the same LCs in Figure 1.

The fitting error can be reduced by increasing the number of critical points. However,
this leads to a phenomenon known as overfitting, in which models lose generalization. The
Akaike information criterion (AIC) [21] and Bayesian information criterion (BIC) [22] are
metrics used to measure the appropriateness of fittings. They were devised in an attempt
to assess a model in terms of complexity and simplicity [23,24]. A model with lower metric
values is preferred to avoid the negative effect of overfitting. BIC was selected to determine
the appropriate vector size for the PWLR because the sample size was not considered
for AIC.

BIC is defined as:
BIC = p · ln(n)− 2ln(L̂), (4)

where p is the number of model parameters, L̂ is the likelihood of the model, and n
is the sample size. The first term of Equation (4) indicates the model complexity: the
number of parameters involved in the model. In the PWLR model, p is given by the
number of critical points, since it is the most compatible counterpart for the number
of parameters. If we assume that the residuals are independent and follow a normal
distribution, the model likelihood can be simplified using the residual sum of squares (RSS)
as ln(L̂) = −nln(RSS/n)/2 in the linear regression [23,25,26].

2.3. Data Resources

The same dataset of [7] is used in this study. Samples were collected from four
commercial farms in Chungcheong Province, South Korea, from 2016 to 2018. Data were
collected daily from an automatic milking system (Astronaut A4; Lely Industries NV,
Maassluis, the Netherlands, three farms) and a conventional milking parlor system in one
farm (DeLaval international AB, Tumba, Sweden). In total, 330 LCs were obtained from
286 cows. All the individuals were healthy during the data collection period (subclinical
status were not considered). A total of 175 (66.4%) individuals were multiparous.

Data records for only 10–280 days after the delivery day were considered to unify
the LC datasets in our experiments and to minimize the differences in the days-in-milk
(DIM) caused by the breeding management of the four farms. LCs were z-normalized
and clustered into six groups using the k-medoids algorithm. The number of clusters was
determined using the elbow method, and each cluster was analyzed as in our previous
study [7]. The approach has superior noise immunization compared to the k-means algo-
rithm, although the computation burden is greater [27–29]. The initialization method of
the k-means++ algorithm was adopted to achieve fast initial convergence [30]. The method
chooses the initial points using a weighted probability distribution of inter-point distances.

A statistical summary of LC data is presented in Table 2. Group A was the largest
group, comprising 36.1% of the total LCs, and group F was the smallest group (3.6%).
Groups E and F had a relatively larger number of LCs obtained from primiparous indi-
viduals than the other groups. In particular, in groups E and F, the peak day was delayed
and the milk yield amount on the peak day was also relatively small compared to the
other groups.
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Table 2. Statistics for the LC groups.

Group A B C D E F

Number of cows 119 64 50 47 38 12
- distribution 36.1% 19.4% 15.2% 14.2% 11.5% 3.6%
- primiparous ratio 14.3% 43.8% 36.0% 21.3% 73.7% 83.3%

Parity 2.61 2.16 2.30 2.57 1.63 1.25
(0.12) † (0.17) (0.19) (0.20) (0.20) (0.18)

Total Milk Yield (liter/cow) 10,713 9930 10,351 10,504 9509 9806
(165) (261) (252) (275) (305) (459)

Peak Milk Yield (liter/cow) 53.08 46.39 47.14 54.25 42.70 45.82
(0.83) (1.24) (1.08) (1.34) (1.33) (2.26)

Peak Day (day) 59.92 86.25 119.68 54.94 144.00 119.92
(2.73) (4.61) (8.42) (6.11) (9.67) (25.73)

† standard error.

2.4. Evaluation

In the evaluation, the distance D between two LCs is the root-mean-square of the
element-wise difference of the daily milk yield amount of the two LCs as:

D(Y, Ŷ) =

√√√√ 1
n

n−1

∑
i=0

(yi − ŷi)
2, (5)

where Y and Ŷ are the LC vectors of the n-day lactation period defined in Equation (1).
If Y is a real LC and Ŷ is an approximated LC generated by an LC model, D(Y, Ŷ)

is considered the fitting error of the approximated LC, denoted as e f = D(Y, Ŷ). The
performance of an LC model is evaluated based on the approximation accuracy of a real
LC. The approximation accuracy can be measured using the fitting error.

If an LC model describes a real LC, it is best if the model has a minimum fitting error.
If an LC model depicts multiple LCs for a group, it would be the same as in the single LC
case. To fit multiple LCs together, the fitting error should be replaced by the mean of the
individual fitting errors as follows:

eg =
1
m

m−1

∑
i=0

D(Yi, Ŷ), (6)

where Yi is the ith member LC in the group, which is defined as Yi = [yi,0, yi,1, . . . , yi,n−1],
and m is the number of LCs in the group, which is called group size. The mean, rather than
the sum, is preferred to be independent of group size variations.

Evaluating the conventional LC models by eg is straightforward because they use
least-square-based regressions. If the PWLR model fits only an LC, the minimum fitting
error with a limited number of critical points may be compatible. However, for a group,
the PWLR cannot directly adopt the least-square method as the conventional method. This
is because PWLR works only for one LC and not for multiple LCs simultaneously.

A prototype LC is necessary from the target LC group to fit multiple LCs together, or
the PWLR model. The prototype LC should accurately represent the entire group of LCs.
In our experiments, the mean LC, denoted by Ȳ, was used. The mean LC is generated by
the daily mean values of the yield amounts of LCs in a group as follows:

Ȳ = [ȳ0, ȳ1, . . . , ȳn−1], (7)

where ȳi is given as:

ȳj =
1
m

m−1

∑
i=0

yi,j. (8)
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For performance evaluation, another metric for measuring the fitting error of a proto-
type LC was devised. In this evaluation, em is a fitting error to measure the approximation
accuracy of an LC model for a prototype LC instead of a group LC, where em is directly
given by the Equation (5):

em = D(Ȳ, Ŷ). (9)

The performance evaluation of the PWLR model by em is intuitive. However, for
conventional methods, it is an indirect metric, conversely to eg. In the evaluation, em is the
mean fitting error and eg is the intra-fitting error. In our experiments, both eg and em were
measured for objective performance evaluation.

The PWLR model risks the overfitting problem when the number of critical points is
excessively large. If an approximation of PWLR is overfitted to an LC, the intra-fitting error
eg would be much larger than the standard deviation of all member LCs. Representation
generality of an LC model can be tested by comparing the intra-fitting errors.

The representation generality of an LC model can be clearly evaluated through k-fold
cross-validation. In the k-fold cross-validation, all LCs in a group are equally divided into
k subgroups. A subgroup becomes a test set, while the others are merged into a training
set. All LCs in the training set are grouped through k-means clustering, the same as when
the dataset was generated in our previous study [7]. Subsequently, all LCs in the test set
were mapped to their closest group using z-normalized Euclidean distance [7]. Because
the LC groups of each fold are all naturally different, they are also re-labeled as the closest
original group, as shown in Table 2 for comparison under the same standards. The distance
between the two groups was measured as the z-normalized Euclidean distance between
their mean LCs.

A prototype LC, the mean LC in our experiments, is generated from each group of
the training set, and a PWLR model is approximate to each prototype LC. The intra-fitting
error of the test set was then calculated. It becomes, for example, eg,i of the ith trial. This
process is repeated k times until every k subgroup becomes the test set. Then, the fitting
errors for the cross-validation, ec is given by the mean value of the errors, for example, eg,∗
obtained from k trials:

ec =
1
k

k−1

∑
i=0

eg,i. (10)

The representation generality of an LC model can be evaluated using ec, which is
called the cross-fitting error.

3. Results

To demonstrate the validity of the PWLR model as an LC descriptor, approximation
accuracy and representation generality were tested using the LC dataset presented in
Table 2. First of all, the BIC test was performed to determine the appropriate number of
critical points. For each group in Table 2, BIC was calculated according to the increment in
the number of critical points, p, by one. The results are shown in Figure 5.

When p increased, BIC values dropped rapidly until p = 7 in all the groups. After
p = 11, the BIC values were stable and remained near the minimum values in all groups.
The first p for each group reached minimum BIC value of 11, 12, 13, 9, 10, and 12, re-
spectively. Based on this observation, 11 critical points were chosen for all groups. The
following experimental results were obtained with p = 11 at all times.

The vectors of the PWLR model applied to each group are listed in Table 3. Figure 6
shows the LCs of the six groups generated using the vectors in Table 3. The mean LC and
LC generated by the Wilmink model are simultaneously shown for the approximation per-
formance comparison in each group figure. To simplify the figures, the Wilmink model was
chosen as a representative from other models in Table 1 because it has the minimum fitting
errors. As shown in Figure 6d,f, the PWLR model maintains a the good description ability,
even when the LCs do not follow the typical convex style compared to the Wilmink model.
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Figure 5. BIC test results of the PWLR model for the LC groups in Table 2.

Table 3. LC vectors for the LC groups in Table 2.

V Group A Group B Group C

d y r d y r d y r

P0 10 39.13 12.77 10 27.95 27.63 10 29.74 34.71
P1 28 45.49 5.94 15 29.59 2.62 37 37.10 10.19
P2 36 46.60 1.62 25 35.18 3.84 54 40.67 5.92
P3 51 47.46 3.83 33 37.64 1.91 67 41.90 4.58
P4 71 46.94 3.42 50 40.51 3.53 90 41.38 7.59
P5 106 43.52 8.32 74 42.05 6.03 100 42.07 2.90
P6 134 42.58 7.05 147 37.28 27.63 186 40.15 34.71
P7 177 38.41 9.05 186 36.16 9.63 220 38.33 10.18
P8 212 33.01 11.31 226 33.04 10.15 254 32.30 12.07
P9 262 30.66 12.77 264 32.44 9.72 266 31.63 4.86
P10 280 28.81 1.99 280 31.10 1.81 280 29.09 1.60

Group D Group E Group F

d y r d y r d y r

P0 10 39.53 22.03 10 23.93 22.40 10 30.77 47.19
P1 15 40.77 3.54 39 31.78 10.24 32 37.67 13.38
P2 30 47.21 8.63 54 33.50 4.61 40 38.00 7.74
P3 37 48.10 2.91 69 34.01 5.05 50 36.24 7.64
P4 65 46.87 14.92 86 35.91 6.02 88 36.12 32.69
P5 95 42.94 16.07 99 35.72 5.53 104 31.73 12.87
P6 125 36.38 15.30 111 37.24 4.81 117 34.19 11.03
P7 152 33.97 9.34 154 36.76 16.66 132 33.03 13.41
P8 197 34.92 18.58 187 37.61 10.16 178 37.52 33.21
P9 213 36.14 6.41 209 36.38 9.08 251 38.97 47.19
P10 280 33.27 22.03 280 34.81 22.40 280 38.32 10.07

d, y and r are each represented for days in milk, milk yield and residual.
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Figure 6. Fitting results of the PWLR model for the groups.

Table 4 shows experimental results for evaluating the approximation accuracy. The
column group mean is for the simple average of group fitting errors without group size
weighting. The column whole set is for the fitting errors to the entire dataset. The LC
description ability of PWLR improved in all groups. The approximation accuracy of PWLR
dramatically improved for the groups with atypical LC shapes. For em, improvements of
76% and 48% were achieved compared to the Dijkstra model on group D and Wilmink
model on group F, respectively. However, the performance of PWLR did not improve for
fitting to the mean LC of the whole set. The accuracy inferiority was somewhat marginal
compared to performance improvements obtained in the group experiments. This is
because the conventional methods work with the least square to minimize the whole errors
where the PWLR model fits to the mean LC.

The advantages of the PWLR model are clearly shown in the experimental results. The
representation generality can be evaluated via eg, as well as the approximation accuracy,
as eg is calculated from the distance measurement between a model LC and real LCs
individually. The lower the value of eg, the better is the representation generality that is
achieved, and the better is the approximation accuracy. Although the eg reduction is not
high as em, the description performance of the PWLR model is superior to that of other
conventional methods in all cases.

The largest em of group F is associated with the following two observations: (i) the BIC
values are relatively large compared to other groups, and (ii) the proper number of critical
points is 12. These findings show that BIC works as a metric to determine the appropriate
number of critical points for PWLR. The larger eg of groups D and F in Table 4 is also
associated with the BIC test results.

The experimental results of the k-fold cross-validation are listed in Table 5. The PWLR
model has the lowest ec in groups A, B, D, and F, and remains at a lower value than the other
model in the other cases. For groups D and F, atypical LC groups showed 8% ec reduction.
Based on this observation, the PWLR model has a superior, or at least compatible, LC
description ability for both approximation accuracy and representation generality, while
the polymorphic paradigm is maintained.
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Table 4. Mean and intra-fitting errors for the dataset.

LC Group Whole

Model A B C D E F Mean Set

em Brody 2.553 0.788 2.073 2.682 1.261 2.019 1.896 0.742
Wood 0.668 0.953 1.147 2.675 0.507 1.978 1.321 0.609
Cobby 1.009 0.767 1.999 2.547 1.261 2.019 1.600 0.663

Wilmink 0.668 0.524 1.006 2.546 0.551 1.881 1.196 0.244 *
Rook 0.635 0.600 1.053 2.563 0.524 1.881 1.209 0.313

Dijkstra 0.693 0.464 1.121 2.368 0.578 2.018 1.207 0.248
PWLR 0.338 * 0.388 * 0.470 * 0.563 * 0.459 * 0.973 * 0.532 * 0.310

eg Brody 4.400 3.559 4.214 5.010 3.395 4.302 4.147 4.176
(0.166) † (0.184) (0.185) (0.244) (0.213) (0.527) (0.253) (0.093)

Wood 3.887 3.431 3.896 5.040 3.166 4.245 3.944 3.894
(0.145) (0.16) (0.177) (0.241) (0.191) (0.495) (0.235) (0.085)

Cobby 4.033 3.390 4.178 5.052 3.351 4.303 4.051 4.007
(0.153) (0.163) (0.185) (0.257) (0.193) (0.527) (0.246) (0.089)

Wilmink 3.898 3.296 3.686 5.017 3.063 4.167 3.854 3.822
(0.154) (0.163) (0.168) (0.255) (0.188) (0.499) (0.238) (0.089)

Rook 3.812 3.328 3.809 4.958 3.095 4.178 3.863 3.812
(0.145) (0.159) (0.176) (0.239) (0.19) (0.492) (0.234) (0.085)

Dijkstra 3.760 3.253 3.717 4.846 3.045 4.148 3.795 3.741
(0.146) (0.159) (0.167) (0.238) (0.187) (0.504) (0.234) (0.085)

PWLR 2.721 * 2.524 * 2.898 * 3.049 * 2.479 * 2.984 * 2.776 * 2.738 *
(0.097) (0.115) (0.135) (0.169) (0.171) (0.379) (0.178) (0.058)

† standard deviation; * min in each column; em and eg represent mean fitting error and intra-fitting error each;
Mean indicates the error average of group A–F, whereas Whole set means the error average of entire LCs.

Table 5. Cross-fitting errors of k-fold cross-validation.

LC Group Whole

Model A B C D E F Mean Set

ec Brody 4.436 3.956 4.068 4.605 3.709 7.460 4.289 4.524
Wood 4.036 3.821 3.763 * 4.682 3.486 * 7.442 4.095 4.445
Cobby 4.115 3.931 4.030 4.598 3.709 7.460 4.211 4.508

Wilmink 4.035 3.787 3.780 4.601 3.513 7.210 4.075 4.429
Rook 4.021 3.796 3.773 4.618 3.505 7.205 4.073 4.431

Dijkstra 4.024 3.782 3.824 4.540 3.519 7.434 4.078 4.424 *
PWLR 3.987 * 3.776 * 3.765 4.141 * 3.542 6.619 * 3.952 * 4.450

* min in each column; ec represents cross-fitting error; Mean indicates the error average of group A–F, whereas
Whole set means the error average of entire LCs.

4. Discussion

The shape of the LC is a phenotypic expression of the biological processes in cows.
The basic traits of LC are prototyped by the two rates of increase and decrease in milk
production dichotomized by the time at peak occurrence. Most previous studies on LC
modeling have focused on describing this phenomenon. LCs were modeled to determine
specific parameters, and the productivity factors for a herd were generated from the
parameters to estimate their relationship with other clinical factors. These models are still
widely used for average curves, which follow the standard pattern obtained from a large
herd [9].

Recent advances in computing power, data quality, and industry requirements of
precision farming have shifted the research focus from average patterns to individual
deviations. The processing of rich associated data with high dimensions and precision
provides a large amount of information available for management precision farming
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applications. Monitoring variation within individuals and controlling individual deviations
from expected patterns may be the main concerns of new research issues.

Recently developed machine learning techniques have provided good tools for new
research topics. Most machine learning algorithms extract the desired information di-
rectly from data without adopting specific mathematical functions that are essential in the
previous method. The direct use of data draws out the causal relationships between the
various types of information contained in the data. To use machine learning, the informa-
tion contained in the data must be well-preserved. The larger the data size is, the more
advantageous it is.

Enhancing the LC representation ability up to atypical cases and preserving the LC
patterns is one of the major aims of this study. Eventually, the vectorized LC representation
is intended to be used directly as data for machine learning, along with other clinical
data at an individual base. The PWLR model is advantageous for representing the LCs of
individuals or a small group of clusters. For general cases where an individual follows
typical LC patterns, the PWLR model may have marginal advantages, but it has greater
advantages for atypical cases of non-convex-shaped LCs.

The key idea is to represent LCs in the vector format of an array of critical points
that approximates the actual LC dataset. As mentioned in the previous section, the larger
the dimension of the vector, the better is the approximation accuracy. However, a higher
dimension does not always guarantee a better representation power. The overfitting
problem, referred to as the curse of dimensionality, is a well-known problem. Finding a
proper dimension of the vector to represent essential information is the key to success in
such data-driven approaches.

Two strategies can be used to complete the LC vector generation: keep recursion
until residuals are satisfied below the predetermined threshold or reach the limit for the
maximum allowable number of critical points. The first strategy regulates the regression
errors but cannot control the dimensions of the LC vectors. The second strategy unifies the
dimensions but cannot regulate the regression errors.

In this study, the dimension of the LC vectors (i.e., number of critical points in the
PWLR model) was unified as a fixed number. The proper dimension of the LC vector
was determined using BIC. The experimental results show a better representation ability
compared to previous LC models in terms of regression performance. However, this does
not mean that the PWLR model is better than the others in any application where the LC
model is necessary. Statistical-based models, most of the previous ones, may be better for
the prediction of milk yield amount in a large group, such as a local cooperative union of
a country. Regression errors for individuals are usually compensated for by others in a
large group.

This study only used a data-driven approach to represent LCs without feature selection
methods. The minimum number of critical points that satisfies the maximum allowable
regression residuals may be a good feature for LC classification. The distribution of the
critical points divided by the peak yield points could be a useful feature for phenotyping of
individuals. The fine feature selection procedure may be directly applicable to LC vectors,
which may lead to further understanding of the individual milking characteristics.

Persistency of milk production, a measure of the ratio change in milk production within
a period, is a valuable trait that is of direct economic interest because of its relationship
with reproduction, health, and feed costs [31–33]. Persistency can be calculated based on
the interval of the test day (generally one month) or using the parameters derived from
the model [34]. Considering that the PWLR model approximates LCs with connected line
segments, the traditional persistency measure can be applied and utilized in lactational
and biological analyses [33,35,36].

5. Conclusions

Data collection in dairy science has become easier and richer than in the past, and
various data-driven machine learning methods have been developed. In order to use these
various tools for LC-related research, data-centric LC representation is highly demanded.
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A vector representation of LC is presented without the use of a mathematical framework.
It regards an LC as a continuous line segment, and the location and number of segments
are determined by the maximum residual and the BIC. The descriptive ability of PWLR
model was evaluated in terms of approximation accuracy and representation generality.
The experimental results show that the presented method is superior to other conventional
models in describing typical and atypically shaped LCs as well.

This method requires additional adjustment of the number of critical points to maintain
an appropriate level of precision, and in some cases may lead to overfitting problems of
the LC. However, since this method is a data-centric, various other features can be directly
extracted without considering the mathematical derivations. Not only can this method
be directly applicable to machine learning techniques, but it can also enhance the LC
descriptive ability up to atypical cases while preserving the intrinsic LC patterns. The use
of this method for machine learning with associated LC-related datasets is beyond the
scope of this paper and remains as a future study.
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