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This paper discusses the stochastic and strategic control of 60 GHz millimeter-wave (mmWave) wireless transmission for distributed
and mobile virtual reality (VR) applications. In VR scenarios, establishing wireless connection between VR data-center (called
VR server (VRS)) and head-mounted VR device (called VRD) allows various mobile services. Consequently, utilizing wireless
technologies is obviously beneficial in VR applications. In order to transmit massive VR data, the 60 GHz mmWave wireless
technology is considered in this research. However, transmitting the maximum amount of data introduces maximum power
consumption in transceivers. Therefore, this paper proposes a dynamic/adaptive algorithm that can control the power allocation in
the 60 GHz mmWave transceivers. The proposed algorithm dynamically controls the power allocation in order to achieve time-
average energy-efficiency for VR data transmission over 60 GHz mmWave channels while preserving queue stabilization. The
simulation results show that the proposed algorithm presents desired performance.

1. Introduction

As actively discussed nowadays, virtual reality (VR) or aug-
mented reality (AR) applications have received a lot of atten-
tion by industry and academia research organizations [1-4].
In order to provide mobile services in head-mounted VR
displays in VR applications, establishing wireless connections
between VR video storage (called VR server (VRS)) and
head-mounted VR devices (VRD) is essential. The candidate
wireless technologies should provide ultra-high-speed data
communication speeds for transmitting VR video streaming
without latencies.

For massive high-volume and high-definition multime-
dia contents delivery, millimeter-wave (mmWave) wireless
communication technologies are widely discussed nowadays
[5-7]. In mmWave wireless communication research, 60 GHz
wireless technologies are generally and widely considered
[8-11] because it is only one standardized millimeter-wave
wireless technology so called IEEE 802.11ad [12].

In this paper, the 60 GHz wireless channel is explored
for simultaneous large-scale massive multimedia information
delivery based on following reasons:

(i) Multigigabit-per-Second (Multi-Gbps) Data Speed.
The currently existing mmWave wireless schemes are
able to support multi-Gbps data transmission speeds
owing to their ultrawideband channel bandwidth. For
truly immersive VR experiences, VR systems should
support the high-speed data communications, which
can be realized by the mmWave technologies.

(ii) High Directionality. mmWave wireless transmission
is extremely high directional due to its high carrier
frequencies. According to the fact that large-scale
and densely deployed VR users will perform wireless
communications, relatively high interference occur-
rence is expected. If the transmission beams are
quite narrow, the interference impacts will be obvi-
ously reduced. Therefore, the high directionality of
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mmWave propagation is beneficial in terms of the
interference reduction.

Based on the 60 GHz wireless communication technolo-
gies, this paper proposes a strategic and stochastic queue con-
trol algorithm to minimize the time-average expected power
consumption (which is equivalent to maximizing the time-
average expected energy-efficiency) subject to queue stabi-
lization. The VRS calculates the amount of transmit power
allocation for transmitting data (from the transmission queue
in VRS) to its associated VRD. If the amount of transmit
power allocation at VRS is quite high, more bits will be
processed from the queue within the VRS. Then, the queue
should be more stable whereas power (or energy) manage-
ment is not efficient. On the other hand, if the amount of
transmit power allocation is relatively small, the small num-
ber of bits will be processed from the transmission queue
within the VRS. Processing insufficient number of bits results
in queue overflows in the VRS queue, which is not allowed
because it will lose VR information at the VRS. The VR infor-
mation loss should induce users’ unsatisfactory experiences.
Therefore, an energy-efficient stochastic transmit power
allocation algorithm is required to transmit bits with the con-
cept of the joint optimization of energy-efficiency and buffer
stability.

The last sections of this paper are as follows: the reference
distributed VR network platforms is introduced in Section 2.
The next section introduces 60 GHz wireless technologies
with 60 GHz IEEE 802.11ad standards. Based on the introduc-
tion, the methodologies for estimating maximum communi-
cation speeds are presented in Section 3. In Section 4, strate-
gic and stochastic control for mmWave transmit powers for
the minimization of time-average expected power con-
sumption subject to queue stabilization is proposed based
on 60 GHz mmWave wireless channel understanding. The
related intensive simulation results are presented in Section 5,
while Section 6 concludes this paper.

2. Reference Mobile Virtual Reality Network
Model with 60 GHz Millimeter-Wave
Wireless Links

Current VRDs support 360-degree video applications to
allow users to interact with digital environments and objects.
For example, according to users’ head motions such as pitch-
ing (leaning forward/backward), yawing (rotating left/right),
and rolling (spinning clockwise/counterclockwise), the state-
of-the-art VRDs offer corresponding video images to the
users. Oculus GearVR [13] is a representative one of such
VRDs in market, which nicely provides 4K full HD video
playback.

However, unfortunately, it is hard to agree that current
VRDs are providing the truly immersive VR experiences that
have been an aspiration of many. That is because the truly
immersive VR systems should have three essential features:
quality, responsiveness, and mobility [14]. The quality means
the realistic visual portrayals, which should be based on high

Mobile Information Systems

resolution video images. For instance, videos at 6K resolution
(i.e., the 6K video streaming service already exists in market)
or videos at 8K resolution may be the candidate to provide
such high quality visual portrayals. The responsiveness means
how fast a user’s motion is reflected to the video playback in
a VRD. Due to very high sensitivity of human ocular propri-
oception, immediate feedback from the motion to the VRD
display is necessary, whereas the current VR systems may not
be able to support such fast responsiveness. Meanwhile, the
mobility is regarding a question of what we can do in real
world but cannot in the current VR systems. Namely, we can
move left/right, go forward/backward, and jump up/down,
which may cause nothing in the current (typical) VRDs.

Extensive research efforts have been invested to overcome
the limitations of the current VR systems, thereby meeting
the aforesaid requirements. For example, Facebook has pro-
posed the dynamic streaming technique to provide 6K video
streaming service [15]. Furthermore, tremendous efforts on
new video codecs to support high quality video with high
efficiency make us expect that the high resolution videos will
be no longer an issue in near future. For the fast respon-
siveness issue, embedding the bigger size caches (thanks to
semiconductor technology progress) into VRDs seems to
be a plausible solution; in that a VRD then rarely needs
to send its motion information to a VRS and wait for the
corresponding video data to be delivered from a VRS. For the
mobility issue, researchers have recently started studying on
motion parallax [16], which has been driving the advent of 8K
video applications. By taking a user’s position and direction
into consideration, these 8K video applications are beyond
the conventional three degrees of freedom (DoF) and enable
any motions to be reflected.

Nevertheless, the truly immersive VR systems do still
have a major challenge, the high-speed VR network. As rising
resolution of video applications including various parallaxes
of each single image, the video applications require a lot of
data and delivery of these experiences across the Internet
presents the inevitable challenge on network (i.e., even 6K
resolution used by the GearVR may be 20 times the size of 4K
videos). We have searched on the most possible solutions and
eventually determined that the mmWave-based network is
the strongest candidate for the near future VR system.

Our proposed model of the VR system including
mmWave-based VR network is described in Figure 1. One or
multiple mmWave antennas are deployed in the system, each
of which supports the GHz data transmission. The user’s
requests, for example, motion changes and VRD controls,
are delivered to the VRS, and the VRS performs appropriate
actions such as serving different video streaming, sending dif-
ferent parallax images in the playing video, and compressing
the video with different codec. The mux logic in the figure
shows one of the control ways that the VRS carries out to
respond to the corresponding user information. When the
video data is delivered, each data is piled up in the buffers. The
VRD may have multilayer buffers to realize various controls
in the video playback.
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FIGURE 1: Concept of the proposed VR system exploiting the mmWave-based VR network.

3. Maximum Communication Speed of
60 GHz Wireless Systems with IEEE
802.11ad Standard Features

This section mathematically calculates the maximum speed
(i.e., upper bound) of wireless data transmission over 60 GHz
mmWave channels and eventually defines the quality of VR
video streaming, through the following steps: (i) calculating
the received signal strength at VRD, (ii) obtaining maximum
wireless data transmission speed, and (iii) defining the quality
of streaming. The maximum wireless data transmission speed
will be derived with two possible ways: (i) using Shannon
capacity equation and (ii) using the level of supportable mod-
ulation and coding scheme (MCS) defined in IEEE 802.11ad
specification and its associated wireless data transmission
speed.

3.1. Calculation of the Received Signal Strength at VRD. The
received signal strength in 60 GHz mmWave wireless chan-
nels that depends on distance between VRS and VRD
(denoted by d) at VRD in a milli-Watt scale, PVRD (d), can be
calculated as follows:

P (@) = frw (Pigw (), )

where f,w(x) = 10°/1° and chx? (d), that is, the received sig-
nal strength in 60 GHz mmWave wireless channels depend-
ing on distance between VRS and VRD (denoted by d) at
VRD in a dB scale, can be obtained as follows:

Py (d) = Gy + Py — L(d) + Gy, (2)

where GX;S, GXéD, and ng;sl are the transmit antenna gain at
VRS in a dB scale, the receive antenna gain at VRD in a dB
scale, and the transmit power (assumed to be 19 dBm [17]) at
VRS in a dB scale, respectively; L(d) is the path-loss that
depends on d. In the equation, GX;S = 24 dBi according to
[17], and we assume GX;D = 0 dBi, which corresponds to the

omnidirectional receive antenna at VRD. Note that assuming
omnidirectional receive antenna at VRD is beneficial because
it reduces beam training time overhead that is essential for
mobile mmWave services as clearly discussed in [18].

According to the 60 GHz IEEE 802.11ad line-of-sight
(LOS) path-loss [19], the dB scaled L(d) in (2) can be defined
as follows:

L(d)=A+20log,, (fgu,) + 10nlog,, (d), 3)
where A is a specific value for the selected type of antenna
and beamforming algorithm that relies on the antenna
beamwidth, that is, A = 32.5dB, as defined in [19]. In addi-
tion, the path-loss coefficient » is set to 2, and fy, is the
carrier frequency in GHz; thereby fy, = 60. The direct paths
between VRS and VRD have no obstacles; thus LOS model is
considered in this research.

Based on the calculation result of the received signal
strength in VRD, the interfering signals are added to the
desired transmission through the main wireless link from
VRS to VRD. Therefore, signal-to-interference plus noise
ratio (SINR) in a dB scale, denoted by y45, can be obtained as
follows:

PVRD d
#) , @

Nypw + ZIESI mW

Yap () = fap (

where fip(x) = 10 - log,,(x) and n,,y, is a background noise
in a milli-Watt scale that can be derived as follows [20]:

Nw = me (kBTe + 1OlogIOB + Fn) . (5)

In (5), kgT, is a noise power spectral density which
is —174dBm/Hz [20], B is one subchannel bandwidth in
60 GHz mmWave which is defined as 2.16 GHz in IEEE
802.11ad [5], and F, is a noise figure which is assumed to be
5dB [12]. S; in (4) is a set of the wireless transmissions from
VRS to VRD (those are not our main considering VR wireless
communications) excluding the aforementioned main video
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FIGURE 2: Interference scenario with directional transmit antennas.

streaming, that is, a set of interference transmissions. In
addition, I;inw means the interference in a milli-Watt scale to
our main VRD induced by the neighbor 60 GHz mmWave
wireless transmissions from links i where i € S;. In a conse-
quence, the interference from the 60 GHz mmWave wireless
link 7 can be expressed as follows:

L = faw (Gl (6%97) + Pig’ —L(d)),  (6)

where Pé’grﬁs stands for the transmit power from the VRS of
60 GHz mmWave wireless link i and L(d;) is the path-loss in
(3) for d,, that is, the distance between the VRS of link i and
the VRD of the main video streaming. Lastly, G;y"* (6%, ¢*)
is the transmit antenna radiation gain from the transmitter
of 60 GHz mmWave wireless link i to the VRD of main video
streaming. It means that 0" and ¢* are the azimuthal and ele-
vational angular differences between two links (one link is
main video streaming and the other link is wireless link 7).

Figure 2 provides an example for the interference sce-
nario. As illustrated in Figure 2, there exist two parallel VR
wireless data transmissions. One is from the VRS of main
video streaming (named VRS A in Figure 2) to its associated
VRD (named VRD A in Figure 2) of main video streaming;
and the other one is from VRS of wireless link i (named VRS
B in Figure 2) to its associated VRD of wireless link 7 (named
VRD B in Figure 2).

0" and ¢* are the azimuth and elevation angular differ-
ences between the link 7 and main video streaming, respec-
tively. As illustrated in Figure 2, the directional wireless
transmission from VRS B to VRD B will be one potential
interference source to the VRD A.

3.2. Obtaining Maximum Wireless Data Transmission Speed.
In order to obtain the maximum wireless data transmission
speed, two possible methods may exist: (i) using Shannon
capacity equation (refer to Section 3.2.1) and (ii) using the
level of supportable MCS defined in IEEE 802.11ad specifica-
tion and its associated wireless data transmission speed (refer
to Section 3.2.2).

3.2.1. Using Shannon Capacity Equation. Based on the SINR
calculated in (4) in Section 3.1, the theoretical maximum
wireless data transmission speed is formulated as

B-log, (yas (4)), )

where B is one subchannel bandwidth, which is 2.16 GHz in
60 GHz mmWave wireless systems.

3.2.2. Using the Level of Supportable MCS Defined in IEEE
802.11ad Specification and Its Associated Wireless Data Trans-
mission Speed. This subsection uses y45(d) which resulted
from the previous step in Section 3.1. The derived y45(d) will
be compared with the receiver sensitivity defined in IEEE
802.11ad specification [12]. The receiver sensitivity values and
their associated supportable wireless data transmission
speeds are summarized in Table 1 [12]. However, the direct
comparison between r45(d) and the values in Table 1 [12] may
not be possible. Instead, the values should be converted to
signal-to-noise ratio (SNR) as

SNRE, = [Receiver-Sensitivity] — ngg.., (8)
where [Receiver-Sensitivity]¥ is a receiver sensitivity of MCS
level k; SNRY, is the associated corresponding SNR of the
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TaBLE 1: IEEE 802.11ad single-carrier MCS table [12].

Receiver Selected MCS indices
Sensitivity (Data rates, unit: Mbps)
—78 dBm MCSO0 (27.5)

-68 dBm MCSI1 (385)

—-66 dBm MCS2 (770)
-65dBm MCS3 (962.5)
—64dBm MCS4 (1155)
-63dBm MCS6 (1540)
-62dBm MCS7 (1925)

—61 dBm MCS8 (2310)
—59dBm MCS9 (2502.5)
—-55dBm MCSI10 (3080)
-54dBm MCSI1 (3850)
-53dBm MCSI12 (4620)

receiver sensitivity of MCS level k, and nypg,, is a background
noise in a dB scale as previously presented in (5). When the
obtained y45(d) value in Section 3.1 is in between SNRj; (i.e.,

the SNR of MCS index i (lower)) and SNRéB (i.e., the SNR
of MCS index j (higher)), the 60 GHz mmWave wireless link
of the main video streaming uses the MCS index i. Once we
determine the supportable MCS level, the associated wireless
data transmission speed is obtained from Table 1.

3.3. Quality Estimation of Wireless Video Streaming [12]. In
order to estimate the quality of the wireless video streaming
that depends on the derived maximum wireless data trans-
mission speed, we use the model presented in [5, 12]. This
section summaries the discussion in [5, 12]. The wireless
transmission of 1080 p @ 30 fps (30 frames, each of which has
1080-by-1920 pixels, will be presented in a display per second)
in RGB (8 bits for each Red/Green/Blue color representation,
i.e,, 8 x 3 = 24 bits) video frames with no compression (no
source coding but only channel coding exists) requires the
1.5-gigabit/s (Gbps) wireless data transmission speed since
each frame has 1920 x 1080 pixels with 30 frames per second,
and each pixel has 24 bits in an RGB format. Similarly, the
wireless data transmission speed of 3 Gbps is at least required
for the full-quality 1080 @ 60 fps streaming in RGB (i.e.,
1080 % 1920x24 x60). In YCbCr 4: 2: 0 formats, the required
wireless data transmission speed is half of the wireless data
transmission speed in RGB formats; that is, 0.75 Gbps and
1.5 Gbps speeds are required for nonsource-coded real-time
1080p @ 30fps and 1080p @ 60fps video streaming, as
introduced. If the maximum wireless data transmission speed
calculated and obtained in Sections 3.1 and 3.2 is less than the
full-quality threshold, the quality may degrade. One widely
suggested reference model of the quality is as [5, 12]

if X < X0
)

— 1 1),
log, (tye + 1) 8 Y
X

fq(x) =

otherwise,

max>

where « is a base (1 < «), x,,,, is a desired wireless data
transmission speed for the uncompressed streaming (i.e.,

0.75 Gbps in 1080 @ 30 fps in YCbCr 4: 2 : 0 formats; 1.5 Gbps
in 1080p @ 60fps in YCbCr 4:2:0 formats; 1.5Gbps in
1080 p @ 30 fps in RGB formats; and 3.0 Gbps in 1080 p @
60 fps in RGB formats), and x is the achievable wireless data
transmission speed derived in Sections 3.1 and 3.2.

4. Proposed Strategic Control of 60 GHz
Wireless Communications in Mobile Virtual
Reality Applications

4.1. Design Rationale. For each wireless transmission from
VRS to VRD, if the transmission queue in VRS is almost
empty, the transmission algorithm should not need to allocate
a lot of transmit power in order to transmit more bits
from the queue. Then, the algorithm will allocate relatively
little amount of powers into the transmitter in order to
work in the energy-efficient manner. On the other hand, if
the transmission queue in VRS is almost occupied by
VR data information (almost in the overflow situations),
the transmission algorithm should allocate relatively large
amount of powers into the transmitter in order to avoid the
queue-overflow situations. Therefore, this section proposes
a stochastic optimization framework that works for the
minimization of time-average expected power consumption
(which is equivalent to the maximization of time-average
expected energy-efficiency), while preserving queue stabi-
lization that depends on the queue-backlog sizes in each unit
time.

4.2. Strategic Control of 60 GHz Wireless Virtual Reality
Applications. For each VRS v; € 7" where 7 is the set of
existing wireless links between VRSs and VRDs, the queue
dynamics in unit time ¢ € {0,1,...} can be formulated as
follows:

Qlt+11=(Q[t] - g [t] + A [t])",
Qi [0] =0,

where (a)" = max{a, 0} and Q;[t], ;[t], and A;[t] mean the
queue backlog at VRS Vv; € 7 at ¢, the departure process
(i.e., wireless transmission of VR videos to VRD) from VRS
Vv; € 7" att, and the arrival process (i.e., VR video chunk
placement) to VRS Vv; at t, respectively. The unit of Q;[t],
u;[t], and A, [t] is bit. Here, y;[t] and A;[t] mean the amounts
of transmitted bits from VRS Vv; € 7  to its associated
VRD at unit time t over 60 GHz mmWave wireless channels
and the generated data in VRS Vv; € 7 to be transmitted
to its associated VRD at unit time ¢ over 60 GHz mmWave
wireless channels, respectively. Notice that the arrival process
is independent of power allocation decision.

In order to formulate g;[t], we consider the case whereby
the maximum wireless data transmission speed is obtained
from the Shannon capacity equation. Then, according to (1)
and (2), it is obvious that

u; [t] = B-log, (yap (d)) (1)

PVRD (g
= B-log, <de<%)) "
m i€S; "TmW

(10)
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Parameters;

(iii) n,,y: background noise
(iv) GX;S transmit antenna gain at VRS

t=0;
/T
while t < T, do

(i) Observes Q;[t], d, and I'

mw?>

(i) V: a parameter for power-delay (queueing delay) tradeoffs
(ii) B: channel bandwidth (2.16 GHz in 60 GHz mmWave wireless systems)

(v) P: a set of possible power allocation candidates
(vi) S;: a set of possible interference sources
Stochastic Power Allocation for the Transceiver of VR Server (VRS);

ey the number of discrete-time operation;

(ii) Finds stochastic optimal power allocation P, 45 [¢] in & which can minimize;

PYRS [t] - VBQ, [t] log, (de

VR
PS

( Fuw (G + P [t] - L(d)) >>

Anw + Ziesl mw

ALGORITHM : Stochastic power allocation for the minimization of time-average expected power consumption subject to queue-stabilization

in the transceiver of virtual reality (VR) servers.

=B

(fmw(GXéiS + Pl — (d)+GVRD)>> (13)

Ny + ZiESI mW

GVRS 4 pYRS _ [ (4
= B-log, (de<me( an o ( ))>> (14)
Rpyw + ZiESI mw

VRD
Gap

-log, (f dB

Note that is disappeared in (14) because GVRD

0dBi (again, we supposed the omnidirectional receiver
antenna setting).

The mathematical program to minimize the summation
of the time-average expected power consumption (which is
obviously equivalent to the maximization of the summation
of time-average expected energy-efficiency) is as follows:

min Z [2\211}35111 > (15)
v,€V
where [E[I{\fiRBfn] stands for the time-average expected power
consumption at v; € 7/, and this is equivalent to

mn ¥ (smiTEme) o
Vi 54

Note the objective function in our stochastic optimization
framework has the following two constraints: (i) a constraint
for queue rate stability and (ii) a constraint for discretized
power allocation due to radio frequency (RF) hardware
design limitations (i.e., it is impossible to allocation real-
number scaled transmit powers). The first can be expressed
as

E[E[Q[]]

T

lim —
t—oo

=0, W, e, (17)
7=0

and we can rewrite (17) in this formulation:
=

llm Z[E Q;[r]] <o, Vv, e?. (18)

The constraint for discretized power allocation can be
expressed as

Pl [t € 2

2 {pmin’pl’pZ""’pmax}' (19)

Now, let us introduce a new variable ©(t) that denotes
the column vector of all queues in VRSes at unit time ¢ and
iteratively define the quadratic Lyapunov function L[t] as
follows:

L[t] = —@ [t]©[t] = 22 Q1) (20)

v,V

where ©T[t] denotes the transpose of ®[t]. Then, let us
introduce another new variable A[t] that is a conditional
quadratic Lyapunov function that may be formulated as
follows:

At]=E[L[t+1]-L[t] | ®[t]], (21)

that is, the drift on unit time ¢. The decision-making policy
of the dynamic and stochastic power allocation is designed
to (i) solve the minimization of time-average expected power
consumption formulation by observing the current queue-
backlog sizes Q;[t] and (ii) iteratively determine the amount
of power allocation P, dBm for maximizing a bound on

E[P™ [ 0[] -VA[H, (22)

where PV®[¢] is the column vector of R";&;[t], Vv, € 7,
and V is the positive constant control parameter setting of
the dynamic/stochastic decision-making policy that affects

the power-delay (i.e., queueing delay) tradeofts.

The proposed algorithm involves minimizing a bound on
E[PV®[t] | ©[t]] - VA[t]; and finally this Lyapunov opti-
mization theory gives Algorithm 1 to minimize the following
equation:

Z 1\3]{3?1'1 [(]+V Z Q11 (A [1]

- ;i [t]).
v,V v,V (23)



Mobile Information Systems

In (23), A,[t] is independent of power allocation and thus
it is not controllable by power allocation. Therefore, it can be
ignored; that is,

Z R\:illzsin -V z Q; [t] i [t]. (24)

v,€V v, €V

According to the fact that y;[t] can be derived by (14),
finally (24) is reformulated as follows:

Y Pl 1=V -B- Y Qt]

v,V v,V

og ( f ( Fuw (G5 + Pt -1 ) ))
. 2 dB s

Nw + Zies, mw

(25)

where Pi\ﬁgn[t] is the transmit power allocation at VRS in a
dB scale at unit time t inv; € 7.

In (25), it is clear that the given equation (25) is separable;
that is, the separated minimization of the objective function
of each VRS Vv; € 7" introduces the minimization of (25).
Therefore, each VRS Vv; € 7 minimizes its own objective
function as follows:

VRS
Pi,dBm [t]

_VBQl[t]

< Soiw (i + Pl 1] ~ L) )) (26)

Mow + Zies, mw

-log, <de

From this given (26), we have to find the amount of power
allocation that minimizes (26). Therefore, our final closed-
form solution is as follows:

VRS
Pianmlt1€%

Pipn[t] «—arg min {R%RB; [t] - VBQ, [t] log, (de

<fmw (e + Pigin [1] - L () ))} o

Npw + ZIGSI mW

The entire stochastic procedure is also described in
Algorithm 1.

5. Performance Evaluation

This section consists of (i) simulation parameter settings
(refer to Section 5.1) and (ii) performance evaluation in
terms of queue dynamics and energy-efficiency (refer to
Section 5.2), respectively.

5.1. Simulation Settings. For evaluating the performance of
our proposed queue-stable time-average expected power
consumption minimization algorithm, the following simula-
tion parameters are used:

(i) Transmit antenna gain: 15 dBi [17].

(ii) Transmit power allocation set & in (19) [17]:

Eq) < {pmin =10 dBm’ P1 =13 dBm, pZ

(28)
=16dBm, p,,, = 19dBm}
(iii) The number of interfering sources: 3.
(iv) V settings (three different values):
\%4
(29)

2V, =1x107%, v, =5%107%, V; =5x 107}

For the simulation study in this paper, we have three
different simulation results; those are conducted with three
different V settings, that is, V = V; = 1 x 107> (for Figures
3(a)and 3(b)),V =V, =5x 1072 (for Figures 3(c) and 3(d)),
andV =V, =5x 107%* (for Figures 3(e) and 3(f)).

5.2. Simulation Results. In this section, we tracked the queue
dynamics and energy consumption behaviors as plotted in
Figure 3. As shown in Figure 3, the proposed strategic
control algorithm shows stable performance. If the queue-
backlog size reaches certain levels, the proposed stochastic
and strategic algorithm tries to stabilize the queue backlogs.
As presented in Figures 3(a), 3(c), and 3(e), the queue-backlog
sizes are stabilized near 1.5 x 10" bits, 0.5 x 10" bits, and 3 x
10" bits, respectively. Comparing to the performance of the
proposed algorithm with V = V; = 1x107>, the performance
of the proposed algorithm with V' = V, = 5 x 107 takes
more queue stability because the average queue-backlog size
becomes more smaller. It means that the proposed algorithm
with V = V, = 5 x 107> pursues more queue stabilization.
In addition, the proposed algorithm with V = V; = 5 x 107
allows more queue-backlog sizes (i.e., allowing more queue-
ing delays) comparing to the proposed algorithm with V' =
V, =1x107%,

In Figures 3(b), 3(d), and 3(f), energy consumption
behaviors with strategic stochastic control are simulated
and plotted with various V' values. As presented in Figures
3(b), 3(d), and 3(f), more queue stability takes more energy
consumption (especially refer to Figures 3(c) and 3(d)). This
is reasonable due to the fact that more energy consumption
for more transmit power allocation definitely leads to the
stability of queues due to the fact that it will process more
bits from the queue via increased SNR. The average energy
consumption values and queue stability points with various
three V' settings are presented in Table 2.

As shown in Table 2, the tradeoff between energy-
efficiency and queue stability is observed with various V
settings. In this case, due to the fact that energy-efficiency and
queue stabilization have tradeoff relationship, more queue
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FIGURE 3: Queue dynamics and energy consumption behaviors for our proposed stochastic algorithm with various V settings.
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TABLE 2: Average energy consumption and queue stability point in each time slot with various V settings.
% v, v, v,
Energy consumption (unit: milli-Watt) 588.9934 623.8235 550.3866
Queue stability point (unit: bits) ~1.5 x10" ~0.5 x10" =3 x10"

stabilization takes more energy. Therefore, the proposed
algorithm with V = V, = 5x107* isless energy-efficient. This
result states that the proposed algorithm with V' =V, = 5 x
1072 is more suitable for real-time (or time critical) VR video
contents. However, this (setting V as big as possible) definitely
introduces more energy consumption; that is, setting V' as big
as possible is not always good. In this case, the system needs
to consider additional energy provisioning mechanisms (e.g.,
more lithium battery allocation and self-charging mechanism
investigation in hardware platforms).

Notice that our considering stochastic network optimiza-
tion and control theory formulated in (24) shows that higher
V value setting provides more weights on queue stabilization.
This theoretical discussion is verified with this simulation
result.

6. Concluding Remarks and Future Work

This paper proposes a strategic stochastic control algorithm
that is for the minimization of time-average expected power
consumption subject to queue stability in distributed VR
network platforms. In distributed VR network platforms, the
VRS contains VR contents that should be transmitted to the
head-mounted VRD. For the wireless transmission, 60 GHz
mmWave wireless communication technologies are used
owing to their high-speed massive data transmission (i.e.,
multi-Gbps data speed). On top of this 60 GHz wireless
link from VRS to its associated VRD, a stochastic queue-
stable control algorithm is proposed to minimize the time-
average expected power consumption. The VRS calculates
the amount of transmit power allocation for transmitting bits
from VRS to its associated VRD. If the amount of transmit
power allocation at VRS is quite high, more bits will be pro-
cessed from the queue. This control eventually stabilizes the
queues whereas power (or energy) management is not opti-
mal. On the other hand, the small number of bits will be pro-
cessed from the VRS queue if the amount of transmit power
allocation is not enough. Then the VRS queue should be
unstabilized, which should introduce the queue overflows in
the VRS. Therefore, an energy-efficient stochastic transmit
power control algorithm is necessary to transmit bits from
the VRS queue under the design rationale of the joint
optimization of energy-efficiency and buffer stability. Our sim-
ulation results demonstrate that our proposed control algo-
rithm achieves desired performance.

As one of major future research directions, realistic and
automatic V value setting strategies will be studied for the real
implementation of the proposed stochastic control algorithm
in wireless VR platforms. One of preliminary results in terms
of adaptive V setting is presented in [21].
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