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ABSTRACT With the increase of rich datasets from various online platforms, predicting user behavior has
been one of the most active research topics. The user behavior on these online platforms includes listening
to music, watching videos, purchasing products, checking-in to places, and joining online sub-communities.
Predicting online user behavior is an important challenge for various applications. Personalization, recom-
mendation systems, target advertisements are based on user behavior prediction, where user’s next purchases
or actions need to be predicted. In this paper, we propose a hybrid generative model that can predict user
behavior considering multiple factors. While previous work has been focused on two aspects individually:
predicting repeat behavior or predicting new behavior, our model considers both aspects simultaneously
during the learning process. The user-specific preference component is used to capture repeat behavior
patterns, while the latent group preference component is used to discover new behavior. Besides these
two components, we also consider the exogenous effect, which is not captured in the former two. Our
experimental results on real-world datasets show how our proposed model outperforms the state-of-the-art
model.

INDEX TERMS Online user behavior prediction, topic modeling, latent Dirichlet allocation, mixture model,

generative model.

I. INTRODUCTION

Predicting online user behavior is crucial in various online
applications, including recommendation systems, online tar-
get advertising, and personalization systems, to name a few.
These applications are generally associated with predictive
mechanisms that predict the future behavior of users, such
as purchasing products, checking-in to place, or selecting
songs and videos. In this sense, predicting behavior is similar
to predicting or recommending consumed items for users.
Thus, we use both ““behavior” and ““item’ terms in this paper
without any difference in the meaning.

With the growth and intense competition in e-commerce
and online services, online user behavior prediction has
become an active research field. Various techniques have
been applied to tackle this problem, such as Matrix factor-
ization [1], [2], Latent Dirichlet Allocation [3]-[5], Markov
model [6]-[9], Recurrent neural network [10]-[12] and so on.
Those techniques usually focus on predicting behavior which
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user have not performed (new behavior) or behavior which
user has done in the past (repeat behavior). The importance
of predicting repeat behavior has been discussed in several
past research [13], [14]. Other authors [15] focused on new
behavior and indicated that the quality and usefulness of
recommendations depend on the novelty of suggested items.
For instance, recommending unseen movies for users is more
useful than suggesting movies that users have watched before.
As such, we believe that it is crucial to consider both types of
behavior to understand online user behavior fully.

In this paper, we propose a hybrid generative model
that considers both aspects of user behavior based on
Latent Dirichlet Allocation (LDA). We named our model as
“generative” model because the prediction process in our
model is similar to the generative process. LDA 1is a genera-
tive statistical model which is originally used in text analysis
to discover the hidden topic in the collection of documents
[16]. Although LDA is introduced for text analysis, several
researchers [3], [5], [17], [18] have employed this technique
in recommendation tasks and achieved considerable results.
Besides, this method was chosen as a basis for our model
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development because of two features that it demonstrates:
(1) By using LDA, our model can explore new behavior,
and (2) Combining LDA with other components is feasible.
Throughout this paper, we treat the inferred ““topics” in LDA
as “latent group preference”.

Apart from LDA, we use another component to exploit the
behavior history pattern by considering the specific distribu-
tion of item consumption of each user, which we name as
“user-specific preference”. Finally, we add one component
to capture the exogenous factor, or, in this case, “popularity”,
which can affect the user behavior that is unexplained by the
two.

Our primary contributions can be summarized as follows:

« We propose a generative mixture model for online user
behavior prediction.

« We consider three major factors of user behavior:
1) latent group preference, 2) user-specific preference,
3) exogenous effect.

o We test our model on real-world datasets and show com-
pelling results compared to the state-of-the-art model.

The remainder of this article is structured as follows.
In Section II, we provide a summary of related work.
Section IIT introduces our model, followed by Section IV
with experimental evaluations. Finally, Section V presents
our conclusions.

Il. RELATED WORK

In this section, we briefly present some of the research lit-
erature related to predicting online user behavior problems.
These studies can be divided into two different groups: stud-
ies focusing on new behavior and studies focusing on repeat
behavior. Both types of behavior should be considered to
build an effective recommendation system.

A. NEW BEHAVIOR PREDICTION
Researches on predicting new behavior concentrate on behav-
ior that users have not performed in the past. Authors in
[15] show that suggesting useful novel items for users will
decide the success of the recommendation system. Sev-
eral approaches have been proposed to tackle this problem.
Content-based recommendation is a conventional and tra-
ditional approach for suggesting new items [19]. Systems
based on this approach examine the properties of items or
preferences of users to make suitable predictions, such as
text content of an article, lyric of a song, characteristic of
a user, etc. However, this information is not fully available
on every platform, which challenges the application of this
approach. Thus, collaborative filtering is a more suitable
technique for discovering new items without detailed content.
Collaborative filtering [20] approach requires the value
of rating or co-occurrence between users and items,
which can be conveniently obtained in different platforms.
When applying this approach, user behavior is summarized
into a user-item matrix, where the item represents vari-
ous online behaviors, including songs listened to, places
visited, purchased products, or even selected tags when
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expressing themselves. The user-item matrix represents the
collection of users’ past histories, and are fed into the model
for inference. Lower dimensional representation [21] is a
widely-used technique for this approach, which enables two
important advantages: This technique (1) works with sparse
data, which is common in online user behavior datasets, and
(2) allows us to discover the latent factor in the data. The
term latent factor means that this factor cannot be observed
directly, but can be inferred from the datasets. Applying
lower-dimensional representation to the user-item matrix,
we obtain two low-rank matrices of user and item in terms of
this latent factor. From these matrices, the hidden relationship
between users and items can be extracted and be used to
predict the new consumption.

Matrix Factorization (MF) is a successful method using
lower-dimensional representation for recommendation sys-
tem [1]. This method became well-known during the Netflix
Prize,' a competition organized by Netflix to improve the
movies recommendation system. Probabilistic Matrix Fac-
torization [22] and Non-negative matrix factorization [23]
are two MF-based model which have been employed in sev-
eral recommendation studies in different applications, such
as location-based recommendation [24], [25], user interests
prediction [26] or online rating prediction [2].

Topic modeling is a type of statistical model which
employs the idea of lower-dimensional matrices to capture
the latent relationships inside the dataset. Originally, topic
modeling is used in text analysis to discover the hidden topics
in the collection of documents. Topic modeling techniques
are based on the assumption that each document is a mixture
of topics, and each topic is a mixture of words. pLSA [27]
and LDA [16] are two popular methods for topic modeling.
In general, pLSA is resembled LDA, except that LDA uses the
Dirichlet prior to its distributions, leading to better distribu-
tions. Several studies show that topic modeling can be applied
in user behavior prediction problem. Authors in [4] used LDA
to model the web browsing/application activities of mobile
device users, which allows telecommunication providers to
understand the interests of users for future advertisements or
content recommendation. Authors in [28] applied LDA on the
purchase history of users on an online shopping service to
suggest products for users. Authors in [29] proposed a Twitter
followee recommendation algorithm based on LDA. A rec-
ommendation model for different types of dataset employing
LDA has been developed by [5].

B. REPEAT BEHAVIOR PREDICTION

Predicting what behavior/consumption will be repeated by
users in the future is an important task in recommendation
problem, which is discussed in several studies [13], [14].
Research on repeat behavior aim to find behavior patterns
from the history of each individual to predict the future.
An early work that analyzes the Web re-visitation patterns
is conducted by [30] to improve the navigation experiences.

1 https://www.netflixprize.com/
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Inspired by this research, repeat consumption analysis has
been applied to many other domains, including music listen-
ing [31], video watching [32], location visiting [33].

Techniques for this approach are various. Authors in [34],
[35] exploited behavior patterns by calculating the probability
of each item in the consumption history of users, and then
use the probabilities distribution to predict the future. Other
studies [6]-[8], [11], [12], [14], [35]-[37] consider temporal
information as a significant feature to capture the pattern.
Markov models [] and recurrent neural network [38] are two
wide-used methods for finding behavior patterns based on
temporal features.

C. COMBINATION OF NEW AND REPEAT

BEHAVIOR PREDICTION

In common, most users tend to perform both new and repeat
behavior, which means recommendation systems must sug-
gest both types of behavior for users. A combination model
that can predict both new and repeat behavior is demanded to
improve the user experience in online services. In fact, there
are some works trying to integrate different models into one to
solve the problem. Multinomial mixture model [34] is one of
the recent works on user behavior prediction in which the per-
sonal history of item consumption is combined with broader
global population preference. The personal consumption his-
tory component accounts for predicting repeat consumption,
while the other component affects the prediction of novel
consumption. Personalized Location Models [33] is another
mixture model that combines the location history of users and
additional information such as population pattern, geographic
constraints, and social context to predict the future location of
users.

We extend this line of work by proposing a hybrid gen-
erative model based on LDA, a topic modeling technique.
The two other components we extend on LDA in our model
are history consumption of each user and global population
preference/items popularity. Extending the LDA allows us
to overcome the limitation of Multinomial mixture model
[34] in predicting novel items. Multinomial mixture model
only uses popularity to predict new items, leading to the
same suggestions across all users, which is not practical in
real-world applications. By integrating LDA, our model can
discover the hidden preference of users, which is specific for
each user. Then, our model uses this hidden preference to rec-
ommend suitable items for users with a high personalization.
The combination of three components helps our model to
achieve better performance compared to Multinomial mixture
model.

Ill. PROBLEM FORMULATION

Consider a user-item matrix, where a row corresponds
to a user, and a column corresponds to each. A(u, V)
reflects the occurrence frequency of behavior taken by
user u € {l,...,U} onitem v € {l1,...,V} within
the period-of-interest. The item could be the songs the
users have listened to, the places users have visited, or the
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sub-communities users are following. The occurrence matrix
has been actively used in text mining literature as well,
where each row and column corresponds to document and
word, respectively. LSA decomposes the occurrence matrix
(or the document-term matrix) into three matrices, consist-
ing of mapping of documents to a lower-dimensional vector
space of the latent semantic space. Similarly, LDA uses the
document-term matrix to infers the topic distribution of each
document. When LDA is applied to the user-behavior matrix,
the ““topic” distribution of users can be inferred, allowing
lower-dimensional representations for each user. Throughout
the paper, we use the “topic” terminology from topic model-
ing [16] and refer to the user’s latent profiles that affect user
behavior.

LDA has been widely used in various areas with only small
changes to the corresponding inference algorithms [39]. One
of the many other disciplines besides text analysis is the prob-
abilistic recommendation models [40], where the items can be
predicted through inferred ““topics’. The lower-dimensional
representation of the occurrence matrix can further improve
the performance of predictions of unseen items. Our model
is based on this idea, where we assume each user has its
topic distribution, which we name as latent group prefer-
ence. We further consider two other factors other than topic-
preference: 1. user-specific preference, and 2. popularity.
By following the same experimental set-up [34], the dataset
is divided into training set and test set based on the given time
point. The details of the experimental set up are provided in
Section I'V.

A. TOPIC MODELING

In this section, we briefly describe the fundamentals of LDA
and how it can be applied in predicting future behavior
problem.

LDA is a generative probabilistic model for text corpora
and other collections of discrete data. The basic idea of LDA
is that each document of a collection is represented as a finite
mixture over underlying topics, while each topic is modeled
by a distribution over words. For each topic, words with the
highest probabilities can give us the idea of what the topic is.

In LDA, a corpus is a collection of M documents, denoted
by D = {wy, wa,..., wyr}. A document contains a sequence
of N words, denoted by w = (wy, wa, ..., wy). A word is an
item from a vocabulary indexed by {1, ..., V}. The number
of topics K is identified and fixed in the corpus. For each
document, LDA assumes that it can be modeled according
to the following generative process:

1. Choose the number of word N from a Poisson
distribution

2. Choose a multinomial distribution @ from a Dirichlet
distribution with parameter o

3. For each of the N words w;;:

(a) Choose a topic indicator z,, from Multinomial distribu-
tion with parameter 6

(b) Choose a word w,, from p(w,|z,, B), a multinomial
probability conditioned on the topic zj,
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FIGURE 1. The generative process of our model. c is the selector variable which determines one of the gates of A, B,
C expressed in the dotted rectangle. The observed variable is expressed in the shaded circle.

In online user behavior prediction, we consider a word as
an item, such as a song, a location, or a product, while a
document corresponds to a user. In this aspect, the behavior
of a user is represented as a collection of selected items. The
dataset of user behavior is a collection of discrete data, which
is suitable for applying LDA. LDA, as mention above, allows
us to discover the underlying relationships between users and
items. By utilizing the underlying relationships, one can even
predict the potential unseen behavior for each user, which
hasn’t been seen in the past.

LDA can predict the unseen words for each document
based on the inferred topic distribution and the estimated
parameters. The topic-to-word probability B represents the
probability of each word’s occurrence for each topic. By com-
bining the inferred topic mixture distribution with the param-
eter, the probability of observing word i in document d is
computed as follows:

pOwilwa) =Y p(wilz)p(zx |Wa) (1)
k

This occurrence probability of words in a document cor-
responds to the probability of items that a user takes, which
can be used to predict the potential behaviors in the future.
This show that LDA can be applied in behaviors prediction
problem. However, LDA underperforms when users behave
far from each other, where LDA tries to find similar patterns
from users within a group. The following section addresses
the current limitation of LDA for behavior modeling and
introduces a model that well combines the user-specific pref-
erence and the community preference from similar users.
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B. HYBRID GENERATIVE MODEL FOR ONLINE USER
BEHAVIOR PREDICTION
The hybrid generative model we propose in this article con-
siders three major factors that affect user behavior. 1. User-
specific preference 2. Latent group preference 3. popularity,
or the exogenous effect. Our generative process consists of
two-stages, where the first stage determines the underlying
component of the three, and the second stage is deterministic
to the component from the first stage. Figure 1 illustrates the
generative process of our model. The generative process can
be summarized as follows:
« Initialization
1) For each user u € U, sample the 3 x 1 weight
vector, and sample the K x 1 topic distribution.
7, ~ Dirichlet(ety,),
0, ~ Dirichlet(e).
2) For each user u, initialize an empty multiset of
indicator variables, H, = @, which will be used
for user-specific preference in Stage 2.
3) For each topic k, sample the behavior distribution
B ~ Dirichlet(x), where « is a hyperparameter.
4) Sample the popularity distribution
p ~ Dirichlet(k).
« Generating Behavior
Let M,, be the total number of selections? of user u from
a (behavior) set V = {1, ..., V}.
1) Stage 1: For each m-th selection of user u, sample

2For the purposes of data generation M, can be sampled from, say,
a Poisson distribution. This is not relevant for inference, however, where M,
is specified in the data.
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the underlying component from the mixture distri-
bution 7,

¢’ ~ Multinomial(x,), where m € {1,...,M,},
and the ¢} determines one of the three cases in
Stage 2. ¢]! is an indicator vector of size 3, where

only one selected component is 1, and the others

are 0.
[1,0, O]T, then goto Stage 2-a
if cZ’T = 110,1,0]", then goto Stage 2-b
[0, 0, I]T, then goto Stage 2-c

2) Stage 2: For each selection from Stage 1, choose
the behavior item following respect to ¢/

a) Stage 2-a (user-specific preference)
Choose a behavior item from the user-specific
preference set.>

wi ~ H,

b) Stage 2-b (latent-group preference)
Choose a behavior item following the genera-
tive process of LDA

wi' ~ p(wy'16, B).

c) Stage 2-c (popularity)
Sample a selection from the popularity distri-
bution,

Wy ~ p(W;/'[p).

3) For each selection from Stage 2, augment the
corresponding indicator multisets per each user
(allowing repetitions)

H, < H, U {w"}.

The joint distribution of a component mixture, topic mix-
ture a set of M components, M topics, and a set of M selected
behaviors is given by:

p(ns 03 C9 z» w|“W1 “a Hv ﬂ» p)

M
= p(xlo)p@la) [ | plelm)p(lf)p(wie, z. H, B, p), (2)

m=1

where 7z is the component mixture, # is the topic mixture, ¢
is the indicator for the selected component, and z is the topic
indicator. The set of M observed variable w is sampled from
the multinomial distribution of parameter H, 8, p respect to
the selected components.

3IFH, is empty, we repeat stage 1 until H, can contain an item.
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C. VARIATIONAL INFERENCE
To infer the hidden topic and the component, we need to
compute the posterior distribution of the hidden variables.
This requires normalizing the distribution by marginaliz-
ing over the hidden variables in Equation 2. Due to the
coupling, summing over all the latent variable is compu-
tationally intractable, and we rely on variational inference.
Variational inference posits computationally tractable distri-
bution with variational parameters. By making the use of
Jensen’s inequality, variational distribution with variational
parameters can be obtained through optimization procedure
that attempts to find the tightest possible lower bounds.

A factorized variational distribution over the latent vari-
ables g(m, 0, ¢, z) is suggested as below:

q(m, 0, ¢, z) = quir(m|7)qair(0]y)

M
[T gmu@” N gmu(z"16™),  (3)
m=1
where {t}, {y} are the set of variational parameters for each
user, and {A}, and {¢} are the set of variational parameters for
each selected behavior for corresponding user.
Given the factorized variational distribution ¢g(-), we next
bound the log likelihood of the observed data using Jensen’s

inequality. Specifically, we consider the so called evidence
lower bound (ELBO) defined as follows:

log p(W" |aty, o, HL, B, p) = L(7, 7. X, §)
é ]Eq[logp(nv 07 C, Z7 W|“Wv “s Ha ﬂ’ p)]
- Eq[log CI(”» 07 C, Z)]7 (4)

To maximize the lower bound in Equation 4, we opti-
mize the variational parameters by taking the derivatives of
L(t,y, X, ¢) and setting them to zero respectively.

For T and y of user ‘u’, the update equations are as follows:

Ty < oy + Yo A, ®)
Y <+ Y0 g, 6)

The update equations of variational parameters A and ¢
on ‘m’-th behavior of user ‘u’ are given below, which are
obtained from optimizations. The update equation of ¢ we
obtain is exactly same as the original LDA model in [16]. This
is expected as one of the sub-component in our generative
model follows the generative process of LDA.

b1 o< B(wy', k) exp(Ey[log p(0,.4)]

= Bw,, Y (Vi) — v, vurl, (D)
where we follow the same notations v (di-gamma function)
from [16], and denote B(W]', k) as the probability of the
selection of m-th behavior of user u at the given topic k.

Similar reasoning allows us to achieve the update equation
of A.

)‘T,O X Hu(wlz,?) eXP(Eq[logp(nu,O)]
Mo YR @ BOWE k) exp(Eqllog p(my,1)]
Ay o p(wy) exp(Ey[log p(, 2)]. ®)
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TABLE 1. General characteristics of datasets matrices: matrix size
(total users and items), number of user-item Pairs, total number of events
and average repetition per item n.

U x I'size #Pairs #Events AvgRepetition
redditS 20k x 17k 391k 562k 8.3
lastfm 668 x 2439 277k 10m 28.9
goSFloc 1k x 7k 49k 86k 2
goNYloc 633 x 7k 24k 40k 1.8
twOCloc 13k x 11k 65k 291k 7.3
twNYloc 14k x 10k 167k 455k 42

The right-subscript {0, 1, 2} of A corresponds to three cases:
user-specific preference, latent group preference, and popu-
larity respectively. Note that for the global-topic case, all the
possible topics have been considered by summing over all K
topics. Just as the ¢ is normalized, we normalize A in a way
the summation of A, 0, A,,,1, and A, > becomes unity.

With these update equations, we iteratively update each
variational parameters until the ELBO converges. During
the iteration, we can update the model parameters . The
update equation for B is straightforward by summing over
all ¢ and normalizing respect to each topic. We omit the
update equation in this paper, which can be found in [16].
The variational Expectation-Maximization(EM) will allow us
to achieve the inference of hidden variables and parameter
estimations, which leads to predictions of unseen behaviors.

IV. EXPERIMENTS AND RESULTS

A. DATASET

We conduct experiments using real-world datasets.* To
compare the prediction performance to the state-of-the-art
model [34], we use the same datasets in [34]. As we want to
focus more on active users and active items, the datasets have
been preprocessed, filtering out users and items below the
threshold. The following section provides a detailed descrip-
tion of four datasets and the preprocessing steps.

Table 1 shows the general characteristics of datasets after
preprocessing. The first column contains the name of the
datasets we use in this experiment. The second column illus-
trates the size of the user-item matrix. The third column is
the number of unique user-item pairs, which is greater than 0
(non-zero pairs). We count the total occurrences of user-item
pairs, and have it as the total number of events which is shown
in the fourth column. This total number of events reflects
the activeness of users for each dataset. The fifth column
contains the average repetition rate per item for each dataset.
This value is computed by getting the average number of
occurrences of each item in all users and then getting the
mean value of all items. We only use non-zero user-item pairs
to calculate this value. The average repetition rate per item
shows how likely users will repeat their behaviors for each
dataset.

4https:// archive.ics.uci.edu/ml/datasets/Repeat+Consumption+Matrices

3766

1) DESCRIPTION

Gowalla is a location-based social networking website where
users share their locations by checking-in. The dataset from
Gowalla includes 6,442,890 check-ins from 196,591 users
throughout Feb. 2009 to Oct. 2010. Each check-in in this
dataset contains user id, location id, timestamp, and the coor-
dinate of each check-in. The location id in this dataset is
considered as behavior index (or consumed items). As in [34],
we consider the check-ins in San Francisco and New York.
In our experiments, we use active users who have more than
10 check-ins. The locations which are visited less than five
times are also disregarded. The data from September 2009 to
August 2010 are used for training, while the following two
months are used for testing.

Focusing on the check-in feature in Twitter, t wOC1loc and
twNYloc datasets can be seen as a location-based dataset.
The data were collected from geo-located tweets from Orange
and New York between May 2015 and February 2016. Simi-
larly, in our experiments, we consider active users and loca-
tions, where the users who have tweet less than 5 different
days and locations, which has been tweeted less than 3 dif-
ferent events, are filtered out. The data from May 2015 to
January 2016 are used for training, while the last month is
used for testing.

lastfm dataset consists of the music listening records
of 992 users from lastfm.com from 2006 to 2009. In this
dataset, each record contains user id, timestamp, artist id,
artist name, track id, and track name. For this dataset,
the behaviors (or items) are artists whom users listen to.
Artists having less than 100 songs and listened by under
50 different users are excluded from the item set. The records
of each user from 2006 to March 2009 are used as training
data, and the records from the next three months are used as
test data.

reddit$S dataset contains data from Reddit, a popu-
lar social network with approximately 1.5 billion visits per
month. Reddit consists of many subreddits with different
topics. Users can subscribe to several subreddits and also
give comments to articles in subreddits. The behavior of a
user corresponds to a comment of that user on any articles
in a subreddit, where the subreddit becomes the behavior
index. reddits$S contains subreddits which have more than
1,000 subscribers. It was randomly sampled from users who
gave comments more than 1,000 times in Reddit since 2015,
which lead to a dataset of over 20,000 users. Data from Jan
2015 to Feb 2016 are used for training, and the following two
months are used for testing.

For all datasets, we remove users and items whose number
of occurrence in training data equals to 0. If a user does not
have any behaviors before, it is impossible to predict his/her
future behaviors, and we can only guess randomly.

2) CHARACTERISTICS

Table 2 provides a summary of each dataset. The average
number of unique items per user is computed by counting all
the selected items for each user. The average unique items
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TABLE 2. Statistics in training data across all datasets: average unique
items per user and User-item pairs repetition ratio.

Avg. Number of User-item pairs

unique items per user repetition
reddit$S 18.9 62%
lastfm 378 73%
goSFloc 349 17%
goNYloc 26.9 19%
twOCloc 8.8 43%
twNYloc 9.6 32%

TABLE 3. Statistics in test data across all datasets: average unique items
per user and new item ratio.

Avg. Number of

unique items per user New items
reddits 79 30%
lastfm 72.8 19%
goSFloc 9.3 63%
goNYloc 8.1 68%
twOCloc 1.8 33%
twNYloc 1.6 50%

per user of lastfm is far higher than other datasets. This
is expected as other types of behaviors in our datasets than
lastfm requires more energy; checking in or writing requires
more energy than listening to music. The average unique
items per user values of two go datasets are much higher than
tw while the user-item pairs repetition ratios are lower despite
that both are location-based dataset. This indicates that users
in Gowalla tend to explore many places but are not likely to
repeat their visits. Gowalla promoted users to explore new
places through social gaming setting [41], and this might have
contributed to higher rates of unique items in go datasets.

The last column in Table 2 shows the chances of items
being repeated. The repetition ratio of items in digital item
datasets (redditS and lastfm) is considerably higher
than physical item datasets (go and tw). It is unsurpris-
ing that the repetition ratio in digital environments is high
when we consider the nature of the items in each dataset.
For redditS/lastfm, an item is a subreddit/artist. Each
item can contain several smaller sub-items, which are arti-
cles/songs. An interaction between a user and a sub-item
will be counted as an interaction between that user and item,
which contains that sub-items. People tend to listen to more
than one song of their artists or comment in various articles
in their subreddits, which creates the repetition ratio on items
in these datasets high. In contrast, an item in go or tw is a
unique place which does not contain any sub-items. Visiting
a place also requires more energy than consuming virtual
contents, which make the ratio of repetition in go and tw
comparably less than redditS and lastfm.

Table 3 shows the average number of unique items per user
and the average proportion of new items from each user in
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the test dataset. An item in a test dataset is considered as a
new item for a user if it does not appear in the training set
of that user. If not, that item is a repeat item. The higher new
item proportion of location-based datasets record is projected.
Users have to spend more resources to visit a place than
listening to a song, so they are intended to explore new
locations.

These statistics reveal the diverse nature of the datasets
in our experiments, where these datasets have different new
items ratio and the average number of items for each user.
This diversity allows us to validate the performance and also
the adaptation ability of models with various scenarios.

B. EVALUATION METHODS

In our experiments, we predict each user’s behavior and rank
the candidates from most likely to least likely per user. Once
we obtain the probability of each item for each user, we sort
the items and rank them for each user. Recall@% is one of our
evaluation metrics, which is used to evaluates the capability
of models to assign a high rank to items for each user in the
test data set. Recall@k is calculated as:

_ 1 il ((rank(u, j) <= k)
Recall @k = m > X/: > )

est ", i Ty’

This metric measures what fraction of items in test dataset
were ranked in the top k£ by our model for user u. For user u,
given the rank of all items, if the rank rank(u, j) of item j in
the test dataset is in the top k predicted behavior, the accuracy
is 1; otherwise, it is 0. We denote the function for assigning
accuracy by I((rank(u,j) <= k). n, corresponds to the
number of times the behavior between user u and item j
happens. Ny 1s the number of users in the test dataset.

Average rank is another metric for the evaluation of mod-
els. This metric is calculated as below:

1
AverageRank = ————— Z Z nyjrank(u, j) (10)
Zu Zj/ Ny u

We use this metric along with recall@k as it allows us to
see the overall performance of models. While recall@k only
focuses on high-rank items, average rank considers every
candidate, that is useful if we want to evaluate the predictive
performance of novel items which do not appear in the history
of the user.

We also compute the Area Under Curve (AUC) of Receiver
Operating Characteristic (ROC) curve tao provide a holistic
view. This metric helps compare the overall prediction results.
The ROC illustrates the performance of models with different
thresholds and allows us to see the difference between models
conveniently.

Finally, we divide items in the test dataset into two dif-
ferent types: “repeat” and ‘“new’” and then apply the same
evaluation method for each type of data. The purpose of
this experiment is to evaluate the capability of models in
predicting new items, which may be more significant and
attractive than predicting the repeat items.

3767



IEEE Access

M.-D. Nguyen, Y.-S. Cho: HGM for Online User Behavior Prediction

C. PREDICTION RESULTS

We compare our hybrid generative model (HGM)> with
the predictive multinomial mixture model (MMM) [34],
which is the state-of-the-art work in item-consumption pre-
diction. Other approaches such as Non-negative matrix
factorization [23], Hierarchical Bayes Poisson factorization
[42] or Latent Dirichlet Allocation [16] have also been com-
pared in [34], and MMM outperformed previous baselines.
We omit other baselines and set MMM as our only base-
line. MMM and our model have different approaches but
share some similarities. History consumption of user and
global population preference are two main components in
MMM, which reflect an individual’s past consumption and
population patterns.

In our model, we consider history consumption as a user-
specific preference, which is unique for each user. The global
population corresponds to the exogenous effect, which also
can be extended with features like the distance between loca-
tions. As we want to conduct a fair comparison, we fix user-
specific preference as history consumption and exogenous
effect as the global population. However, we want to highlight
that the user-specific preference in our model can be extended
to other types (i.e., behavior triggered by friendship ), and our
exogenous effect can be extended to other types besides the
global population (i.e., trends, outbreak). The main difference
is the way how we consider the LDA based topic component,
which the Mixture model misses. We performed experiments
on all dataset with different topic numbers K and choose the
best topic number for each dataset.®

The results of this experiment are organized as follows.
Firstly, we show the overall performance across all datasets,
then display the results on predicting repeat behavior. Finally,
we discuss the new behavior prediction results.

1) OVERALL PERFORMANCE

Table 4 displays average Recall@100, average rank, and
AUC for all datasets. Our proposed model, which is extended
from original LDA, shows an improvement in all metrics,
compared to the MMM. The differences in Recall@ 100 and
AUC are minor, but they are more obvious in average rank.
As mention above, the average rank is a more overall metric,
compared to Recall@k. These results point out that our model
may have a better performance with items that do not have a
high rank. In the next two subsections, we conduct experi-
ments with repeat and new items separately to examine the
ability of the model in predicting two types of items.

2) REPEAT BEHAVIOR PREDICTION PERFORMANCE

Table 5 illustrates Recall@ 100, average rank, and AUC for
repeat items of all datasets. The results of the two models
are similar across all datasets, which may be due to the
user’s history and popularity. Both models tend to assign high

5 https://github.com/hellpoethero/Hybrid-Generative-Model
OWe set K equals to 3 for twNYloc, 4 for goNYloc, goSFloc and
twOCloc, 7 for reddits and 10 for lastfm
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TABLE 4. Recall@100, average rank and AUC across different data sets.
Higher scores are better for Recall@100 and AUC. Lower scores are better
for average rank. Best-performing methods indicated in bold font.

Recall@100 AvgRank AUC

MMM 0.82 202 0.99
reddits

HGM 0.83 188 0.99

MMM 0.67 170 0.93
lastfm

HGM 0.69 151 0.94

MMM 0.50 903 0.87
goSFloc

HGM 0.51 857 0.88

MMM 0.47 1196 0.81
goNYloc

HGM 0.47 1181 0.82

MMM 0.78 310 0.96
twOCloc

HGM 0.79 240 0.97

MMM 0.64 528 0.95
twNYloc

HGM 0.65 495 0.95

TABLE 5. Recall@100, average rank and AUC on the repeat items across
different data sets. Higher scores are better for Recall@100 and AUC.
Lower scores are better for average rank. Best-performing methods
indicated in bold font.

Recall@100 Avg.Rank AUC
. MMM 0.99 7 0.99

reddits
HGM 0.99 7 0.99
MMM 0.77 90 0.96

lastfm

HGM 0.78 85 0.97
MMM 0.97 30 0.99

goSFloc
HGM 0.97 29 0.99
MMM 0.98 30 0.99

goNYloc
HGM 0.97 29 0.99
MMM 0.86 7 0.99

twOCloc
HGM 0.87 7 0.99
MMM 0.75 6 0.99

twNYloc
HGM 0.76 6 0.99

ranks for repeat items, showing that user-specific preference
(user’s history) contributes significantly to the prediction
result. However, our model performs slightly better in some
datasets, which may come from latent group preference
(LDA). We believe that LDA also contributes to the predicting
of repeat items.

The effect levels of repeat behavior on overall results
are various across datasets. For example, Recall@100 and
AUC of repeat items of redditsS are not far from overall
results. In contrast, for goSFloc and goNYloc, results on
repeat items and overall results are disparate. This can be
explained when we look at the table 3, where new items ratio
of goSFloc and goNYloc are much higher than reddits
and lastfm. The diversity of datasets shows that consider-
ing only overall results is not enough, where analyzing both
types of behavior is required.
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TABLE 6. Recall@100, average rank and AUC on the new items across
different data sets. Higher scores are better for Recall@100 and AUC.
Lower scores are better for average rank. Best-performing methods
indicated in bold font.

Recall@100  Avg.Rank AUC
MMM 0.23 1721 0.88
reddits
HGM 0.28 1599 0.88
MMM 0.013 1000 0.59
lastfm
HGM 0.011 909 0.65
MMM 0.15 1871 0.73
goSFloc
HGM 0.16 1776 0.75
MMM 0.17 2268 0.64
goNYloc
HGM 0.17 2241 0.67
MMM 0.31 1657 0.79
twOCloc
HGM 0.33 1278 0.85
MMM 0.26 1595 0.84
twNYloc
HGM 0.28 1496 0.86

3) NEW BEHAVIOR PREDICTION PERFORMANCE

Table 6 displays the Recall@ 100, average rank, and AUC for
new items of all test datasets. Our model outperforms in most
of the datasets with different margins. This improvement can
be explained by the integration of the latent group preference
component in our model, that is the difference between our
model and MMM. The latent group preference component
enables the ability to find new items by considering the
underlying relationship between items.

Specifically, our model performs slightly better than
MMM in all three metrics for (goNYloc and goSFloc).
For tw datasets, result shows a minor improvement for
twNYloc, but records a much higher difference for
twOCloc, especially in average rank and AUC. Although
Recall@100 for twOC1loc of our model is marginally better
than MMM, the huge difference in average rank and AUC
shows that our model performs better in overall. When it
comes to reddits, the improvement of Recall@100 is far
significant than other datasets. Result for 1ast fmis interest-
ing. Recall@100 value of our model for 1ast fm is slightly
worse than MMM; however, the average rank and AUC are
considerably higher. We can see that Recall@100 values of
both models for 1ast fm are significantly smaller than other
datasets. To examine this problem, we plot Recall@k with k
varied from 200 to 1000 and ROC curves for each dataset.

Figure 2 shows the Recall@k with k varied from 100 to
1000 for new items of all test datasets. Our model out-
performs for most of the datasets with different k. The
only exception is lastfm dataset. When k equals to
100 and 200, MMM has better results with a little differ-
ence. However, our model outperforms significantly when
k increases to 500 and 1000. We believe this is due to the
characteristic of 1ast fm dataset. When comparing results in
table 6 and table 5, we can see that new items have a smaller
chance to be assigned to high rank than repeat items. The
average number of unique new items per user in lastfm,
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reddits lastfm

N Multinomial Mixture Model
| Hybrid Generative Model

N Multinomial Mixture Model
| Hybrid Generative Model

@100 @200 @s00 @1000 @100 @200 @s00 @1000

goSFloc goNYioc

B Multinomial Mixture Model B Multinomial Mixture Model
| Hybrid Generative Model | Hybrid Generative Model

@100 @200 @s00 @1000 @100 @200 @s00 @1000
K K

twOCloc twNYloc

B Multinomial Mixture Model B Multinomial Mixture Model
| Hybrid Generative Model | Hybrid Generative Model

@100 @200 @s00 @1000 @100 @200 @s00 @1000
K K

FIGURE 2. Recall@k of multinomial mixture model (MMM) and hybrid
generative model (HGM) with k varied from 100 to 1000 for new items
across all datasets. The results for MMM are in blue color (left) while
results for HGM are in orange (right).

according to table 3, is considerably smaller than other
datasets while the average number of unique items per user
is high, leading to a result that if we set k to 100, most of
the items are repeat items. Once the number of new items is
small, it is difficult to compare the accuracy between the two
models in predicting new items. ROCs of 1ast fmin Figure 3
indicate that both our model and MMM perform badly at the
first stage but then increase remarkably. The gap between the
two curves is considerably huge, showing that our model is
much better. For other datasets, despite that the gap is smaller,
our model always performs better. These results prove that
latent group preference has a significant impact on predicting
new items.

We can also see that the improvements in predicting new
items for redditS and lastfm are higher than other
location-based datasets. For reddits, each item in this
dataset corresponds to a subreddit, which contains several
articles with the same topic(s). The topics of articles are con-
sidered as topics of subreddit containing them. In this aspect,
an item in reddits$S is a mixture of several topics, which
is suitable for applying topic modeling. Items in lastfm,
which are artists having several songs, are also considered
in this way. Items in go and tw, which are physical loca-
tions, may belong to some specific categories; however, it is
difficult to establish a relationship between these items. For
online services like Reddit, users can easily access different
subreddits with similar topics, but the behavior in the real-
world is different. The decision to visit a place is influenced
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redditS

I Multinomial Mixture Model
Hybrid Generative Model
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I Multinomial Mixture Model l
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FIGURE 3. ROC curves of multinomial mixture model and hybrid generative model for new items across all datasets.

by many other factors, like distance, time, and so on. People
may like to visit many museums, but if the distance between
anew museum and their current location is far, they are more
likely to give up. Hence, we can conclude that the impact
of latent group preference depends on the characteristics of
each dataset, for example, location-based service datasets are
less affected by latent group preference than music service
datasets.

V. CONCLUSION AND DISCUSSION

In this paper, we propose a hybrid generative model based
on LDA for investigating the behavior prediction prob-
lem. This model contains three mains components: (1) the
user-specific preference, which is unique for each user,
(2) the latent group preference generated through LDA, and
(3) the exogenous effects obtained from the characteristics
of each dataset. Our model outperforms the recent mixtures
model in most of the experiments with different margins.
Our model achieves reasonable results in predicting future
behavior, especially predicting new items, which is critical in
real consumption services. This improvement comes from the
latent group preference component, which is the difference
between our model and the recent one. Although our model
only considers the personal history of users as user-specific
preference and popularity of items as an external factor, other
features, such as distance between places, genre of songs,
topics of subreddits, can also be included. Our model can
be extended comfortably due to the flexibility of LDA. One
future direction is integrating temporal features and dealing
with the changing of items consumption over time to improve
the performance.
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