
Received 29 June 2022, accepted 21 July 2022, date of publication 26 July 2022, date of current version 29 July 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3194069

Automatic Rescheduling of Generator for Rotor
Speed Regulation by KRASOVSKII’s Theorem
AMRENDRA KUMAR KARN 1, SALMAN HAMEED 1, (Senior Member, IEEE),
MOHAMMAD SARFRAZ 1, (Member, IEEE), MOHD RIZWAN KHALID 1, (Member, IEEE),
AND JONG-SUK RO 2,3, (Senior Member, IEEE)
1Department of Electrical Engineering, Aligarh Muslim University, Aligarh 202002, India
2School of Electrical and Electronics Engineering, Chung-Ang University, Dongjak-gu, Seoul 06974, Republic of Korea
3Department of Intelligent Energy and Industry, Chung-Ang University, Dongjak-gu, Seoul 06974, Republic of Korea

Corresponding Author: Jong-Suk Ro (jongsukro@gmail.com)

This work was supported in part by the National Research Foundation of Korea (NRF) funded by the Korean Government (MSIT) under
Grant NRF-2022R1A2C2004874; in part by the Korea Institute of Energy Technology Evaluation and Planning (KETEP); and in part by
the Ministry of Trade, Industry & Energy (MOTIE) of the Republic of Korea under Grant 20214000000280.

ABSTRACT Emergency control of the power system is performed via generator rescheduling or load
shedding depending upon the availability of generation and demand. This paper presents a generator
rescheduling method based on Krasovskii’s theorem for enhancing rotor speed regulation during multiple
contingency conditions. The speed governor in automatic generation control (AGC) and automatic voltage
regulator (AVR) are indispensable components of the control mechanism for deploying any control scheme.
Contingencies may lead the security state of the power system towards a preventive, emergency, and
restorative state. Generally, there is a violation of equality constraints of active and reactive power in the
corrective security state. However, in this paper, the corrective security state considers a significant imbalance
in active power with a generation capacity always greater than load. For rotor angle stability, active power
delivery by the generator met the demands, whilst the turbine and automatic speed governor together balance
it by changing the set point of the turbine inlet. This paper investigates the rotor stability by triggering a new
set point by the rescheduling of the generator. The strategy proposed encompasses the broad domain of
active power imbalance using Krasovskii’s theorem, which is an extensive form of the Lyapunov stability
theorem for the nonlinear multivariable autonomous system. The proposed control scheme is deployed on an
IEEE-10 machine 39-bus system for validation and feasibility detection. It is found that the proposed scheme
is more accurate than the conventional turbine automatic speed governor close loop system. Moreover, there
is turbine power-saving up to 400MW. In addition, the rotor attains steady-state speed quicker up to 5-10 sec
and attains synchronous speed in all the cases considered, i.e., single load outage; multiple load outage;
area outage; and load increment. The MATLAB R© and the CVX platform are used to validate the proposed
concept.

INDEX TERMS Generator rescheduling, power system contingency, security state, speed regulation.

NOMENCLATURE
AVR Automatic voltage regulator
AGC Automatic generation control
PSS Power system stabilizer
H Machine constant of generator
M Angular momentum of generator
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E ′qi Sub transient quadrature axis of the stator

E
′STEADY
qi Pre contingency equilibrium value of E ′qi
x ′di Sub transient direct axis reactance of the

generator
xdi Direct axis reactance of the generator
Efi Rotor field voltage reference
Tdoi The open axis time constant of the rotor field

circuit

78616

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

VOLUME 10, 2022

https://orcid.org/0000-0002-9507-5157
https://orcid.org/0000-0003-0193-1432
https://orcid.org/0000-0002-5586-3546
https://orcid.org/0000-0001-7885-7782
https://orcid.org/0000-0003-4429-9393
https://orcid.org/0000-0003-2455-5783


A. K. Karn et al.: Automatic Rescheduling of Generator for Rotor Speed Regulation by KRASOVSKII’s Theorem

δij Angle difference between buses
Bij Susceptance of reduced bus matrices between

buses
Gij Conductance of reduced bus matrices between

buses
Pme Governor set pint input
J (.) Jacobean of matrices
J (.)∗ Transpose of Jacobean matrices

I. INTRODUCTION
The power system has a large intertwined connection
among its elements like generator, load, bus, circuit breaker,
and transmission line. there are many control section that
manages active and reactive power flow like energy man-
agement systems and distribution management system to
operate power supply in optimal and under safe margin.
Great interconnected network from generation to load end.
Different kinds of Contingency can draw power system secu-
rity states among preventive, corrective, and emergent stages
[1]. Generally, the transformer trappings, automatic voltage
regulator (AVR), generator rescheduling, load curtailment,
and FACTS devices cure the ill-health condition of the power
system security state. When sections of a transmission line
suffer from an outage, the remaining line is overloaded due
to excessive power flow greater than the thermal and insu-
lation limit of the line. If this condition persists for a long
time then it causes more damage to the line transformer and
generator. The automatic generation control (AGC) and AVR
manage and control the terminal voltage and speed of the
generator. The speed and active power are controlled by AGC
controlling turbine set point and terminal and reactive power
are governed by field current control of the generator by an
AVR. An AVR has a very fast operating time but AGC has
a slow dynamic due to various mechanical parts associated
with it. During the prolonged effect of contingency, there is
a rise in the condition of imbalance of active and reactive
power delivered by generators and consumed by transmission
sections and loads. Each generator is accompanied by AGC
and AVRwhich are capable to maintain the speed, frequency,
and voltage of the generator. Due to large operating time and
generation rate constrain, the angular speed and the frequency
of the generator varies during the transient time [2], [3]. Each
generator has its maximum limit of active reactive power
dispatch limit according to its design. In this paper, generator
rescheduling is performed under a corrective security state.

Under a preventive security state, static security or inequal-
ity constraints for secure operation are violated, mainly line
loading is threatened. Under a corrective security state, the
equality constraint of active and reactive power is violated.
Corrective security state comes due to large time adversarial
effective of preventive state caused due to security measures
carried by relay operation or due to sudden catastrophic
effects like generator outage, load outage, etc. If there is a loss
of excessive load, generation, or both, then the security state
generally comes under a corrective state, and rescheduling
the generator becomes an important and economical measure

to prevent the wastage of turbine mechanical power. Power
plants have some reserves like spinning, and hot reserves, to
ensure and maintain the power supply when load demand and
transmission loss exceed the generation [4], [5]. The power
system must stand with all kinds of contingency, system all
the voltages and frequency of buses should be brought under
certain limits to prevent a blackout. In a corrective security
state generator, rescheduling is performed when there is a
generation surplus and load curtailment is performed when
load demand exceeds the generation [6], [7].

Initially, the speed governor set point is determined for
economic load dispatch. As active power of the generator is
controlled in the feedback loop of the speed governor, tur-
bine, and generator. So due to these mechanical components’
large time constant, rotor speed fluctuates drastically under
active power imbalance conditions and settles down after
a large time than the AVR response. In the meantime post
contingency, the rotor speed varies and hence the frequency
of power supply is altered, and inter oscillation of rotor
angle of the generator occurs. In most recent literature on
generator rescheduling does not consider the AGC, AVR,
and turbine operation that will not justify and comply with
real-world applications. As per description and illustration
in [3] and [8] turbine, speed governor, and power system
stabilizer operation significantly affects the power system
control and functioning. In this paper, the Authors resolve
the abovementioned mismatch to fill the vacant space of
research. This background of generator rescheduling and load
curtailment under preventive and emergency security states
has been a subject of research effort for a decade. It has been
always challenging to resolve this issue on the computational
and control deployment hand. The key concern of this paper
emphasizes on comprehensive method of rotor angular sta-
bility by generator rescheduling. The focus is kept on the
universal method of reallocation of power setpoint fed to
the generators via turbine for improving the rotor speed in
the time domain. Here in this paper generator rescheduling
solution approach is performed for emergency security states.
In this paper, four case studies are taken that encompass all
relevant cases of generator rescheduling under an emergency
security state.

The main objectives of the paper are:
• To study the effect of the generator rescheduling under
emergency security contingency.

• To develop the self-healing, self-regulatory and auto-
matic control strategy that performs well during the
above mentioned issue.

II. LITERATURE REVIEW AND RESEARCH GAP
The corrective action is a set of actions that is used to control
irregularities occurred in the power system. It may be under a
preventive security state or emergency security state. In the
literature, an emergency security state is also termed as a
corrective security state. As the frequency and speed of the
synchronous machine are directly proportional, so increase
in speed will cause frequency deviation. In [2] and [3], the
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primary and secondary frequency control is presented with
governor rate constrain and storage utilization, respectively.
In [1], the IEEE-39 bus system is considered with four load
frequency control areas and event-triggered based frequency
control in the network is performed. In [4], the distributed
model predictive control with generation rate and other con-
straints is performed.

In [5], the authors presented the technique of frequency
stabilization by driving the operation of a power system
stabilizer (PSS) in an intelligent framework. The wind tur-
bine is always prone to variation in wind power. Due to the
growing integration of wind power in a generation, in [6]–[9]
the frequency regulation methodology is proposed based on
the observation of deloading effect and variable frequency
droop characteristic. The frequency regulation in distributed
generation is presented in [10] by optimizing the control
variable with particle swarm and gravity search algorithm.
In [11], AGC performance is evaluated in conjugation with
the coordinated dispatched of the stored energy of the water
tank. Generator rescheduling is also deployed using predic-
tive control action in [12]-[14]. The authors in [15] and [16]
used rescheduling in congestion management in addition to
line overload mitigation.

Dynamic security comprises transient security and voltage
security. Dynamic security dispatch or control action is also
a necessary step that is taken after any creditable contin-
gency. Dynamic security is threatened during the loss of
generation and other situations. In [17], the authors designed
an intelligent system by radial function based on a neural
network, and the proposed methodology is tested on the
IEEE-50 bus system. In [18], bender decomposition-based
optimization with security constraint function is employed
and the proposedmethodology is applied to the IEEE-114 bus
system.

The main objective of this paper is to develop a single
integrated control scheme for control in a corrective state.
This paper proposes a control strategy based on the nonlinear
dynamic theory that can automatically handle the genera-
tion setpoint depending on the post-contingency scenario.
For a system with a large number of machines and buses,
it is difficult to derive a control scheme based on analytical
methods due to the presence of variables. Therefore, this
paper incorporates a nonlinear stability theory for developing
control schemes with measurable variables as input for the
control tasks. The search and optimization are inherent in the
form of semidefinite programming. The central research gap
that this paper addresses and fills is as below:
• There is very less attention to emergency security prob-
lems in the recent state-of-the-art literature.

• There is only an analytical optimization-based solution
approach that cannot include the operational effects of
AVR, AGC, and PSS that has no executive verification
and gives a void solution for real-time.

• There is a lack of adequate control schemes incorpo-
rating the security dispatch problem under the energy
management system.

• Various methodologies use a preexisting model of load
frequency control so they cannot handle the case of area
outage.

The key features of the proposed scheme are:
• It develops a ubiquitous method of generator reschedul-
ing in the emergency security state of the power system.

• It can handle all types of contingency due to active power
imbalance and utilizes an online measurement-based
model configuration approach.

• It deploys advanced nonlinear control theory in the
power system arena.

• It simplifies and solves all the optimization with all
constraints by single linear matrix inequality.

III. MATHEMATICAL MODELLING
According to the rotor dynamics equation

M
dω
dt
= pmi − pei (1)

whereM is angular momentum, ω is angular speed, pmi is the
power input to the rotor, and pei is power developed by the
electromagnetic reaction which is given as

pei = E ′qi

[∑j=n

j=1
E ′qj(Bij sin δij + Gij cos δij)

]
(2)

where E ′qi is quadrature axis sub transient voltage, Bij is an
element of reduced susceptance matrices reduced bus, Gij is
conductance element of reduced bus matrices, and δij is angle
difference between buses.

On substitution (2) in (1) and replacing M by Hi
π f , angular

acceleration is given by

dω
dt
=

(
−E ′qi

[∑j=n

j=1
E ′qj(Bij sin δij+Gij cos δij)

]
+pme

)/
Hi
π f
(3)

This can be rewritten as

dω
dt
=

(
−E ′qi

[∑j=n

j=1
E ′qjGij cos δij

]
+ pme

)/
Hi
π f

(4)

where,

Ė ′qi =
[
−Eqi + Efi

]/
Tdoi (5)

where Efi is rotor field voltage to produce per unit voltage at
generator terminal, and Tdoi is direct axis open-circuit time
constant of the rotor in (6)–(8), as shown at the bottom of the
next page.

Manipulating (8) can be further reduced to

Ė ′qi =

[
−E ′qi +

(
xdi − x ′di

)∑j=n

j=1
E ′qjBij

]/
Tdoi +

Efi
/
Tdoi

(9)

Now, expanding (4) for the N machine system, the system
represented by (5), (6), and (7) is represented in (10) and (11),
as shown at the bottom of the next page.

78618 VOLUME 10, 2022



A. K. Karn et al.: Automatic Rescheduling of Generator for Rotor Speed Regulation by KRASOVSKII’s Theorem

IV. KRASOVSKII’s THEOREM FOR NON-ZERO
EQUILIBRIUM POINT
Let the system be defined by f (x) where x ∈ Rn has dynamics
equation described by

ẋ1 = f 1
(
x1,x2,x3,x4,x5, . . . . . . . . . xn

)
f (x) = ẋ2 = f 2

(
x1,x2,x3,x4,x5, . . . . . . . . . xn

)
...

ẋn = f n
(
x1,x2,x3,x4,x5, . . . . . . . . . xn

)
(12)

F̂ = F̃ + F̃∗ (13)

Equation (12) has an equilibrium point at xn, = 0, where
n ∈ {1, 2, 3. . . n}, then f (x) is asymptotically stable at its
equilibrium point xn, = 0 if matrices F̂ given by (13) is a
definite negative. Where F̃ is jacobian of f (x) and is given as

F̃ = J


f 1
(
x1,x2,x3,x4,x5, . . . . . . . . . xn

)
...

f n
(
x1,x2,x3,x4,x5, . . . . . . . . . xn

)
 (14)

F̃∗ is transpose of F̃ , and is given as

F̃ =



df 1

dx1
. . .

df 1

dxn
...

. . .
...

df n

dx1
. . .

df n

dxn


(15)

The system represented by equation (12) has the Lyapunov
energy function of F̃XF̃∗.

Now let the dynamical system (12) has non-zero equilib-
rium points at xn, = xeqn , where, where n ∈ {1, 2, 3 . . . n},
then (12) can be modified by change of variables with Xn =
xn − x

eq
n as represented in (16).

Ẋ1 = f 1
(
(X + xeq1 ), (X2 + x

eq
2 ),(

X3, + x
eq
3

)
, . . . . . . . . . (Xn + x

eq
n )
)

Ẋ2 = f 2
(
(X1 + x

eq
1 ), (X2 + x

eq
2 ),(

X3, + x
eq
3

)
, . . . . . . . . . (Xn + x

eq
n )
)

...

Ẋn = f n
(
(X1 + x

eq
1 ), (X2 + x

eq
2 ),(

X3, + x
eq
3

)
, . . . . . . . . . (Xn + x

eq
n )
)

(16)

Now system represented by equation (16) has an equilibrium
point of the modified variable with X i = 0, and the actual
variable with xi,= xeqi .

V. PROBLEM FORMULATION AND SOLUTION
METHODOLOGY
Amulti-machine generator system that is interconnected with
load and transmission lines has many variables and parame-
ters associatedwith it. A speed governor andAVR accompany
each generator for maintaining the supply at rated frequency
and voltage. During contingencies, the speed and voltage

Ė ′qi =
[
−

(
E ′qi +

(
xdi − x ′di

)
Idi
)
+ Efi

]/
Tdoi (6)

Ė ′qi =

−(E ′qi + (xdi − x ′di)∑j=n

j=1
E ′qj(Gij sin δij − Bij cos δij)

)
+Efi

/
Tdoi (7)

Ė ′qi =

[
−

(
E ′qi +

(
xdi − x ′di

)∑j=n

j=1
E ′qj(Gij sin δij − Bij cos δij)

)]/
Tdoi +

Efi
/
Tdoi (8)

dω1

dt
=

([
−(E ′q1

2)G11 − E ′q1E
′

q2G12 · · · − E ′q1E
′

qn−1G1n−1 − E ′q1E
′
qnGin

]
+ pme1

)/
H1

π f
dω2

dt
=

([
−E ′q2E

′

q1G21 −

(
E ′q2

2
)
G22 · · · − E ′q2E

′

qn−1G2n−1 − E ′q2E
′
qnG2n

]
+ pme2

)/
H2

π f
...

dωn
dt
=

([
−E ′qnE

′

q1Gn1 − E
′
qnE
′

q2Gn2 · · · − E
′
qnE
′

qn−1Gnn−1 − (E ′qn
2)Gnn

]
+ pmen

)/
Hn
π f


(10)

˙E ′q1 =
[
−E ′q1 +

(
xd1 − x ′d1

)
E ′q1B11 +

(
xd1 − x ′d1

)
E ′q2B12 + . . .

(
xd1 − x ′d1

)
E ′qnB1n

]/
Tdo1 +

Ef 1
/
Tdo1

˙E ′q2 =
[(
xd2 − x ′d2

)
E ′q2B21 +−E

′

q2 +
(
xd2 − x ′d2

)
E ′q2B22 + . . .

(
xd2 − x ′d2

)
E ′qnB2n

]/
Tdo2 +

Ef 2
/
Tdo2

...

˙E ′qn =
[(
xdn − x ′dn

)
E ′qnBn1 +

(
xdn − x ′dn

)
E ′qnB2n + . . .−E

′
qn +

(
xdn − x ′dn

)
E ′qnBnn

]/
Tdon +

Efn
/
Tdon


(11)
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of the generator deviate from the rated value, and various
parameters like an admittance of the network are altered.
The control scheme should bring all crucial variables like
voltage and frequency to their normal rated ones as they
were in the pre-contingency situations. Now taking a step
for rotor angular transient stability for the multi-machine
system, we consider the system represented by (10) and (11).
Now under steady-state, i.e. before any contingency, E ′qn =
E
′STEADY
qn and ωn = 1 respectively, in per-unit, where n ∈
{1, 2, 3 . . . n}.
Inclusion of AGC: the AGC consists of a speed governor,

turbine, value link, and joints. The Pmei term in equation (10)
is the power delivered to the generator through turbine input.
In this paper, the speed governor and turbine model is not
taken in the equation model due to its complex linear and
nonlinear characteristics, but in the simulation environment
all these things are taken and Pmei is as input for the set point
of the turbine.

The equation (10) represents the interrelation between the
field exciter current and quadrature axis sub-transient voltage
where Efi is input to AVR reference input.
Now, after contingency, it has to bring all the state values

i.e. E ′qn and ωn back to steady-state pre-contingency val-
ues. The dynamical system represented by (10) and (11) is
a nonlinear system with a non-zero equilibrium point. For
deploying the control scheme according to (16), the variables
are substituted in a below-described manner.

Let ωn − 1 = Xn, so Xn = 0 ⇔ ωn = 1. Again
E ′qn − E

′STEADY
qn = Yn and henceforth Yn = 0 ⇔

E ′qn = E
′STEADY
qn , so by substituting the variable of the

target system (10) and (11) as ωn = Xn + 1, E ′qa =
Yn + E

′STEADY
qn . Here the reader should keep in mind that

variable Xi+1∀i ≥ nand ≤ 2n can be interchangeable
with variable Yi∀i ≥ 1 and ≤ n here X2n ∈ R2n

or X2n ∈
{
ω1, ω2, . . . ωn,E ′q1,E

′

q2, . . . . . .E
′
qn

}
and xeq2n ∈

{1, 1 . . . . . . to ntimes,E
′STEADY
q1 ,E

′STEADY
q2 . . . . . .E

′STEADY
qn }.

on substituting the variable, finally (17), as shown at the
bottom of the next page, is obtained. The rotor speed dynam-
ics of the n machine system are described by (10) which is a
nonlinear system of variables X1,X2,X3,......Xn,Y1, . . . . . .Yn
as shown by (17) in standard form. Here Gij and E

′STEADY
qn

are constants and calculations are done to find the solution
for pme, such that for every post contingency set of Gij the
system remains stable.

The system represented by (17) can be written in standard
form

9 = f (ξ,Pme,Efi)

where 9 is a series of differential equations with state ξ ∈
R2n and control inputs Pme and Efi ∈ Rn and f (.) is
continuous time-bounded mapping [f (.) : f (.) ∈ R2n

×

Rn
× Rn

→ R2n] let 9 have an equilibrium point at
ξ = [α1, α2, . . . . . . αn, β1β2 . . . βn] due to contingency the
manifold of the variable deviates from its equilibrium point.
To bring the manifold towards its equilibrium point which is

a non-zero value. Again according to krassovskii’s theorem
there is a condition that is given by (18). Means ξ comprises
of [Xi + 1,Yi + E

′STEADY
qi ] ∀i ≥ 1 and ≤ n.

J
(
f
(
ξ,Pme,Efi

))
+ J

(
f
(
ξ,Pme,Efi

))∗
< 0

0 < Pme < 1

Efi = 1 (18)

For stability of system (16), the condition given in (13)
is imposed. Since the dynamical system represented by (17)
consists of E

′STEADY
q1 ,E

′STEADY
q2 . . . . . . and E

′STEADY
qn , the

available variable from measurements are terminal voltage
and current of each generator Vti and Iti, where i ∈ {1, 2,
3. . . n}. By applying the park’s transform, d-q ( Vtqi, Itdi) com-
ponent of terminal voltage and current is obtained to deter-
mine the value of E

′STEADY
q1 ,E

′STEADY
q2 . . . . . . and E

′STEADY
qn .

The values obtained from measurement are substituted for
the equation Vtqi + xdiIdi = E ′qi before pre-contingency.
For rotor stability of n machine system, the input variables
are pme1, pme2 . . . . . . and pmen that has to be determined.
System (17) is quadratic which makes the control structure
self-regulatory and eases the calculations. It takes the values
of input pme1, pme2 . . . . . . and pmen as below:

pme1 = k1(X1 + 1)2

pme2 = k2(X2 + 1)2

·

·

·

pmen = kn(Xn + 1)2

And field excitation is to be taken as

Ef 1 = K1(Xn + 1)2 = 1

Ef 2 = K2(Xn + 1)2 = 1

·

·

Efn = Kn(Xn + 1)2. = 1

On taking Jacobian operation and summation of its trans-
pose as by (13) and (14) on the system (17), it becomes
a linear matrices inequality. The matrix contains the term
X1,X2 . . .Xn,Y1Y2 . . . Yn and k1, k2 . . . kn. Finally the value
of X1,X2 . . .Xn,Y1Y2 . . . Yn is substituted by measurements
value by slight algebraic operation in post contingency sce-
nario that is ωn − 1 = Xn and E ′qn − E

′STEADY
qn = Yn. The

final problem reduces to LMI of variables k1, k2 . . . kn that is
solved by CVX programming setup onMATLAB R©. Figure-1
shows the flowchart of the proposed algorithm.

VI. DEPLOYMENT OF PROPOSED ALGORITHM AND CASE
STUDY
The proposed automatic self-regulatory control scheme for
generator rescheduling is performed on the IEEE-10Machine
39-bus system, also known as the New England System in
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TABLE 1. Description of values considered in simulation.

MATLAB R©/Simulink. The mentioned system has 10 gen-
erators, 39 interconnecting buses, and 19 loads. An AVR,
speed governor, and power system stabilizer with standard
parameters accompany each generator. All machines use
IEEE Type-1 synchronous machine voltage regulator com-
bined with an exciter.

The description of the system and the AVR data used in the
simulation are summarized in Table-1.

The applied power system stabilizer is a multi-band PSS
with simplified settings. All machines use multi-band PSS
with configuration as summarized in Table-2.

TABLE 2. Configuration of all machines.

The turbine used in the simulation is of a tandem com-
pound single mass. All the configurations of speed governor
and turbine used for all generators are summarized in Table-3.

The total generation capacity of this plant is 61408 MW,
and loads connected to the network are 60963MW. The initial
setpoint of generators numbering from 1-10 is [1 .277 .65.63
.508 .650 .560 .540.830 .25]. The total margin between gen-
eration and load is 445 MW. Various contingency conditions
considered and executed are as follows:

A. Single Load Outage
B. Multiple Load Outage
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FIGURE 1. Flowchart of the proposed methodology.

TABLE 3. Configuration of speed governor and turbine.

C. Area Outage
D. Load Increment

A. SINGLE LOAD OUTAGE
The test system is simulated from the initial set value of the
speed governor for 50 seconds. At the 5th second load at bus

#39 with a load value of 1000 MW is removed permanently.
All the rotor speed and terminal voltage of the generator are
observed, as shown in Figure-3. Generator rescheduling pro-
gram is performed and then after at 5.2th second new obtained
value is feed to speed governor set point, the new rotor speeds
are shown in Figure-4. The new set values calculated by the
proposed method for generator #1-10 is as [0.5004 0.4988
0.4990 0.4986 0.4985 0.4989 0.4985 0.4985 0.4989 0.4994].

B. MULTIPLE LOAD REMOVAL
Here, in this case, the load at buses#26, 28, and 29 are
removed permanently at the 5th second during the simulation
of 50 sec with an initial set value. Again the rescheduling
is calculated and applied at a time 5.2th seconds. Genera-
tor rotor speed behavior is observed and plotted. The new
set value calculated by the proposed method for generator
#1-10 is [0.4999 0.4989 0.4991 0.4990 0.4987 0.4993 0.4988
0.4991 0.5008 0.4999]. Figure-5 and Figure-6 show the rotor
speed before and after generator rescheduling, respectively.

C. AREA OUTAGE
Figure-7 shows IEEE 39 bus network with area blackout
(region hidden in Figure-7). In this case, the sectional area
shown in black color suffers from blackout. This blackout
area consists of generator #1 at bus #39 and generator #2 at
bus #31 along with the loads at buses #39, 3, 4, 7, 8, and 31.
The remaining area is in operational mode. The area shown
in the figure goes to complete blackout at the 5th second of
simulation. The blackout area is separated from the system at
buses #3, and 6, and interconnecting lines between buses #1
and 39. Since the blackout area has loads greater than the
generated power amount. So the remaining operating area has
generation power greater than the available load. The new
set value calculated by the proposed method for generator
#3-10 is [0.5022 0.5004 0.4995 0.5005 0.5001 0.5005 0.5000
0.5018].

D. LOAD INCREMENT
At the 5th second of simulation, in this case, loads connected
to bus #18 are increased from 158 MW to 258 MW in
active power. The load connected to bus #4 is increased from
400 MW to 500MW, and the load connected to bus #15
is increased from 320MW to 420MW. The total increment
in load is 300 MW. The plant’s total generating capacity is
61408 MW, and total loads increased to 61263 MW. New
rescheduling of generator is fed to governor set point at the
time the 5.2th second of the simulation. The new set value
calculated by the proposed method for generator #1-10 is [1
0.6003 0.6001 0.6004 0.6006 0.6001 0.6006 0.6007 0.6002
0.5999].

VII. DISCUSSION ON RESULTS
This paper proposes a generator rescheduling control strat-
egy scheme. The proposed scheme is autonomous and
self-regulatory by controlling the mechanical power of the
governor by state feedback, like pmen = kn(Xn + 12), where
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FIGURE 2. IEEE 10 Machine 39 bus system.

FIGURE 3. Rotor speed of all generators with the initial set point for Case-A.

FIGURE 4. Rotor speed of all generators after rescheduling in Case-A.

ωn − 1 = Xn. Now since rotor speed is directly proportional
to the frequency of generation, therefore, if loads decrease,
the rotor speed increases, and vice versa. In these situations,

the generator delivers power at a nonrated frequency that is
harmful to the power transformer, electrical loads, and vari-
ous power system accessories. Although the speed governor
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FIGURE 5. The rotor speed of all generators with an initial set point for Case-B.

FIGURE 6. The rotor speed of all generators after rescheduling for Case-B.

of the generator performs the speed regulation of the rotor.
Whilst in convention setup speed governor cannot prevent
unnecessary power losses fed to the alternator. The solution
proposed in this paper for generator rescheduling is per-
formed when the active transfer capacity of the power system
is greater than the demands. Now, speculating the results in
this paper, the endpoint of rotor speed with an initial set point
and proposed generator rescheduling are compared. The gen-
erator set points in different contingencies are summarized in
Table-4.

Moreover, the rotor speed with the proposed methodology
is closer to a steady-state value of 1 p.u. The power loss
during the transient, i.e.

∑i=n
i=1

∫
(Pg − Pe) in different cases

discussed are shown in Figures 12-15. It is observable that
power loss by the proposed generator-rescheduling algorithm
is very less than the convention setup except for Case #4. The
power loss difference under Case #4 is only 45 MW. This
minimum power loss for a bulk power system is negligible
to attain rotor speed regulation. Figure 16 to 23 shows the
governor set point variation for all four cases under normal

TABLE 4. Generator set points in different contingency discussed.

and rescheduling. In Figures 16, 18, and 20 all governor’s set
points are decreasing up to sometime after contingency i.e.
5 sec. In Figure-22 governor set points are in an increasing
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FIGURE 7. IEEE 39 bus system with area outage.

FIGURE 8. Rotor speed of all generators with the initial set point for Case-C.

and concave manner. Figures 16, 18, and 20 are cases #A,
B, and C. In this case, power demands get reduced after
contingency but in case #D the load demand increases more
than the pre-contingency scenario. Figure 17, 19, 21, and
23 show the set point variation after rescheduling by the
proposed methodology the governors’ set point attaints its

requested value gradually due to various time constant and
valve action limit.

VIII. DISCUSSION ON THE PERFORMANCES
The methodology proposed in this paper uses very few mea-
surement network topologies in addition to the angular speed
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FIGURE 9. The rotor speed of all generators after rescheduling for Case-C.

FIGURE 10. The rotor speed of all generators with an initial set point for Case-D.

FIGURE 11. The rotor speed of all generators after rescheduling for Case-D.

of the generator, and the terminal voltage for the control
objective formulation. As per (10) and (11) the system con-
figured is of variable order depending on the measurements

of loads and generator. It represents the existing and post-
contingency system, which can handle area outages easily.
Results reported in the paper also show that there is no
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FIGURE 12. Energy loss of turbine output for Case #A.

FIGURE 13. Energy loss of turbine output for Case #B.

FIGURE 14. Energy loss of turbine output Case #C.

pre-existing model with a fixed parameter. The measurement
taken to configure the system model is binary, i.e., line,
load, and generator are either ON or OFF. So, in this regard,

measurement noise also becomes uninterruptable for the sys-
tem model configuration. The control input Pmei and Efi is
corresponding input to governor set value and AVR reference
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FIGURE 15. Energy loss of turbine output for Case #D.

FIGURE 16. Governor set point variation in Case #A.

FIGURE 17. Governor set point variation with rescheduling in Case #A.

value. The whole problem to find the solution by (18) has
inequality of Pmei ≤ 1 and equality of Efi = 1. Therefore,
that control input is suitable not only during the transient

period but also after the steady-state is achieved. A time
gap between rescheduling and the contingency occurrence
is taken as 0.2 seconds. So due to contingencies system
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FIGURE 18. Governor set point variation in Case #B.

FIGURE 19. Governor set point with rescheduling variation in Case #B.

FIGURE 20. Governor set point variation in Case #C.

gets deviates from the equilibrium point. According to the
Lyapunov theorem, the system should dissipative for sta-
bility criteria. So if the time gap between rescheduling and

contingency is varied there is no effect on the stability of
the system. According to (18) the corresponding solution
always guaranteed a stable performance. In this paper, the
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FIGURE 21. Governor set point-rescheduling variation in Case #C.

FIGURE 22. Governor set point variation in Case #D.

TABLE 5. Time taken to achieve the steady-state.

TABLE 6. Steady state value achieving in different cases.

corresponding field excitation is always kept 1 after
rescheduling, also there is no change in field excita-
tion control and AVR performance, this is observed in

TABLE 7. Power loss description in different contingency cases discussed.

Figures 24 to 27. In addition, the generator terminal volt-
age attains a steady-state value earlier in the rescheduling
case.

Table-8 presents a comparative assessment of performance
obtained by the proposed scheme with that available in the
literature.

The main findings of the paper are summarized as
follows:

• The proposed rescheduling algorithm gives desired opti-
mum results in all cases.
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FIGURE 23. Governor set point variation with rescheduling in Case #D.

FIGURE 24. Terminal voltage of all buses in case #A with conventional AGC.

FIGURE 25. Terminal voltage of all buses after rescheduling in case #A.

TABLE 8. Comparative performance evaluation.

• The rescheduling set point of all generators tends to
single value in all cases.

• There is less power loss by this methodology than the
conventional speed governor performance.

• In case of load increment, the power loss is slightly more
but the rotor speed settles to steady-state quickly.

• The inter rotor oscillation is negligible and rotors settle
to steady-state quickly.
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FIGURE 26. Terminal voltage of all buses in case #D with conventional AGC.

FIGURE 27. Terminal voltage of all buses after rescheduling in case #D.

IX. CONCLUSION AND FUTURE SCOPE
In this paper, the IEEE 10-machine 39-bus system is consid-
ered with four conditional contingencies and a case study is
done. In Case #A, a single load is removed, while in Case #B,
multiple loads are removed, in Case #C, area blackout is
considered and lastly, Case #D discusses the load increments
at various buses is considered. The results of all the cases
are classified into two categories. The first is with the initial
setting of speed governors, and the second case is with the
deployment of the proposed scheme after the implementa-
tion of rescheduling, according to the algorithm. The speed
governor set point remains unaltered in each case of the first
category. Every contingency is triggered at the 5th second of
the simulation. Rescheduling is implemented in all four cases
at 5.2th sec of the simulation and is carried out till steady
state arrival. The results confirm that the settling time reduces
to 5-10 sec, and steady-state rotor speed is near 1 under the
rescheduling case. The mechanical power loss of all steam
turbines that delivers power to the generator is reduced to
400 MW under a steady state. This power loss is prolonged
and carried till the operation of the system It implies that
the proposed rescheduling method is more efficient in energy
saving. The economics of generation can also be fused into
this ethology easily by incorporating the minimization objec-
tive function in (18). The generator rescheduling and load
shedding for congestion mitigation based on the different

cases of congestionmitigation and emergency stability can be
performed by this proposed matrix by including the variable
in Gij term in (10) and (11).
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