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In order to extract neutrino oscillation parameters, long-baseline neutrino oscillation experiments rely 
on detailed models of neutrino interactions with nuclei. These models constitute an important source 
of systematic uncertainty, partially because detectors to date have been blind to final state neutrons. 
Three-dimensional projection scintillator trackers comprise components of the near detectors of the next 
generation long-baseline neutrino experiments. Due to the good timing resolution and fine granularity, 
this technology is capable of measuring neutron kinetic energy in neutrino interactions on an event-
by-event basis and will provide valuable data for refining neutrino interaction models and ways to 
reconstruct neutrino energy. Two prototypes have been exposed to the neutron beamline at Los Alamos 
National Laboratory (LANL) in both 2019 and 2020, with neutron energies between 0 and 800 MeV. In 
order to demonstrate the capability of neutron detection, the total neutron-scintillator cross section as 
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a function of neutron energy is measured and compared to external measurements. The measured total 
neutron cross section in scintillator between 98 and 688 MeV is 0.36 ± 0.05 barn.

© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons .org /licenses /by /4 .0/). Funded by SCOAP3.
1. Introduction

The goal of the current and future long-baseline (LBL) neu-
trino oscillation experiments is to perform precise measurements 
of neutrino oscillations, determine the neutrino mass hierarchy and 
θ23 octant, and test if neutrinos violate CP symmetry. A key ele-
ment in the measurement sensitivity is the precision with which 
the neutrino energy of each event can be determined.

These experiments reconstruct the energy of the neutrino or 
anti-neutrino based on measurements of the resultant visible par-
ticles from the neutrino interaction. Neutrons produced in the in-
teractions may carry a significant fraction of the energy and have 
heretofore been hard to detect and measure. Consequently, neu-
trons present a significant challenge, but also a major opportunity 
for improvement in the reliability and precision of the neutrino 
energy reconstruction.

The near detectors of LBL experiments must make high-
precision measurements of neutrino interactions for a palatable 
cost. Since weak interaction cross sections are small, the occupancy 
of neutrino detectors is low compared with detectors measuring 
charged-particle beams. A novel approach is taken for the upgrade 
of the T2K near detector [1], employing solid scintillator cubes as 
the neutrino target. The optically isolated cubes are one centime-
ter per side and are arranged in a three-dimensional array. The 
cube surfaces were etched, forming a reflective 50-80 μm thick 
polystyrene micropore deposit [2]. Each cube has three orthogonal 
holes with a diameter of 1.5 mm. Optical fibers with a diameter of 
1 mm pass through the cubes in the x, y, and z directions (three 
fibers per cube through these holes). Each fiber passes through a 
full row or column of cubes. The conceptual design of the detector 
is shown in Fig. 1. When a charged particle passes through a cube, 
light generated by the scintillator is collected by the wavelength-
shifting (WLS) optical fibers [3]. Photon sensors at the end of each 
fiber detect this light [4]. Using timing and geometry, the outgo-
ing particles from a neutrino interaction can be reconstructed in 
three dimensions. This approach yields a significant improvement 
in reconstruction capability for particle trajectories transverse to 
the neutrino beam over previous designs which employ planes of 
scintillator bars [5]. The approach further enables the measure-
ment of the kinetic energy of outgoing neutrons by time-of-flight 
(ToF) techniques from energy deposits in the primary medium of 
the detector. The importance of neutron kinematic detection in the 
T2K upgrade has been discussed [1] [6] [7].

Our team utilized the Los Alamos National Laboratory (LANL) 
Weapons Neutron Research (WNR) facility [8] to measure the de-
tailed neutron response of two prototypes of the near detector, 
known as SuperFGD, that will be deployed in the T2K experiment 
in Japan. We operated two prototype detectors in the beamline 
for two one-week periods in both December 2019 and December 
2020. Here, we describe a measurement of the total neutron cross 
section on polystyrene using one of the prototype detectors. This 
measurement represents an improvement in the precision of this 
cross section for neutron energies between 500 and 688 MeV.

The paper is arranged as follows. In section 2, we discuss the 
setup of the experiment including the beamline and the detector. 
In section 3, we describe the detector calibration and in section 4, 
we introduce the methodology for the total cross-section mea-
surement. In section 5, we explain the event reconstruction and 
selection, followed by the systematic uncertainty consideration in 
2

Fig. 1. The concept of the 3D-projection scintillator tracker.
Figure is taken from [1].

section 6. In the last section, we talk about the measurement re-
sult with some discussion.

2. Experimental setup

WNR provides a spallation-produced neutron beam with kinetic 
energies between 0 and 800 MeV. The primary proton beam is 
composed of sub-nanosecond wide proton bunches separated by 
1.8 μs [9]. Each proton bunch produces photons and neutrons along 
with other hadrons that are swept away by a magnetic field. The 
photons and neutrons pass through an aperture in the shielding 
and traverse the flight path (90 m). The ToF of neutrons is deter-
mined by measuring their arrival times relative to the initial flux 
of photons (gamma flash). The highest energy neutrons arrive soon 
after the gamma flash while the lowest energy neutrons come 
much later, with some arriving after the gamma flash from the 
subsequent proton bunch (wrap-around neutrons). By positioning 
our detector at 90 m from the beam target, the farthest location 
from the tungsten target in the facility, we enhance the energy 
resolution for the highest energy neutrons while suffering wrap-
around for neutrons below 13 MeV. In order to shape the neutron 
beam profile, a 0.4 cm radius collimator was located 1 m upstream 
of the detector.

The data analyzed here are from our deployment of a 24 ×
8 × 48 cm3 prototype detector consisting of 9216 1 cm scintil-
lator cubes, exposed to the neutron beam [10]. This is the same 
detector deployed in a charged particle beam at CERN [11]. The 
detector was oriented such that the neutron beam (z-direction) 
was parallel to the longest dimension. In the transverse plane, the 
horizontal (x-direction) dimension was 24 cubes wide and the ver-
tical (y-direction) dimension was 8 cubes tall. Each energy deposit 
signal in a cube was collected by three WLS fibers and mapped 
in three orthogonal views: XY (beam view), X Z (top view) and 
Y Z (side view). The detector used three types of Hamamatsu MP-
PCs, S13360-1325CS, S13081-050CS and S12571-025C, installed in 
three different regions of the top view of the detector. The arrange-
ment can be found in Fig. 5 of Ref. [11]. The beam view and side 
view are only equipped with Hamamatsu S13360-1325CS MPPCs. 
The MPPCs signals are read out by customized front-end boards 
(FEBs) [12]. Fig. 2 shows event time distribution with respect to 
T0. The T0 is the time proton bunch hits the tungsten target in the 
beamline. The distribution in Fig. 2 has been obtained using only 
a subset of the data. The gamma peak width for a single channel, 
which is 1.4 ns, provides a validation of the timing resolution. A 
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Fig. 2. Detected event time distribution with respect to T0. The first peak is the 
gamma flash after the protons hit the tungsten target and the following delayed 
peak is the neutron. The FEB sampling rate is every 2.5 ns. The binning size is the 
same as the sampling time size.

Fig. 3. Single neutron interaction candidate with 173 MeV TOF-measured kinetic 
energy on the YZ view. The reconstructed deposited energy is about 112 MeV. Note 
the Y and Z may have different sizes for one centimeter.

hit is a single fiber channel readout above a threshold. The base 
threshold for the hit is 40 PE in order to remove the cross-talk. 
An event includes all hits in a 1.8 μs time window. The gamma 
peak appears first in time, followed by the neutron peak. By se-
lecting events in the latter and measuring their time relative to 
the former, we can determine the energy of the neutron. Recon-
structed neutron energy is required to be > 13 MeV to get rid of 
wrap-around neutrons. Fig. 3 shows the hit distributions of a sin-
gle neutron interaction candidate with a ToF-determined kinetic 
energy of 173 MeV in the YZ view. The deposited energy is re-
constructed to be 112 MeV. For this event the deposited energy 
is lower than the ToF energy likely because of the binding energy 
and the invisible particles such as secondary neutrons leaving the 
detector.

In 2018, the prototype detector was exposed to a charged par-
ticle beam at CERN, where light yield for the minimum ionizing 
particle (MIP) for one fiber readout was found to be 52.5, 51.6, 42.1 
photoelectrons (PE) on average with 8 cm fibers for MPPC type I, II, 
and III, respectively. The time resolution for a single fiber readout 
was found to be 1.1 ns [11].

3. Calibration

For the gain of a single channel, defined as a fiber readout with 
a single MPPC and processed through the FEB, the calibration was 
carried out with a pulsed LED. The gain of each channel was mea-
sured in the absence of the beam. The gain is extracted from the 
PE peaks distribution measured in the presence of LED signals for 
each MPPC channel using a custom LED system [11,13].

In addition to the LED calibration, cosmic muons were used to 
construct a light yield uniformity map for all the detector channels. 
More than 22,000 through-going muons were selected. The direc-
tion of each muon was fitted, thus the light yield per travel length 
was obtained for the channels that the muon passed through. The 
average light yield with all muons is used for each channel. Com-
bining the gain and light yield calibrations, a uniform response for 
3

all channels was obtained. For the majority of the channels, the 
light yield measured with cosmic muons is consistent with the 
expected light yield from the 2018 charged particle beam test. 
We apply two additional corrections: time walk, the dependence 
of measured time on the deposited energy, and light attenuation 
in the fiber (lower than 10%), measured during the CERN beam 
test [11].

4. Methodology for the total cross-section measurement

The total neutron cross-section measurement was estimated 
utilizing the so-called extinction technique [14]. In the presence of 
neutron-nucleus interactions, the signal event rate decreases expo-
nentially along the z-coordinate:

N (z) = N0e−Tσtotz, (1)

where N0 and N (z) are the neutron event rates at the recon-
structed z positions in the first layer, and in a more downstream 
layer in the detector. T 3 and σtot. are the nuclear density and 
the neutron total cross section, respectively. Neutron interactions 
in the detector cause an event rate depletion from which we can 
extract the neutron total cross section as a function of its kinetic 
energy. By fitting the event rate distribution along z using an expo-
nential function of the form N0e−λz (in accordance with Eq. (1)), 
the exponential coefficient λ, referred to as the extinction coeffi-
cient, can be determined. The total cross section is extracted by 
fitting the event rate distribution along z for each bin of neutron 
energy. The beam center was measured for each layer to ensure 
the detector was orthogonal to the beam.

The signal is defined as single-track events because it is easier 
to identify the vertex and removes the potential issues of pile-
up events and light noise. For each layer the cross-section ratio 
of single-track and multiple-track topologies is constant. Thus, the 
single-track event rate depletion along z gives the total cross sec-
tion for each energy range.

In this letter, the measured neutron total cross section on the 
plastic scintillator (CH), is reported from 98 to 688 MeV. The en-
ergy binning was optimized taking into account the energy reso-
lution. The region with low kinetic energy neutron candidates (<
98 MeV) does not result in long enough clusters to form tracks (a 
few centimeters) and the uncertainty due to ‘invisible’ scattering4

in this region is large. The region above 688 MeV is statistically 
limited.

5. MC simulation

A realistic geometry has been generated to simulate the detec-
tor, experimental hall and the beamline. The finer detector struc-
ture such as each cube, cube hole, WLS fiber and the MPPC is 
implemented in the geometry. Two collimators upstream the de-
tector at 20 m and 89 m have been included in the geometry as 
well.

The Geant4 simulation is used for neutron interaction and par-
ticle propagation in the detector, to provide some of the system-
atic uncertainty evaluation and model comparison. The Bertini
model is chosen as our default model [15]. As an alternative, the
INCLXX model is used throughout the analysis to cross-check 
against any model dependence introduced by the choice of the de-
fault model [16]. For both the systematic uncertainty evaluation 
and the total cross section comparison, these two models show 
very consistent results, thus for the remaining of the paper, we 

3 T = (
ρCH × NAvogadro

)
/mCH = 4.623 × 1022 nucleons/cm3.

4 Invisible scattering includes elastic scattering as well as any interactions that do 
not produce visible tracks above the threshold.
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Fig. 4. Neutron energy spectra obtained with data (blue line) and MC (black line). 
The error bars represent the MC statistical uncertainty, while the statistical uncer-
tainty associated with data is included but too small to be visible. The measured 
flux (red dashed line) is included as reference.

present the results with Bertini model. Our cross-section mea-
surement has no simulation or model dependency.

A comparison between the reconstructed neutron energy distri-
bution in MC and data is shown in Fig. 4. The simulated events 
were generated following the measured neutron flux [17]. The 
measured neutron energy in data and simulation are consistent 
within the MC statistical error. It is worth to note that the scin-
tillation light yield non-linearity is not included in the current 
simulation. Constant light yields extracted from the data are used 
for the MC simulation. In future studies, this effect will be taken 
into account.

6. Event reconstruction and selection

The goal of the event reconstruction for this analysis is to ag-
gregate information on hits recorded by the prototype and convert 
them into information from which we select neutron interactions 
producing one reconstructed track in the event. Only events occur-
ring after the gamma flash are selected, for this reason we select 
hits collected in a time window between −815 and 850 ns with 
respect to T0. To reject hits produced by MPPC noise and optical 
cross talks in adjacent cubes, we set a base threshold of 20 PE per 
hit and we require a minimum number of three hits in an event. 
After having sorted the hits in time, a time clustering algorithm 
is used: if consecutive hits are greater than 17.5 ns apart they 
belong to different clusters. This time clustering value has been 
optimized such that the probability of overlapping neutrons in one 
single event is below 0.1%.

After that, only events with one time cluster are selected to 
avoid pile-up with other neutron interactions. At this point, vox-
els, defined as reconstructed cubes, are built combining the three 
views of the detector and a density-based spatial clustering algo-
rithm (DBScan) is employed to select voxels close in space [18]. 
A cluster is defined if there is at least one voxel and if the dis-
tance between voxels does not exceed 1.8 cm, which ensures there 
are not holes between voxels. Once the spatial clusters are built, 
we select events with only one spatial cluster. The particle travel-
ing in the beginning and end voxels may not go through the full 
cube. In order to remove the z-dependency on the selection, layer-
dependent PE cuts on the first and last voxels are applied for each 
track. The PE cut values are determined by minimizing the track 
length distribution difference among all layers.

For each cluster a matrix is defined that encodes the distance 
between the center of the cluster and each voxel:

Mij =
N∑ (�v − �c)i(�v − �c) j

N
, (2)
i j

4

where N is the total number of voxels in the cluster, �v is the dis-
placement vector associated with a voxel in the cluster and �c is the 
center of the cluster. A Principal Component Analysis (PCA) of this 
matrix is performed to find the three principal eigenvectors and 
eigenvalues. A variable defined as L = (λ1 − λ2)/λ1, where λ1 and 
λ2 are the first two eigenvalues of the PCA components, quantifies 
the development of the cluster along the principal vector. Requir-
ing L > 0.7 rejects clusters inconsistent with a single final state 
particle origin. Two other variables are employed to select straight 
tracks. The first is the maximum distance between a voxel and 
the line defined by the largest principal vector. The second is the 
largest projected distance between two voxels on the second prin-
ciple eigenvector. They are required to be below 1.2 cm and 1.4 cm, 
respectively.

Only events having between three and eight voxels are accepted 
to reduce the dependency on the detector acceptance. For such 
events, the first voxel along the z-coordinate is taken as the ver-
tex. In addition, only events with a vertex within a rectangular 
parallelepiped built around the beam center of 1.5 × 1.5 × 40 cm3

are selected.
The first z layer of the prototype is rejected since it is contam-

inated by the hits produced by particles from the interactions in 
the upstream material and collimator. The last nine layers are re-
jected as a result of the cut on the number of voxels mentioned 
above. The timing associated with the selected vertex is used to 
compute the energy of the neutron using ToF.

There is almost no background in the final sample. The over-
lapping events are below 0.1% due to the low event rate and they 
are rejected by the time and space clustering. Multiple interactions 
are rejected by the single cluster selection. The remaining multi-
ple interactions with the first interaction invisible are included in 
the invisible scattering uncertainty described in the next section. 
The background from the neutron interaction in the collimator up-
stream of the detector and cosmic muons have been rejected by 
cuts on the fiducial volume. The final sample purity is above 99%.

7. Systematic uncertainties

The detector has a geometrical and electronics non-uniformity 
which generates a detection uncertainty. The fiber, fiber hole, 
MPPC, insulating Tyvek layer and cubes have some variation in 
their alignment. For our neutron experiment, the beam profile is 
rather narrow and our measurements may be sensitive to such 
variations in the detector. Additionally, we employ three different 
types of MPPCs for the prototype and they are not uniformly de-
ployed on the detector.

To evaluate the uncertainty associated with these variations, 
we compare our results to a “no-cut” sample. The no-cut sam-
ple only requires a hit to have more than 20 PE and any num-
ber of reconstructed voxels. All other topological cuts existing in 
the single-track selection are removed. For each energy range, the 
event rate along z in the “no-cut” sample was normalized to that 
in the single-track sample. Then the event rate fractional difference 
at each layer between the two samples is taken as the detec-
tor systematic uncertainty. Fig. 5 shows the resulting systematic 
uncertainty by calculating the residual of the two samples as a 
function of the neutron kinetic energy and z. The “no-cut” sam-
ple is normalized to the single-track signal sample. To understand 
the cause of the detector systematic uncertainty, three dedicated 
studies were completed. First, we compared the event rate along 
Z with the same rate in the data taken with the detector ro-
tated by 180 degrees around Y (vertical). The ratio between the 
two is consistent with the fractional uncertainty shown in Fig. 5. 
This ruled out that the reconstruction is the major reason for such 
uncertainty. Second, we used only two views, the beam and side 
view, which are equipped with the same MPPC type. Also in this 
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Fig. 5. The fractional systematic uncertainty due to the detector non-uniformity and 
reconstruction inefficiency. See text for detail.

Fig. 6. Width of the vertex transverse spread as a function of Z with different in-
visible scattering strength. The weight reported in the legend is the factor applied 
to the original invisible scattering strength in the model. For example, simulation 
with weight 0 corresponds to no invisible scattering including elastic scattering. MC 
simulation has been normalized to data.

case we compared the event rate we measured with the non- and 
rotated detector finding a good agreement with the estimated frac-
tional uncertainty. This test indicates that the difference between 
MPPC-type is not the major reason as well. Then, we performed a 
MC simulation introducing a misalignment of ±0.5 millimeter for 
groups of 10 cubes. Such misalignment can introduce variations 
similar to the fractional systematic uncertainty shown in Fig. 5. 
Therefore, we concluded that the dominant reason for the detec-
tor systematic uncertainty is likely to be the cube misalignment 
due to the fact that the cubes were assembled without a solid 
support on the bottom, but they were supported only by the 
fibers.

The extinction method requires the reconstruction of the first 
interaction vertex. Intrinsic contamination arises when neutrons 
scatter, leaving a deposited energy below the detector threshold. In 
this case, the primary vertex is missed and a subsequent scattering 
may be mis-reconstructed as the vertex. Generally, the secondary 
vertex is downstream of the true primary vertex.

This invisible scattering constitutes a source of systematic un-
certainty. In order to estimate the uncertainty, we studied both 
the Bertini and INCLXX models in Geant4 version 10.3, and 
the conclusions are consistent with each other. One of the conse-
quences of invisible scattering is that it generates transverse spread 
of the neutron beam. We conservatively assumed all of the trans-
verse spread comes from invisible scattering, tuned the simulations 
to match the spread seen in data, and calculated the change in the 
reconstructed neutron cross section.

Fig. 6 shows the width of the vertex transverse spread as a 
function of z with different fractions of invisible scattering in the 
MC simulation (indicated as “weight” in the legend). Varying such 
5

fractions change the strength of invisible scattering. For example, 
simulation with weight 0 corresponds to absence of invisible scat-
tering including elastic scattering. If an event had one invisible 
scattering before leaving visible signal, the event was assigned a 
weight of 0.6. If twice, it was assigned a weight of 0.36. The weight 
of 0.6 shows the best match with data.

The impact of the invisible scattering is as large as 10% below 
100 MeV but limited to a few percent above 100 MeV. The dif-
ference between the cross section results with and without the 
invisible scattering is taken as a systematic uncertainty.

Fig. 6 shows the transverse spread as a function of z inte-
grated over the entire neutron energy range. In general, the spread 
increases as function of the depth in the detector and is more pro-
nounced for low energy than high energy neutrons.

The limited dimensions of the prototype have an impact on the 
single-track event selection efficiency. For the single-track selec-
tion, the downstream part of the detector has higher efficiency 
than the upstream part. The downstream part reduces the room 
for multiple-track events to develop. A data-driven correction is 
considered in order to avoid any possible bias. We compare the 
number of events selected at a given z-layer with different total 
lengths of fiducial volume (e.g. z-layer is 2 and use the detector 
through z-layer 48, then z-layer is 2 and use the detector through 
z-layer 47, and so on). The uncertainty on the acceptance correc-
tion was computed by setting the starting layer to 2 through 8 
and taking the largest acceptance correction difference between 
any two fixed layers. The resulting uncertainty is under 2% for the 
whole energy range.

The finite timing resolution results in an uncertainty on the 
neutron ToF and consequently its reconstructed kinetic energy. The 
overall uncertainty was computed combining the resolution for a 
single fiber mentioned above and the uncertainty on T0, and it 
was found to be 1.37 ns. Contribution to the uncertainty on the 
cross section by the timing uncertainty is estimated varying the 
ToF values thousands of times according to a Gaussian distribu-
tion centered at the actual ToF and a width corresponding to the 
timing resolution. The cross section is extracted for every variation 
and the spread of the resulting distribution is taken as the uncer-
tainty. In addition, in order to evaluate the light yield variation, for 
each channel, the light yield fluctuation estimated by the cosmic 
muon track fitting is propagated through the reconstruction with 
a simulated neutron interaction sample, providing the uncertainty 
on the vertex location induced by light yield fluctuations.

Finally, we considered uncertainty due to neutrons interacting 
in the collimators located upstream of the detector. If neutrons lose 
energy in such interactions, they can arrive in the detector with an 
energy lower than that reconstructed by ToF. We studied this ef-
fect with simulated data and found it to be negligible. Generally, 
neutrons which lose a large amount of energy in the collimators 
are scattered transversely and are not included in our data sample. 
Neutrons that scatter in the collimator and interact in the detector 
lose less than 1 MeV. This uncertainty is propagated to the cross-
section uncertainty by varying the energy distribution according 
with the spread induced by the neutron interactions inside the col-
limators.

Contribution by the uncertainties that do not change the neu-
tron energy are computed as a function of z-layer and neutron 
energy (e.g. Fig. 5). They are propagated in the following way: the 
number of events in each z-layer and energy bin is varied accord-
ing to a Gaussian with mean the number of events in that partic-
ular bin and width the estimated uncertainty. The neutron cross 
section is extracted from every variation and the width of the dis-
tribution is taken as uncertainty. As stated before, the major cause 
of the systematic uncertainty is the cube misalignment. The cor-
relation of the cube misalignment at each layer is not assessable. 
This measurement relies on this assumption and the future experi-
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Fig. 7. The total neutron-CH cross section as a function of neutron kinetic energy. 
The black vertical bars represent the total uncertainty and the red the statistical 
uncertainty. The Geant4 Bertini model is shown in blue.

ments should consider dedicated ways to measure the uncertainty 
induced by the cube misalignment. For example, systematic cube 
alignment variations can be conducted to understand the impact 
of the misalignment.

Additionally, we performed the following checks to confirm the 
robustness of the analysis:

• The cross-section was extracted from a MC sample obtained 
employing the same reconstruction and selection as for data. 
The results were consistent with the input total cross section 
within the uncertainties we have evaluated.

• Data were divided into individual calendar days and compari-
son of vertex distributions between each other showed consis-
tency.

• Different fitting ranges were employed to understand the local 
structure of the z distribution

• A constant term was added into the exponential function to 
include any potential constant background such as noise or 
external background across z. It results in a consistent cross-
section measurement as the one obtained using the nominal 
exponential function.

• The total cross section was re-evaluated by refitting the expo-
nential function after subtracting the invisible scattering pre-
dicted by the tuned simulation for each z layer from data. The 
resulting total cross section is consistent with the original re-
sult.

8. Result and discussion

With the exponential fit to the vertex distribution along z for 
each energy range, the total neutron-CH cross section is obtained 
as a function of the neutron kinetic energy. All the systematic un-
certainties discussed above are included varied separately and then 
summed in quadrature. The total neutron cross section on hydro-
carbon as a function of neutron kinetic energy is shown in Fig. 7. 
For neutron energies below 200 MeV, we obtain a slightly higher 
measured value than the Bertini model in Geant4. In the energy 
region between 200 to 688 MeV, our measurement shows good 
agreement with the model. The overall data and the model agree 
within the uncertainties. It should be noted that for each energy 
bin, the measurement is effectively independent and systematic 
uncertainties are considered uncorrelated across energy bins. For 
the region below 150 MeV, the χ2/d.o.f. is 15.2/11 and for that 
below 200 MeV, the χ2/d.o.f. is 16.1/18. The energy-integrated (98-
688 MeV) cross section is 0.36 ± 0.05 barn with a χ2/d.o.f. of 
22.03/38, corresponding to 38 layers in z. The comparison between 
the true and reconstructed cross sections in the MC has been done 
in order to understand the bias introduced by the reconstruction. 
The difference among them is well within the error bars. The to-
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Fig. 8. Breakdown of the total uncertainty. The systematic uncertainty includes con-
tributions from invisible scattering, light yield, detection and reconstruction, time 
resolution, collimator interaction and geometric acceptance correction.

tal uncertainty is broken down into each contribution by various 
sources in Fig. 8. The total uncertainty is dominated by the contri-
bution from the detection systematic uncertainty.

Our result on CH from 98 to about 600 MeV is consistent 
within the error bar with existing neutron-Carbon total cross-
section measurements [19–22], indicating a minor contribution 
from the neutron-Hydrogen interaction. Our measurement pro-
vides a new result on the total neutron-CH cross section across 
a broad energy range that is important for the LBL neutrino oscil-
lation experiments.
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