
Analysis of cross-sectional image filters for evaluating
nonaveraged optical microangiography images

Roberto Reif, Siavash Yousefi, Woo June Choi, and Ruikang K. Wang*
Department of Bioengineering, University of Washington, 3720 15th Ave. NE, Seattle, Washington 98195, USA

*Corresponding author: wangrk@uw.edu

Received 7 October 2013; accepted 20 December 2013;
posted 8 January 2014 (Doc. ID 198965); published 4 February 2014

Optical microangiography (OMAG) is a method that enables the noninvasive extraction of blood vessels
within biological tissues. OMAGB-frames are prone to noise; therefore, techniques such as B-frame aver-
aging have been applied to reduce these effects. A drawback of this method is that the total acquisition
time and amount of data collected are increased; hence, the data are susceptible to motion artifacts and
decorrelation. In this paper we propose using an image filter on a nonaveraged OMAG B-frame to reduce
its noise. Consequently, B-frames comparable to the averaged OMAG B-frame are obtained, while
reducing the total acquisition and processing time. The method is tested with two different systems,
a high-resolution spectral domain and a relatively low-resolution swept-source optical coherence
tomography system. It is demonstrated that the weighted average filter produces the lowest B-frame
error; however, all filters produce comparable results when quantifying the en face projection view
image. © 2014 Optical Society of America
OCIS codes: (170.4500) Optical coherence tomography; (170.6900) Three-dimensional microscopy;

(170.3010) Image reconstruction techniques; (170.6930) Tissue.
http://dx.doi.org/10.1364/AO.53.000806

1. Introduction

Optical coherence tomography (OCT) is an optical
imaging technology that generates cross-sectional
images of biological tissues with micrometer scale
resolution [1]. The OCT method is noninvasive and
can be applied in vivo. OCT is based on a Michelson
interferometer, which uses a broadband light source,
a reference mirror in one arm, and a scanning sample
on the other arm. Most recently, Fourier-domain
OCT, which includes spectral-domain OCT (SDOCT)
(e.g., [2]) and swept-source OCT (SSOCT) (e.g., [3]),
has been developed and used in both research and
clinical applications.

Analogous to ultrasound imaging, OCT can
capture not only the structural information, but also
the functional and hemodynamic information. A
variation in the data acquisition and processing of

OCT images has enabled the visualization of
three-dimensional (3D) tissue angiography [4].
The noninvasive characteristics and high axial
(2–15 μm) and lateral (5–30 μm) resolution of OCT
systems are well suited to visualize in vivo vascula-
tures, with capillary resolution. Several types of
microangiography techniques have been developed,
which includes optical microangiography (OMAG)
[4], phase variance OCT [5–7], autocorrelation [8],
correlation mapping [9,10], split-spectrum ampli-
tude decorrelation [11], intensity-based Doppler
variance [12], speckle variance [13,14], and joint
spectral-time domain OCT [15,16].

These techniques require several angiography
B-frames to be averaged together in order to reduce
the B-frame noise. As a result, the acquisition time is
increased and the images are prone to tissue motion
artifacts and structural decorrelation.

In this paper we propose to improve the
image quality of nonaveraged OMAG (NA-OMAG)
B-frames by applying an image filter, such that there
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is an increase in its quality to values comparable to
the averaged OMAG (A-OMAG) B-frame. The trade-
off is between the image quality, and the acquisition
and processing time. We present a method in which
image filters are trained such that they are
optimized for a specific system and tissue used.
We then quantify the vessel length fraction [17] of
an en face projection view image, to determine the
benefit of using the B-frame image filter on a
NA-OMAG B-frame. The method is demonstrated
using a low- and a high-resolution OCT system.

In this paper we focus on the OMAG technique
that has successfully been developed by our research
group, and applied towards imaging the eye [18,19],
brain [20], kidney [21], skin [22,23], and cochlea
[24,25]. However, the method can be applied to other
angiography modalities.

2. System Setup and Experimental Preparation

A. System Setup

In this study we used two OCT systems to analyze
the proposed method, a high-resolution SDOCT
system and a relatively low-resolution SSOCT
system. The SDOCT system was home built in our
laboratory [26], while the SSOCT system was a
commercial product (OCS1310V1, ThorLabs, Inc.).

In an OCT system, the light from the source was
split into two paths. One portion of the light was
transmitted to the sample arm (the biological tissue),
and the other portion was transmitted to the
reference arm. In the sample arm, the light was
coupled to a scanner containing a collimating lens,

a XY galvanometer, and an objective lens. In the
reference arm, optics were used for dispersion com-
pensation. The light returning from the reference
and sample arms produced an interference pattern
that was detected and processed. The SDOCT uses
a spectrometer, while the SSOCT uses a balanced
receiver and a high-speed digitizer to detect the
interference signal.

The light source of the SDOCT system has a center
wavelength of 1310 nm with a 65 nm full width
half-maximum (FWHM) bandwidth that provides
an axial resolution of ∼12 μm in air. The A-scan rate
was 47 kHz providing a frame rate of ∼94 fps. The
lateral resolution was estimated to be ∼5.8 μm using
a 10× objective lens with an 18 mm effective focal
length. The system is presented in Fig. 1(a). The
SSOCT system has a 1300 nm central wavelength
of light with a 100 nm bandwidth tuning range
at −10 dB that provides an axial resolution of
<16 μm in air, based on the manufacturer specifica-
tions. The A-scan rate was 100 kHz, and it provided a
frame rate of ∼70 fps. The lateral resolution was
∼25 μm using a 25 mm focal length objective lens.
The system is presented in Fig. 1(b).

B. Animal Preparation

Noninvasive in vivo images were acquired from the
pinna of an 8 week old male hairless mouse weighing
28 g. The mouse was anesthetized using 2% isoflur-
ane (0.2 L∕min O2 and 0.8 L∕min air). The ear was
positioned flat on a microscope glass slide. The
animal was placed in supine position on a heating
blanket (Harvard Apparatus). The internal body

Fig. 1. Schematic diagram of (a) spectral-domain OCT system and (b) swept-source OCT system. SLD, super-luminescent diode; SS,
swept source. (c) Photograph of the mouse pinna. The red box in the picture indicates the area imaged by the OCT system.
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temperature of the animal was monitored using an
intra-rectal temperature monitoring system. The ex-
perimental protocol was in compliance with the
guidelines approved by the Institutional Animal
Care and Use Committee (IACUC) of the University
of Washington.

A photograph of the mouse pinna is shown in
Fig. 1(c). The red square shows the large area
scanned with the OCT system. The total area is
estimated to be 8 mm× 5 mm (width × height).

C. Scanning Protocol

The scanning protocol was based on the 3D OMAG
technique [27]. The x-scanner (fast or B-scan) was
driven with a sawtooth waveform, and the y-scanner
(slow or C-scan) was driven with a linear function
waveform. OMAG is typically performed using a step
function waveform in the slow scan; however, in this
application, we used a linear function given that the
SSOCT system only allows this type of waveform,
and at the time of this experiment a software devel-
opment kit (SDK) had not been made available. The
fast and slow scanners had a range of ∼2.2 mm each,
over the sample. The B-scan contained 400 A-lines.
The C-scan contained 3200 B-scans (or B-frames).
In this case, eight consecutive B-frames were used
to obtain one OMAG B-frame, providing a total of
400 OMAG B-frames in the C-scan.

Twelve 3D volumes were acquired with each
system (SDOCT and SSOCT) in different, but over-
lapping, areas. The en face projection view of the
3D data was obtained, and was stitched together
to reconstruct a large area [red square in Fig. 1(c)].

3. Proposed Method

A. Optical Microangiography

OMAG is a variation of OCT, which enables the 3D
acquisition of blood vessels, with capillary resolution,
from biological tissue without the use of contrast
agents [4,28]. The flow of cells within patent blood
vessels acts as the contrast for the OMAG imaging
system.

The principles of OMAG can be applied in the fast
or slow axis. The fast axis is sensitive to large vessels
with fast blood flow rate, and the slow axis is sensi-
tive to both fast and slow flow vessels. In this paper,
the analysis was applied in the slow axis to increase
the sensitivity to the capillaries. The interference
signal of an A-line can be expressed as [29]

I�t; k� � 2S�k�ER

�Z
∞

−∞
a�z; t� cos�2kn�t�z�dz

� a�z1� cos�2kn�t��z1 − vt��
�
; (1)

where k is the wavenumber given by 2π∕λ, λ is
the wavelength of the light, t is the timing when
an A-line is captured, ER is the light reflected from
the reference mirror, S�k� is the spectral density of

the light source used, n is the refractive index of tis-
sue, z is the depth coordinate, a�z; t� is the amplitude
of the backscattered light, and v is the velocity of
moving blood cells in a blood vessel, which is located
at depth z1. Given that the light backscattered by the
sample is weak compared to the light reflected from
the reference mirror, we do not consider the self cross
correlation between the light backscattered from
different positions within the sample. We also do
not consider the DC signals because they do not
contribute to useful OMAG signals.

In order to reconstruct the depth information
(I�t; z�), the spectrum is Fourier transformed, and
the result is a complex value signal that contains
a phase (φ�t; z�) and magnitude (M�t; z�) term, and
is presented as follows:

I�t; z� � FT�I�t; k�� � M�t; z�eiφ�t;z�: (2)

OMAG uses high-pass filtering to isolate the opti-
cal signal of the static from the moving scatterers. In
this data processing, the proposed approach first
takes a differential operation on the captured depth
signal along the C-scan direction:

Iflow�ti; z� �
P

N
i�1 jM�ti�1; z� −M�ti; z�j

N
; (3)

where i represents the index of the B-scans in the
C-scan direction, and N is the total number of
B-frames that are averaged together. Iflow is also
known as the OMAG B-frame.

OMAG can be applied on either the complex
(I�t; z�) or the absolute (M�t; z�) value signal. For this
application, the commercial swept-source system
had unstable phase information; therefore, we
limited the analysis for both the SDOCT and
SSOCT to only using the magnitude information
[as described in Eq. (3)], also known as intensity-
based OMAG.

The application of an image filter is a simple
method that allows smoothing of a B-frame; i.e., it
reduces the amount of intensity variations between
one pixel and the next. It is commonly used to reduce
the noise within a B-frame. In this study we compare
several types of image filters to minimize the noise
obtained from a nonaveraged (N � 1) OMAGmethod
(which was previously defined as NA-OMAG), such
that its B-frame quality was comparable to that from
an averaged (N > 1) OMAG B-frame. In this paper
we used N � 7 (which we will refer to as A-OMAG),
since it is a commonly used value known to provide a
reduction in B-frame noise [26]. The advantage of us-
ing NA-OMAG is the decrease in the acquisition
time, and the reduction in both the amount of data
collected and the processing time.

B. Frame Cost Function

For the analysis of the B-frame, for each 3D acquis-
ition, we selected one of the A-OMAG B-frames as a
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reference B-frame, or the “gold standard” image.
Therefore, we had a total of 24 reference B-frames
(12 from the SDOCT and 12 from the SSOCT). The
idea of an image filter is to replace each pixel value
in a two-dimensional B-frame with a transformation
applied to its neighboring pixels, including itself. As
a result, it eliminates pixel values that are not
representative of its surroundings. These filters
are based upon a kernel, which represents the height
and width of the neighborhood pixels to be sampled.

The goal is to select (or train) the parameters of the
image filter that create the smallest cost (J) between
a NA-OMAG B-frame after applying the image
filter and the reference A-OMAG B-frame. The
cost is determined by an average least-squares
calculation given by

J � 1
M

XM
i�1

�h�x�i�� − y�i��2; (4)

where M is the number of pixels in the B-frame, i is
the pixel index, x�i� is a vector containing the ith pixel
kernel of the NA-OMAG B-frame, y�i� is the ith pixel
from the reference A-OMAG B-frame, and h is the
hypothesis function (or image filter function), which
is applied on the NA-OMAG pixel kernel vector. It is
important to mention that the calculation of the cost
function only included the pixels that had a structure
image intensity value 10 dB above the noise level.
The rejection of low intensity valued pixels is impor-
tant to avoid biasing the training results with
noise data.

C. Image Filters

Four commonly used image filters were tested [aver-
age, median, Gaussian, and weighted average (WA)].
For each of the filters several parameters needed to
be specified. All filters required the kernel size de-
fined, which is given by two parameters, the number
of pixels in the x direction and the number of pixels in
the z direction. For each direction we tested four
different values that contained 1, 3, 5, and 7 pixels.
In addition to the kernel size, the Gaussian filter
required the standard deviation parameter to be
specified. In this case we tested six different values,
which were 0.1, 0.5, 1, 2, 4, and 8.

One of the B-frames from the 3D OMAG data set
was used as the training set, while the other 399
B-frames were used as the testing set. We needed to
be careful to select a reference B-frame that had low
noise. Some B-frames had motion artifacts present
and needed to be rejected as the reference B-frame.
Each filter was applied on the NA-OMAG training
set B-frame. For each filter we tested the combination
of all values for each parameter. For example, for the
average filter we tested the 16 combinations of the ker-
nel size (four values in the x direction times four values
in the z direction). The values for each parameter that
produced the smallest cost function for each filter were
selected as the optimum parameters, and then applied
on the 399 testing set B-frames.

A brief description of each filter is presented below.

1. Average Filter
Average filters can be used to remove additive noise,
given that the speckle in OCT images becomes
additive after logarithmic compression. In the case
of the average filter, all the values in the vector
x�i� are averaged together, while applying equal
weight to each value.

2. Median Filter
Median filters have been previously used for speckle
suppression [30]. The filter selects the median value
from the vector x�i�.

3. Gaussian Filter
A Gaussian filter smoothes or blurs an image using a
Gaussian function. It reduces image noise as well as
image details. Mathematically, applying a Gaussian
filter is the same as convolving the image with a
Gaussian function.

4. Weighted Average
The WA filter is similar to the average filter, but the
values in the vector x�i� are averaged together with
the weight for each value being different. To deter-
mine the optimum weight of each value we used a
linear regression method. Given that we are only
imaging a small area at a time, we can apply a
constraint where the weights on the pixels on the left
side of the ith pixel are the same as the weights of the
pixels on its right side; in other words, there is
symmetry in the x direction. This symmetry does
not apply for top to bottom (z direction), given that
the signal of the OCT beam varies as a function of
depth due to the scattering and absorbing properties
of the tissue, as well as the shape of the Gaussian
beam. Also, we add a bias term equal to “1” to
the x�i� vector. The hypothesis function is then given
by [31]

hθ�x� � θTx; (5)

where θ is the weight for each value in the x�i� vector.
To determine the values of θ, we use the normal equa-
tion, given by [31]

θ � �XTX�−1XTy; (6)

where X is a matrix that contains all the x�i� vectors
for all the i pixels. The matrix X has a number
of rows equal to the number of pixels in the image,
and it has the number of columns equal to the size
of the window plus one due to the bias term. For
example, a 7 × 7window size will provide 50 columns
in X . Similarly, the vector y is equal to the number
of pixels in the image. An example of the WA filter
θ that uses a 7 × 7 window size is presented in
Fig. 2.
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D. Projection View Image Quantification

Usually angiography OCT images are studied by an-
alyzing the view of the volume in the axial direction,
also known as the en face projection view [32]. There
are several parameters that can be quantified from
these images. In this study we have selected to ana-
lyze the vessel length fraction, which is a relative es-
timate of the length of all the vessels within the
image.We selected this parameter due to its sensitiv-
ity to slow flow capillaries. The procedure has been
described previously [17]. Briefly, the blood vessels
are segmented from the image, creating a binary
mask. The binary image is then skeletonized by
reducing all the vessels into linear segments with
a width of 1 pixel. The lines represent the midlines
of all vessel shapes. Finally, the vessel length fraction
is calculated by counting the number of white pixels
in the skeletonized binary image and dividing it by
the total number of pixels in the image.

4. Experimental Results

A. Filtering the B-frame Noise

In Figs. 3(a) and 3(b), we present a structural and
flow cross-section B-frame of the mouse pinna, re-
spectively, using the SDOCT system, which was proc-
essed with A-OMAG. The flow image is one of the
examples used as a reference B-frame. The total
B-frame spans a horizontal range of 2.2 mm.

The reference B-frame was obtained by averaging
seven OMAG B-frames. The first of the seven OMAG
B-frames was used as the training B-frame and was
defined as the NA-OMAG B-frame. We applied all
the different filters to this image, and for each filter
we tested all the combinations of values for each
parameter. The values for the parameters that pro-
vided the lowest cost function were used as the “op-
timum” parameters. Examples of these B-frames
before and after applying each filter with the opti-
mum parameters are observed in Figs. 4(a)–4(e).
Also, Figs. 4(f)–4(j) present the squared difference
between each of the B-frames and the reference
B-frame [Fig. 3(b)]. Visually, it can be observed that
the WA filter provides the smallest squared errors.
The optimum WA filter for this B-frame is shown
in Fig. 2.

To determine that the filters and parameters ob-
tained were not overfitting the data, we used the
other 399 NA-OMAG B-frames in the data set and
determined their average and standard deviation
cost function. The results are presented in Fig. 5
for both the SDOCT and SSOCT systems. The cost
values obtained in the testing set were comparable
to the values obtained in the training set, indicating
that the method was not overfitting the data. For
both systems, the WA filter presented the low-
est cost.

B. Projection View Quantification

For each of the 12 3D images from each system, we
obtained its projection view and applied a Rayleigh
contrast-limited adaptive histogram equalization
[33] to improve the uniformity of the images. The
12 projection view images from each system were
stitched together to obtain a large area of size
5 mm × 8 mm [red box in Fig. 1(c)]. These are pre-
sented in Fig. 6.

Figures 7(a)–7(c) present a close-up version of the
image presented in Fig. 6(a) within the red square for
the A-OMAG, the NA-OMAG, and the WA filter, re-
spectively. Similarly, the vessel length fraction [17]
was quantified for each image and presented in
Figs. 7(d)–7(f). To simplify the ease of view, the image
was multiplied by a binary mask of the original im-
age [17]. The images shown are for the SDOCT sys-
tem; however, the images with all the filters for both

Fig. 2. Example of the values used on a 7 × 7 window size WA
filter.

Fig. 3. Cross-sectional (a) structural and (b) OMAG B-frame image of the mouse pinna using the SDOCT system, and processed with the
A-OMAG method. The white line is 500 μm.
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Fig. 4. (a)–(e) Cross-sectional flow image for the NA-OMAG (a) with no filter, and with (b) average, (c) Gaussian, (d) median, and (e) WA
filters. (f)–(j) Squared difference between the A-OMAG B-frame [Fig. 3(b)] and the NA-OMAG B-frame (f) with no filter, and with (g) aver-
age, (h) Gaussian, (i) median, and (j) WA filters. The images were captured with an SDOCT system.
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SDOCT and SSOCT systems were also obtained
(data not shown).

The average and standard deviation of the vessel
length fraction percentage error were calculated be-
tween all the NA-OMAG images with different filters
and the reference A-OMAG image. The results for
both systems are presented in Fig. 8.

5. Discussion

Figure 3 presents examples of a cross-sectional struc-
ture and A-OMAG B-frame from the SDOCT system.
The A-OMAG B-frame was used as the reference
B-frame to train the filters used on the NA-OMAG
B-frame. Ideally, a reference B-frame would not
present noise or artifacts. Although averaging
several B-frames for the A-OMAG reference B-frame
can reduce the noise level, it is not an ideal B-frame.
As a result, the reference B-frame is slightly biased

given that it will always contain some level of noise
and artifacts.

Figure 4(a) presents the NA-OMAG B-frame from
the same cross-section as the B-frame in Fig. 3(b).
The squared-error difference between the two
B-frames is presented in Fig. 4(f), where the error
in the B-frame can be visualized at each pixel. The
goal is to apply an image filter on the NA-OMAG
B-frame, and obtain an image as close as possible
to Fig. 3(b), which was determined by selecting the
filter that provides the smallest square error.
Figure 4 also presents the NA-OMAG B-frame after
applying the average, Gaussian, median, and WA fil-
ters, and the calculated squared error with the
reference B-frame. It can be visually observed that
the WA filter presented the smallest error values
[Fig. 4(j) is the darkest of the error B-frames].

Figure 5 presents the mean and standard
deviation of the mean squared-error or cost of the

Fig. 5. Mean and standard deviation of the cost function [Eq. (4)] of the training set after applying no filter, and average, Gaussian,
median, and WA filters on the NA-OMAG B-frames. The results were obtained from (a) SDOCT and (b) SSOCT systems.

Fig. 6. En face large image projection view of themouse pinna after stitching 12 acquired areas. The imagewas obtained from the selected
region in Fig. 1(c). SDOCT images created using (a) A-OMAGB-frames and (c) WA filter applied over NA-OMAGB-frames. SSOCT images
created using (b) A-OMAG B-frames and (d) WA filter applied over NA-OMAG B-frames. White line is 1 mm. The red square indicates a
typical 2.2 mm× 2.2 mm area.
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399 testing B-frames for each of the filters using both
the SDOCT and SSOCT systems. Similar results
were obtained for all of the 24 areas that were cap-
tured with the system. These results demonstrate
that the WA filter has the smallest error not only
for the training set, but also for the testing set, which
demonstrated its validity and usefulness. Overall,
the cost of the SDOCT system is higher than that
of the SSOCT system. We attribute this difference
to the system resolutions. The resolution of the
SSOCT system is lower than the SDOCT; therefore,
the B-frames appear more blurry. The spatial filters
tend to blur the B-frames and reduce their spatial
resolution. As a result, after applying a filter to (or
blurring) the NA-OMAG B-frame, it can appear sim-
ilar to a low-resolution A-OMAG B-frame, compared
to its high-resolution counterpart. Also, the B-frames

with higher resolution are more sensitive to motion
artifacts; therefore, after training the data with a
reference B-frame, there are more errors when ap-
plying the filter in less ideal B-frames that are af-
fected by the movement.

We also notice that the standard deviation of the
SDOCT system is larger compared to the SSOCT.
We believe this occurs because we trained the filter
using the whole B-frame; however, the focal length of
the SDOCT is much smaller than the SSOCT. As a
result, a smaller number of pixels from the SDOCT
B-frame are within the focal spot; therefore, we may
be using out-of-focus pixels as part of the training,
which contributes to the error.

Figure 6 presents the large area (5 mm × 8 mm) of
the mouse pinna after stitching together the individ-
ual 2.2 mm× 2.2 mm projection view images that

Fig. 7. (a)–(c) Close-up of the red square area in Fig. 6(a) of the SDOCT systemwith (a) A-OMAG, (b) NA-OMAGwith no filter, and (c) NA-
OMAG with WA filter. (d)–(f) Vessel length fraction multiplied by the black and white binary vessel image of (d) A-OMAG, (e) NA-OMAG
with no filter, and (f) NA-OMAG with WA filter. Red square in (a) is the window size that calculates the vessel length fraction.

Fig. 8. Average and standard deviation of the percentage error between the vessel length fraction calculated over the NA-OMAG image
with different filters and the A-OMAG image using both systems, the (a) SDOCT and (b) SSOCT systems.
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were captured with both systems. The results for the
A-OMAG and NA-OMAG with the WA filter are pre-
sented. It is observed that the large vessels match
very well with the vessels observed in the picture
of Fig. 1(c). Also, from this large view, it is difficult
to visualize big differences between the A-OMAG
and the NA-OMAG with the WA filter. However,
there are more noticeable differences between the
SDOCT and SSOCT systems at the capillary level,
where the SDOCT shows clearer capillaries, while
the SSOCT presents less sharp details. This is
expected given that the SSOCT system has lower
resolution.

Figures 7(a)–7(c) present a close-up version of a
2.2 mm × 2.2 mm of the red square shown in
Fig. 6(a), for the A-OMAG, the NA-OMAG, and the
WA filter, respectively. This image allows us to
perceive more details of the small capillaries. NA-
OMAG [Fig. 7(b)] has more noise compared to the
A-OMAG [Fig. 7(a)]; however, this is improved by
applying the WA filter [Fig. 7(c)]. Typically, these im-
ages are used to obtain quantitative information for
studying different diseases (such as wound healing
[32] or skin burn [23]). Figures 7(d)–7(f) present
the calculation of the vessel length fraction for each
of the images shown in Figs. 7(a)–7(c). The image was
multiplied by a binary mask obtained from Figs. 7
(a)–7(c) for ease of visualization. It is noted that
the vessel length fraction calculated for A-OMAG
resembles more closely the image with the WA filter
than the NA-OMAG with no filter. This indicates
that the application of an image filter on the
B-frame improves the projection view image for
which parameters can be quantified.

Figure 8 presents the average and standard
deviation of the percentage error between each pixel
of the vessel length fraction obtained from each filter
on the NA-OMAG, with the vessel length fraction
obtained from the A-OMAG for both systems. When
no filter is used, the errors are large; however, when
an image filter is applied, the errors are significantly
reduced. A surprising result is that although each
filter had a different cost function in the B-frame
(Fig. 5), the results were not significantly differ-
ent when calculating the vessel length fraction on
the projection view image. This allows us to conclude
that for projection view image analysis, any B-frame
image filter could be used with no specific advan-
tage observed among them.

The other observation is that the errors on the
SDOCT system before and after the use of the image
filter were lower compared to the SSOCT system. We
attribute this to the resolution of the system. Given
that the capillaries are clearly observed with a
high-resolution system (SDOCT), the calculation of
the vessel length fraction is more precise, even with
the presence of noise.

In this study, we tested a few basic image filters. It
is observed that the WA filter (Fig. 2) can have any
shape (as long as it is symmetrical in the x direction);
however, this shape will be different for each 3D

volume captured. The shape will depend on the opti-
cal properties of the tissue, the system resolution,
and the scanning pattern (i.e., how many A-lines
per B-frame, and the spacing between A-lines).

The filters proposed do not take into account the
Gaussian beam shape of the OCT laser. The filters
could be improved by implementing a depth-
dependent variable; however, this analysis is beyond
the scope of this study. Also, we did not test more
advanced filter options, or the use of a combination
of filters. Therefore, there is still room to explore how
to obtain better B-frames when using NA-OMAG.
Although in this study we concluded that all filters
worked equally well when analyzing the projection
view images, it is still possible to provide an image
filter that would improve the calculations of the ves-
sel length fraction, or other quantifiable parameters.

Based on these results, we envision an acquisition
protocol that consists of capturing several OMAG
B-frames at one position that can be used to obtain
the reference B-frame to train the filter. This will
then be followed by the acquisition of a single
OMAG B-frame at each of the other positions in
the C direction, therefore reducing the total acquis-
ition time and data collected.

6. Conclusion

In this work we demonstrate that an image filter can
be applied on a NA-OMAG B-frame to reduce the
noise and improve its image quality to be comparable
with that of an A-OMAG B-frame. The method
requires the filter parameters to be trained with a
reference B-frame. The main advantages are that
the acquisition and processing times are significantly
reduced. In this study there is a reduction of ∼75% in
acquisition time and data collected. Several imaging
filters were compared, and it is demonstrated that a
WA filter has smaller squared errors with the refer-
ence B-frame compared to alternatives. It was also
demonstrated that the use of a filter is beneficial
for obtaining projection view images that are used
for quantification (i.e., vessel length fraction).
However, all the filters proposed had similar results,
indicating that there was no clear benefit of one
filter over another. The results were validated using
low- and high-resolution OCT Fourier-domain OCT
systems.

This work was supported in part by research
grants from the National Institutes of Health
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R01DC01201). The content is solely the responsibil-
ity of the authors and does not necessarily represent
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