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Abstract
Breast cancer has the highest incidence and death rate among women; moreover, its metastasis to
other organs increases the mortality rate. Since several studies have reported gene expression and
cancer prognosis to be related, the study of breast cancer metastasis using gene expression is
crucial. To this end, a novel deep neural network architecture, deep learning-based cancer
metastasis estimator (DeepCME), is proposed in this paper for predicting breast cancer metastasis.
However, the problem of overfitting occurs frequently while training deep learning models using
gene expression data because they contain a large number of genes and the sample size is rather
small. To address overfitting, several regularization methods are implemented, such as L1 penalty,
batch normalization, and dropout. To demonstrate the superior performance of our model, area
under curve (AUC) scores are evaluated and then compared with five baseline models: logistic
regression, support vector classifier (SVC), random forest, decision tree, and k-nearest neighbor.
Considering results, DeepCME demonstrates the highest average AUC scores in most
cross-validation cases, and the average AUC score of DeepCME is 0.754, which is approximately
12.9% higher than SVC, the second-best model. In addition, the 30 most significant genes related
to breast cancer metastasis are identified based on DeepCME results and some are discussed in
further detail considering the reports from some previous medical studies. Considering the high
expense involved in measuring the expression of a single gene, the ability to develop the
cost-effective and time-efficient tests using only a few key genes is valuable. Based on this study, we
expect DeepCME to be utilized clinically for predicting breast cancer metastasis and be applied to
other types of cancer as well after further research.

1. Introduction

Recently, as interest in machine learning and deep learning has grown, extensive studies have been conducted
in a variety of research domains. The majority of biomedical research focuses on medical imaging data [1–3],
including high-resolution MRI image-generating architecture [4–6], creation of human embryo cell images
[7], cancer detection utilizing MRI and CT [8–10], and resolving data insufficiency issues in person
re-identification tasks [11]. Numerous studies have used electronic health records (e.g. pathology reports)
for clinical and research purposes by utilizing natural language processing to quickly diagnose diseases and
extract keywords [12–15].

Gene expression data have been extensively used in recent years. Since genes produce proteins and
proteins determine phenotypes, it is possible to predict multiple outcomes resulting from genetic
information. For instance, several studies have investigated the association of gene expression with cancer
metastasis and prognosis [16–21]. In particular, metastasis-suppressor proteins or genes have been reported
that regulate and suppress macroscopic metastases. In contrast, metastasis-promoting genes have also been
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reported that are related to the development of metastatic cancer. Therefore, identifying the mechanism
behind the suppressive and promotive behaviors of such genes as well as developing new diagnostic markers
with regards to metastatic cancer can potentially provide new approaches and targets for treatment. Gene
expression data are freely accessible through public data sources, such as The Cancer Genome Atlas (TCGA)
and Gene Expression Omnibus (GEO). The TCGA and GEO databases have greatly assisted in the
development of cancer research [22, 23].

Unfortunately, for deep learning research with gene expression data, evaluating the performance of a
model is more challenging than with imaging data; moreover, obtaining a large amount of data is more
expensive and time-consuming. For example, a toy image dataset used for deep learning (CIFAR-10) consists
of 50 000 images to be trained; however, a large gene expression dataset generally contains approximately
1000 samples. Consequently, deep learning research based on gene expression data is not as prevalent as in
other domains.

Nevertheless, research examining gene expression data related to hazardous and high-incidence diseases,
such as cancer, is critical. This study focuses on breast cancer because it has the highest incidence and death
rate among women [24]. Additionally, there are several reports on breast cancer spreading to other organs
(e.g. the bones, lungs, and brain), which further increase the mortality rate [25–27]. Therefore, new
treatment targets are needed to prevent or delay metastasis. In this paper, a novel prediction model is
proposed for breast cancer metastasis using gene expression data from patients with breast cancer. Moreover,
significant genes that are relevant to breast cancer metastasis are suggested. To the best of our knowledge, this
study is the first to predict breast cancer metastasis using a deep learning model.

Typically, overfitting occurs while training a prediction model for breast cancer metastasis using gene
expression data because such data contain a high number of genes and the sample size is rather small [28].
Several statistical methods can be applied for gene filtering to reduce the number of genes, but such methods
may incorporate human bias into data and subsequent insights. In contrast, the proposed deep learning
model automatically selects genes during training using numerous regularization techniques. In the first
layer of the proposed model, a type of Lasso regression applies a gene selection process utilizing the L1
penalty approach. This L1 penalty enables feature selection by gradually decaying the weights of relatively
small genes and selecting significant genes. Additionally, batch normalization (BN) and dropout are used to
regularize each layer of the model.

2. Methods

A novel deep neural network architecture, called deep learning-based cancer metastasis estimator
(DeepCME), is proposed for predicting breast cancer metastasis using breast invasive carcinoma (BRCA)
gene expression data from TCGA. The high complexity of gene expression data causes overfitting while
training deep learning models. Overfitting is challenging because there are approximately 56 000 genes in the
TCGA-BRCA dataset.

To address this problem, DeepCME applies BN, dropout, and rectified linear unit (ReLU) as the
activation functions for its three hidden layers. Additionally, L1 penalty is incorporated into the training
method. These regularizations alleviate the overfitting problem, allowing the identification of important
genes related to breast cancer metastasis.

Figure 1 shows the model structure of DeepCME. The dimension of the input layer corresponds to the
number of genes in gene expression data, and the output layer predicts the categorical label. There are three
hidden layers, each of which contains a fully connected layer, BN, dropout, and ReLU. During each epoch of
the model, after passing through three hidden layers, the cross-entropy loss is calculated using the softmax
function. The weight is updated due to the addition of the L1 penalty loss, leading to an update of the input.
This process is repeated for a number of training epochs.

2.1. Model architecture
In general, a large number of deep learning models are used to categorize data or predict values; this process
is referred to as classification or regression. Our research on predicting breast cancer metastasis is classified
into two cases considering if the cancer has metastasized to other locations or not. DeepCME uses
cross-entropy loss as a cost function and a multilayer perceptron (MLP) as a learning algorithm, which are
discussed in more detail in section 2.1.1. The utilized gene expression data consists of a matrix with numeric
values. Each row and column in the data corresponds to a sample and gene, respectively, with the contained
numerical values indicating the expression of all corresponding genes and samples. Note that a higher value
indicates a higher level of gene expression.

Since the gene expression dataset contains a large number of genes, the corresponding dimension of the
data is high, which causes an overfitting problem in deep learning. To elaborate, overfitting is caused by a
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Figure 1. DeepCME structure.

deep learning model attempting to learn too many details from the training data. Such complex models fit the
training data extremely well but perform poorly on untrained or test datasets, which are discussed in more
detail in the comparison experiments of the result section. Therefore, a dataset containing a large number of
data samples and a small number of features is desired for training a deep learning model. Unfortunately,
obtaining sufficient samples is difficult for gene expression data due to the high cost and time required.

In this study, three regularizations are implemented to address the overfitting problem, which is common
in gene expression data due to high-dimensional features and insufficient data. Regularization is a general
term that refers to various strategies for reducing the complexity of models during training, thereby reducing
overfitting. Regularization techniques, such as BN, dropout, and L1 penalty, are widely used and highly
effective; additionally, these techniques are discussed in greater detail in sections 2.1.2–2.1.4, respectively.

2.1.1. MLPs
MLPs are a type of artificial neural network (ANN) that is a subclass of feedforward neural networks. An
MLP can refer to any feedforward ANN; however, it is more often used to refer to networks with several
layers of perceptrons. An MLP must have at least three layers: an input layer, a hidden layer, and an output
layer. The number of nodes in the input and output layers corresponds to the number of input data features
and number of predicted labels, respectively [29]. In addition, the number of nodes in the hidden layers
corresponds to the number of hidden nodes. The complexity of the model is adjusted by changing the
number of hidden nodes. Note that several hidden layers are possible in an MLP. At each layer, the weights
are multiplied by the input nodes and the biases are summed. Subsequently, a nonlinear activation function
is employed to create the input value for the next layer, which is followed by another nonlinear layer. This
process is repeated multiple times. The application of many layers and a nonlinear activation function
distinguishes this technique from a linear model, which can only classify linear data. The structure of an
MLP can be represented as

ŷ= σn (Wn ·σn−1 (Wn−1 · · ·σ2 (W2 ·σ1 (W1 · x)))) , (1)

where ŷ is the estimation, n is the number of layers, σ is the activation function,W is the weight matrix, and
x is the input vector.

Figure 2 shows that the MLP employed in the proposed model has a sequential structure. Each neuron in
a layer is linked to the other neurons in the next layer. Considering the dataset used in the study, the number
of nodes in the input and output layers contain 56 602 and 1 nodes, respectively, because there are 56 602
genes in the dataset and only one label is needed to predict breast cancer metastasis. The existence and
absence of metastasis are indicated by the numbers 1 and 0, respectively.

The goal of this study is to categorize breast cancer metastasis into two separate groups based on the gene
expression data of each patient. This is an example of a binary-classification problem. The model parameters
are adjusted to decrease the error of a deep neural network for a classification problem, which is defined as
the difference between the network output results and real labels. Moreover, cross-entropy loss and mean
square error are the two types of errors that are used for analysis. Since cross-entropy loss is most often
observed in classification problems, DeepCME also uses it as a loss function during the training process.

Cross-entropy is used to calculate the distance between the output probabilities and their true values,
aiming to obtain model outputs as close as possible to the true values. During model training, the model
weights are modified repeatedly to minimize the cross-entropy loss. Model training is defined by adjusting of
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Figure 2.MLP structure.

the weights, and the cross-entropy loss minimizes as the model is trained. The cross-entropy loss can be
estimated as

LCE (P,R) =−
n∑

i=1

Ri log(Pi) , (2)

where n is the number of classes, Ri is the true label represented by one-hot values, and Pi is the softmax
probability for the ith class.

2.1.2. BN
The data are split into mini-batch sizes to manage the large amount of data while training a deep neural
network; this process is called stochastic gradient descent. However, gradient vanishing or exploding may
occur during the backpropagation process of neural network training, which is concerning. This issue may
be alleviated by utilizing an activation function (e.g. sigmoid, tanh, or ReLU), proper weight initialization,
and a slow learning rate; however, these techniques have several weaknesses, including convergence of
calculations at local minima.

Loffe and Szegedy [30] suggested that BN may solve this fundamental difficulty and accelerate training by
stabilizing the training process. Additionally, they claimed that the fundamental difficulty of batch training is
that the distribution of the input data varies per layer during the learning process. Specifically, each layer
receives an input feature that performs a fully connected operation and then applies an activation function.
The data distribution may be altered prior to and following the mini-batch training procedure. BN attempts
to normalize the data by calculating the mean and variance for each batch unit; however, the real data
distribution varies for each batch unit during the training process. In addition, adding a training scale and
bias converts it to a biased data distribution, making the activation function perform properly. Figure 3
shows the BN procedure with the calculation process. This allows us to choose a high learning rate because it
is not affected by the parameter scale during propagation. Additionally, BN can assist in avoiding overfitting
and adding randomness while producing mini-batches.

2.1.3. Dropout
Dropout is a technique that does not use all the weights in the computation. It randomly selects certain
neurons that are ignored during the training. In each iteration, neurons are randomly selected with a specific
probability, which is a hyperparameter of dropout. Subsequently, the weight values of the ignored neurons
are neither forward- nor back-propagated [31]. In other words, the weights of the selected nodes are set to
zero. In the proposed model, dropout is applied to each hidden layer for regularization, and the dropout rate
is set to 0.5.

The details of the dropout method are shown in figure 4. The model is trained using a mini-batch unit
and randomly selected nodes with zero weights for each hidden layer. When training is completed for all
mini-batches, one epoch ends. This method is repeated until the number of epochs reaches a preset epoch
number.

2.1.4. L1 penalty
Since numerous genes exist in the gene expression data, the number of nodes in the input layer increases. For
example, the TCGA-BRCA dataset used in this study contains approximately 56 000 genes, indicating that
the deep learning model for the gene expression data must have 56000× L parameters in the first layer,
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Figure 3. BN algorithm.

Figure 4. Dropout algorithm.

where L is the number of nodes in the first hidden layer. Such a high number of parameters makes the
complexity of the model extremely high, thereby resulting in an overfitting problem.

Several specific genes have been reported to affect cancer metastasis; however, not all genes are associated
with metastasis [32]. Considering previous relevant studies, selecting metastatic genes that are related to
metastasis is more appropriate. This approach also ensures that the model does not overfit the training set.
DeepCME selects metastatic genes during training by learning from data. In other words, DeepCME
estimates the metastatic genes from deep learning training. Unlike general deep learning models, which are
regarded as black boxes, DeepCME has the advantage of understanding the prediction process of a model.

DeepCME uses an L1 penalty to select metastatic genes. While the L1 penalty has been widely used for
regularization of parameter weights, DeepCME uses the penalty for the input layer to select metastatic genes.
The training loss of DeepCME with L1 penalty can be calculated as

Loss= LCE (P,R)+λ∥W∥1, (3)

where LCE (P,R) is the cross-entropy loss, λ is a hyperparameter for the L1 penalty, andW represents the
weight matrix.
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The sum of the absolute values of the weight parameters in the weight matrix is added to the existing cost
function. Consequently, small weights converge to zero, leaving only a few important weights. Therefore, the
L1 penalty can be used to select features, as if DeepCME estimates metastatic genes. Moreover, λ is used to
control the degree of regularization. If λ is set high, the regularization effect intensifies.

In this manner, DeepCME reduces the number of dimensions of the features by applying the L1 penalty
in the input layer, as the small weights converge to zero. This suggests that the model focuses only on the
essential weights to resolve the overfitting problem and select metastatic genes. The availability of gene
selection is of significant importance, as it has the potential to enable the development of cost-effective and
time-efficient testing kits that focus on a small number of essential genes. Section 2.2 discusses the details of
the gene score, which is estimated using the L1 penalty of DeepCME.

2.2. Gene score
In addition to predicting breast cancer metastasis, investigating the genes that are strongly relevant to
metastasis is critical. Due to the implementation of the L1 penalty, the weights of irrelevant genes converge to
zero, implying that they are ignored during DeepCME training. Additionally, the extent to which each gene
influences the model prediction is determined by computing the weight assigned to each gene, which is
referred to as the gene score.

The gene score is determined by adding the absolute weight value of the first fully connected layer for
each gene. If the parameter weights of a certain gene are high, it indicates that the gene is extensively used for
metastasis prediction. Therefore, the higher the gene score, the more strongly associated the gene is with
breast cancer metastasis. The score assigned to a gene is determined as

Sj =
L∑

i=1

abs(W1 {i, j}) , (4)

where Sj indicates the gene score of gene j, L is the number of nodes in the first hidden layer, andW1 {i, j} is
the weight of the first fully connected layer.

2.3. Experimental settings
The TCGA and human cancer metastasis databases (HCMDB) [33] are used to evaluate the proposed model.
The TCGA dataset was collected and processed between the national cancer institute and the national human
genome research institute and is available at the genomic data commons. Among multi-omics data, we only
used mRNA expression in this research. The HCMDB included information about metastasis status, primary
sites, and metastasis sites for both GEO and TCGA data. The GEO and TCGA data are classified by dataset
IDs. Since it is difficult to identify metastatic information in TCGA mRNA expression data, HCMDB and
TCGA data are integrated with sample IDs. The dataset contains 1193 samples, 23 of which have breast
cancer that has metastasized to other sites. Consequently, there are 1170 samples without cancer metastasis
and 23 samples with cancer metastasis. The gene expression dataset contains information on the expression
of 56 602 genes, which implies that the dimension of the data is 56 602.

The expression values in the dataset are preprocessed using conventional log-normalization with
X ′ := log2 (X+ 1) , where X represents the expression values of the normalized fragments per kilobase
transcript per million mapped reads. After that, to improve the stability and performance of the model, X ′ is
standardized by removing the mean and scaling to unit variance by each gene feature with
Xnew := (X ′ − X ′

mean)/X ′
std. The data is designated as training (60%), validation (20%), and test (20%) sets,

based on the data label ratio obtained using a stratified sampling algorithm.
The number of epochs is set to 500, and λ for the L1 penalty is set to 0.0001–1000. The batch size is set to

32 and 64, and the hidden dimension is set to 32, 64, 128, and 256. The input and output dimensions are
56 602 and 1, respectively. Additionally, a cross-entropy loss is employed with an L1 penalty, as mentioned in
the previous sections. The Adam optimizer with a learning rate of 0.0001 is used to optimize the weight
parameters.

The loss value and area under the curve (AUC) score are compared in each epoch, and the best model
that exhibits the minimum validation loss is selected. Consequently, two optimal models are selected with
hidden dimensions of 64 and 128. In the case of 64 hidden dimensions, the optimal model with L1 penalty
hyperparameter of 100, and batch size of 32 is selected (DeepCME-64). In the case of 128 hidden
dimensions, the optimal model with L1 penalty hyperparameter of 100, and batch size of 64 is selected
(DeepCME-128). However, the performance of these two models has no significant difference. Therefore, the
DeepCME-64, marked as DeepCME in the following parts, is used as our representative model to evaluate
the performance in the result section. In addition, conventional methods are employed for comparison.
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Linear regression (LR), support vector classifier (SVC), random forest (RF), decision tree (DT), and
k-nearest neighbor (KNN) are compared with DeepCME based on the AUC score.

3. Results

In this section, the performance of DeepCME is evaluated and then compared with those of five baseline
models. AUC is used as a performance evaluation metric because of the imbalance of target labels; the
accuracy metric is not appropriate in such a condition. In addition, the robustness of the model is
demonstrated by showing that DeepCME generally shows AUC values of 0.65 or higher regardless of the
hyperparameter combinations. Furthermore, 30 genes with the highest gene scores are explored, and other
related studies are investigated to determine whether these genes affect breast cancer metastasis.

Figure 5 shows the boxplots of the AUC scores for the baseline models, DeepCME, and DeepCME-128.
During the training of the epochs, the best model with the minimum validation loss is selected for each
cross-validation. Consequently, for DeepCME, a model with 64 hidden dimensions, L1 penalty
hyperparameter of 100, and batch size of 32 is selected. In the case of DeepCME-128, a model with 128
hidden dimensions, L1 penalty hyperparameter of 100, and batch size of 64 are selected. There is no
significant performance difference between these two models. DeepCME-128 exhibits the highest average
AUC score (0.765) and DeepCME also shows high average AUC score (0.754) compared with the other
conventional models, which are approximately 14.5% and 12.9% better than the average AUC score of SVC,
the second-best model with score of 0.668. In addition, DeepCME has the smallest standard deviation, which
indicates the robustness of the model. SVC lists the performance in each cross-validation. Note that
DeepCME and DeepCME-128 outperform other conventional models in all cases of cross-validation.

The receiver operating characteristic (ROC) curves illustrate the performance of the models across all
classification thresholds, which allows comparing the performance with a figure. Figure 6 shows the
comparison of ROC curves for DeepCME, LR, SVC, RF, DT, and KNN, which corresponds to the 10th
cross-validation results. Considering the results in table 1 and figure 5, DeepCME demonstrates the best
performance among the models, followed by RF.

Table 2 shows the comparison of AUC scores in the training, valid, and test datasets for the baseline
models and DeepCME. DeepCME has high AUC scores in the valid and test datasets as well as on the
training dataset. On the other hand, five conventional models have high AUC values on the training dataset,
but low AUC scores in the valid and test datasets, which indicates that these models are facing overfitting
issues during training. This result shows that only DeepCME has avoided the overfitting problem compared
with the other baseline models.

Several combinations of hyperparameters are evaluated to demonstrate the robustness of DeepCME
(figure 7). There are two main hyperparameters in DeepCME: mini-batch size and λ of the L1 penalty. When
the hidden dimension hyperparameter is 64, the mean AUC is greater than 0.65, regardless of the mini-batch
size and λ, which verifies that DeepCME is not highly dependent on the hyperparameters, but shows
consistent performance regardless of the hyperparameters. The similarity in mean AUC score across
hyper-parameters is due to the use of L1 penalty in conjunction with BN and dropout. Consequently, the
unique impact of the L1 penalty has diminished, resulting in an increase in parameter robustness. However,
it is worth noting that L1 penalty is capable of performing gene selection, a feature that BN and dropout lack.

Table 3 lists the results of an ablation study performed to evaluate each regularization method used in
DeepCME. Four scenarios are examined corresponding to the following models:

1. DeepCME without BN, dropout, and L1 penalty (Label: Without BN+ DO+ L1)
2. DeepCME without BN and dropout (Label: Without BN+ DO)
3. DeepCME without L1 penalty (Label: Without L1)
4. DeepCME

Among the four models, the model without regularization exhibits the lowest AUC score. The second
model, which solely uses the L1 penalty, achieves the second-lowest AUC score of 0.658. The model with BN
and dropout demonstrates an AUC score of 0.750. The original DeepCME model, which employs all
regularization techniques, exhibits the best performance, with an AUC score of 0.754. Therefore, BN,
dropout, and L1 penalty are essential for the model to perform successfully, and they enhance the
performance by preventing overfitting.

As mentioned in the previous section, the proposed L1 penalty for the first layer of the model enables the
inference of significant genes related to breast cancer metastasis. The gene score is obtained from the absolute
weights for the first layer of the model. The genes with relatively high gene scores are associated with a greater
risk of breast cancer metastasis. Note that the average gene score of ten cross-validations is used.
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Figure 5. Comparison of AUC boxplots with respect to the cross-validation of the baseline models and DeepCME.

Figure 6. Comparison of ROC curves between baseline models and DeepCME.

Table 1. Comparison of AUC scores in each cross-validation.

Models CV-1 CV-2 CV-3 CV-4 CV-5 CV-6 CV-7 CV-8 CV-9 CV-10 Mean σ

LR 0.586 0.786 0.675 0.554 0.565 0.941 0.835 0.369 0.503 0.615 0.643 ±0.161
SVC 0.629 0.779 0.693 0.577 0.629 0.972 0.864 0.436 0.496 0.608 0.668 ±0.156
RF 0.565 0.684 0.592 0.496 0.625 0.522 0.730 0.515 0.491 0.785 0.600 ±0.098
DT 0.591 0.594 0.489 0.491 0.489 0.494 0.583 0.491 0.491 0.489 0.520 ±0.045
KNN 0.583 0.583 0.653 0.549 0.462 0.767 0.789 0.47 0.462 0.449 0.577 ±0.119
DeepCME 0.766 0.715 0.801 0.615 0.810 0.807 0.850 0.668 0.662 0.850 0.754 ±0.080
DeepCME-128 0.719 0.872 0.779 0.781 0.784 0.985 0.914 0.626 0.782 0.408 0.765 ±0.152

Note: Bold indicates the higher performance values.

Table 2. Comparison of AUC scores in the training, valid, and test dataset.

Models LR SVC RF DT KNN DeepCME

Train 1.0± 0.0 1.0± 0.0 1.0± 0.0 1.0± 0.0 0.986± 0.005 1.0± 0.0
Valid 0.636± 0.139 0.659± 0.081 0.677± 0.127 0.581± 0.071 0.598± 0.085 0.839± 0.111
Test 0.643± 0.161 0.668± 0.156 0.600± 0.098 0.520± 0.045 0.577± 0.119 0.754± 0.080

Note: Bold indicates the higher performance values.
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Figure 7. AUC scores based on the hyperparameters of DeepCME (combinations of the mini-batch size and λ of L1 penalty with
hidden dimension of 64).

Table 3. DeepCME performance results from an ablation study.

Models
Performance Without BN+ DO+ L1 Without BN+ DO Without L1 DeepCME

AUC 0.655± 0.111 0.658± 0.105 0.750± 0.118 0.754± 0.080

Note: Bold indicates the higher performance values.

Figure 8. Thirty genes with the highest gene scores.

Figure 8 illustrates the 30 genes with the highest gene scores out of the 56 602 total genes. The highest
gene score is 0.57, and the top 30 genes have a gene score of greater than 0.25. Among these genes, some of
the top ten genes are examined next in more detail. The gap junction protein alpha 8 (GJA8) gene encodes a
protein called connexin 50. According to multiple studies, gap junction connexins are specific intercellular
connections between distinct cell types in normal mammary glands. Additionally, there is substantial
evidence that connexins act as tumor suppressors in primary tumors and in their metastatic progression.
However, in advanced breast cancer, connexins can both suppress or promote the development of breast
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tumor [34–36]. Given this evidence, there is a high possibility that the gap junction connexin gene, GJA8, is
significantly associated with breast cancer metastasis.

Olfactory receptor family 5 subfamily AK member 2 (OR5AK2) is a transcription factor that encodes an
olfactory receptor. Numerous studies have indicated that olfactory receptor genes may be related to breast
cancer and can be employed as biomarkers in the breast, prostate, lung, and small intestinal carcinoma
tissues. Thus, olfactory receptor genes may be useful as diagnostic and therapeutic indicators [37, 38].
OR5AK2 has a high gene score in our study, which implies that OR5AK2 is likely a metastatic gene of breast
cancer.

ADAMmetallopeptidase domain 2 (ADAM2) gene encodes a protein that is a member of the ADAM
family. Several studies have demonstrated that a large number of ADAM genes are differentially expressed in
human malignant tumors and regulate cell growth and invasion. In breast cancer tissue, ADAM 9, 12, and 17
mRNA expressions are elevated [39, 40]. Based on these facts and results of DeepCME, we hypothesize that
ADAM2 is associated with breast cancer metastasis.

Long intergenic non-protein coding RNA 1467 (LINC01467) is a noncoding RNA gene that belongs to
the long noncoding RNA (lncRNA) family. According to previous research, lncRNAs are required for the
initiation and development of cancers, such as breast cancer, colon cancer, and lung adenocarcinoma [41, 42].
Moreover, the lncRNA genes (LINC00461 and LINC00673) are assumed to act as breast cancer promoters,
and they can also be employed as prognostic markers [43, 44]. Therefore, LINC01467 can be deduced as
strongly associated with breast cancer and its common metastatic locations, including the lungs and bones.
DeepCME model also identifies LINC01467 as a significant gene involved in breast cancer metastasis.

4. Conclusions

Using the TCGA-BRCA gene expression dataset, a novel deep neural network architecture, DeepCME, is
proposed for predicting breast cancer metastasis. Due to the lack of samples and high complexity of deep
learning models, preventing overfitting problems is challenging during the training of deep learning models
used on gene expression data. To address overfitting, several regularization techniques are implemented,
including L1 penalty, BN, and dropout. Subsequently, the AUC scores are evaluated and compared with
those of five conventional models (SVC, LR, RF, DT, and KNN) to demonstrate the superior performance of
DeepCME. Consequently, DeepCME shows the highest average AUC scores in the majority of the
cross-validation cases. The average AUC score of DeepCME is 0.754, which is approximately 12.9% higher
than SVC, the second-best model. Additionally, the robustness of DeepCME is demonstrated by evaluating
the model using several combinations of hyperparameters. Regardless of the combinations applied,
DeepCME exhibits AUC scores of greater than 0.65, indicating its high accuracy. Furthermore, three
additional models are compared in an ablation study to demonstrate the effectiveness of DeepCME. Without
BN, dropout, or L1 penalty, DeepCME shows inferior performance compared to ordinary DeepCME. The 30
most significant genes related to breast cancer metastasis are also identified, which are estimated using the
gene scores obtained from implementing DeepCME. These genes are verifiably suitable candidates because
previous studies have also indicated that several genes (e.g. GJA8, OR5AK2, ADAM2, and LINC01467) are
associated with breast cancer metastasis. Gene selection enables to develop the cost-effective and
time-efficient diagnostic kits that focus on a small number of essential genes. Considering the high expense
involved in measuring the expression of a single gene, the ability to conduct tests using only a few key genes is
valuable. We firmly expect DeepCME to be employed clinically for predicting breast cancer metastasis. In
addition, since it is possible to use DeepCME for other types of cancer, we will further investigate this
possibility in future work.
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