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ABSTRACT Ensuring superior video quality is essential in various fields such as VFX film production,
digital signage, media facades, product advertising, and interactive media, as it directly elevates the viewer’s
engagement and experience. The ability to accurately quantify a video’s visual quality not only influences
its valuation but is pivotal in maintaining high standards. Among the attributes influencing video quality,
subjective quality stands out, however, several other elements also contribute significantly. Although
automated video evaluations offer efficiency, there are situations necessitating expert editorial insight to
measure nuanced subjective attributes. Our research primarily focuses on two prevalent issues undermining
video quality: erratic camera motions and suboptimal focus. We employed a deep learning-driven optical
flow technique to quantify inconsistent camera movements and adopted a Fast Fourier Transform (FFT)-
based algorithm for blur detection. Moreover, our proposed adaptive threshold, grounded in statistical
analysis, effectively delineates scenes as either desirable or substandard. Testing this framework on a diverse
set of videos, we found it proficiently assessed video quality within a practical threshold range.

INDEX TERMS Deep learning, computational photography, image quality assessment, video stabilization,
optical flow.

I. INTRODUCTION
This Video quality assessment (VQA) is the process of
evaluating the perceived visual quality of a video. It is a
multidisciplinary field that combines techniques from image
processing, computer vision, human vision, and statistics.
The primary objective of VQA is to measure the quality
of a video in a manner that is perceptually relevant to
humans. With the increasing availability of high-definition
video content and the growing demand for video streaming
services, the need for accurate and efficient VQA methods
has become increasingly important.

Video quality assessment involves evaluating various
factors such as resolution, frame rate, compression, and color

The associate editor coordinating the review of this manuscript and

approving it for publication was Shovan Barma .

accuracy. However, the most crucial factor in determining
video quality is subjective quality, which is based on the
viewer’s perception of how the video appears and feels. This
encompasses elements such as sharpness, noise, and overall
visual appeal. There are several works that design features in
consideration of these factors [1], [2], [3], [4], [5], [6]. These
works focused on the specific problem, such as undesired
blur [2], [3], [7], [8] and noise [5], [6], [9]. Some approaches
propose a system that integrates multiple methods [10] A
more comprehensive explanation of hand-crafted feature-
based VQA can be found in [11].
Recently, deep learning-based VQAmethods are presented

to estimate quality score [13], [14], [15], [16], [17], [18], [19],
[20]. Learning-based methods are more effective and robust
than a hand-crafted feature on the given dataset distribution.
However, there are certain limitations to using datasets
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FIGURE 1. An example of actual video clips available for purchase on a commercial site is KEYCUTstock [12]. The clips offered on this site are
captured from various domains and are predominantly edited as short clips.

collected by specific groups, as they may not represent the
entire distribution of videos found in the world. Additionally,
the process of labeling videos can be both expensive and time-
consuming.

TABLE 1. Bad clips collected during the actual editing process.

The qualitative nature of video content often makes it the
subject of subjective assessments. Typically, this involves a
cohort of viewers grading a video based on their personal
preferences, usually on a scale ranging from 1 to 5 or
1 to 10. Such evaluations offer an in-depth understanding
of video quality, taking into account individual biases and
preferences, which are vital since they ultimately dictate
viewer satisfaction and engagement.

However, there are inherent challenges. Manual evalu-
ations are labor-intensive, time-consuming, and expensive.
Solely relying on algorithmic predictions for video quality
often results in a mismatch with genuine human perceptions,
especially when dealing with prevalent issues like camera
instability or focus discrepancies. Additionally, the lack of
diversity in extant datasets and models poses a hindrance to
the broad application of such methods on a variety of videos.

Consequently, our primary challenge is the creation of a
comprehensive VQA system that adeptly emulates human
assessments, especially concerning prevalent video quality
anomalies. We aim to establish a pragmatic VQA method-
ology optimized for real-world applications by incorporating
human validation. A notable flaw in current methods is
the cumbersome nature of manual evaluations needed for

subjective ground truth labels. Our proposition seeks to
remedy this through a streamlined collaborative system that
garners pertinent human feedback.

To check what issues are major to solve, we interact
with editorial experts. Table 1 and Fig. 1 present the
collection of video clips obtained through the editing process
of high-resolution videos captured by photographers from
around the world [12]. These video clips are classified into
three categories of imperfections: undesired camera motion,
incomplete focus, and camera errors. Sincemost of the videos
are recorded by a hand-held camera, the major problem that
degrades video quality is undesired camera motion. Also,
incomplete focus caused by the expert manual mode of the
camera is the second problem.

Motivated by observed challenges, we crafted a unique
VQA system aimed predominantly at identifying and
rectifying unintentional camera movement and imprecise
focus. Our two-pronged VQA system comprises: i) video
quality estimation and ii) adaptive threshold calculation via
an iterative algorithm. Our strategy centers on appraising
video quality primarily by probing camera motion and blur
attributes. We leverage a sophisticated optical flow network
to approximate camera motion and employ the Fourier
transformmechanism to gauge the degree of video blurriness.
Our tailored blurriness index is primed to detect widespread
defocus blur stemming from camera focus errors or subject
motion dynamics. Utilizing the ascertained video quality,
our iterative algorithm computes an adaptive threshold,
enabling us to categorize frames as either satisfactory or
suboptimal.

Specifically, we focus on an automated algorithm to assess
quality degradation from camera motion and blur. Human
experts will validate the results to retain perceptual alignment.
In this work, we present such a system using optical flow
and Fourier analysis to quantify these common artifacts.
We believe this efficient hybrid approach can help overcome
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key challenges in prevailing objective VQAmethods to better
match subjective human assessments.

The contributions of this paper are summarized as follows:
• A VQA system that accurately quantifies video quality
using a deep optical flow network and Fourier property.

FIGURE 2. Optical flow in the motion field. In the t-th frame of a video,
denoted by It , a pixel located at coordinates (x, y ) undergoes a
displacement of (dx, dy ), resulting in the new position of (x + dx, y + dy )
in the next frame It+1. A collection of displacement of pixels across
consecutive frames is referred to as the motion field.

• An iterative search algorithm that calculates a video
adaptive threshold, which helps to overcome issues
caused by a constant threshold approach.

• Extensive experiments that demonstrate the effective-
ness of the proposed VQA system with both subjective
and objective quality measures showing favorable
results.

II. RELATED WORKS
A. CAMERA MOTION
In computer vision algorithms, camera motion estimation
involves determining the precise location of specific pixels in
the next frame relative to their location in the current frame.
By analyzing the changes in pixel position, velocity, and
acceleration over time, the camera’s motion can be estimated.
The following subsection presents three different approaches
to measuring camera motion in a video clip.

1) OPTICAL FLOW
Optical flow is a technique that uses the motion of pixels in
consecutive frames of a video to estimate the movement of
the camera. It can be used to measure the speed and direction
of camera movement and the amount of rotation. Optical
flow can be applied to the video stabilization property,
and this method enables camera movement estimation.
Optical flow is the motion of the pixel between consec-
utive frames, caused by the camera movement or object
movement.

As shown in Fig. 2, A collection of displacement of pixels
across consecutive frames is referred to as the motion field.
An arrow in the motion field is the corresponding optical flow
vector, which can estimate the information of the moving
pixels between two consecutive frames as:

It = I (x, y, t), Dt = (dx, dy), (1)

where (x, y) represents the coordinate of a pixel in the image
It , t the frame number, and the vector Dt the displacement of

the pixel across consecutive frames. From (1), the next frame
is formulated as

It+1 = I (x + dx, y+ dy, t + dt). (2)

Representative works to estimate optical flow include
Lucas-Kanade and Horn-Schunck methods. They assumed
that the flow is essentially constant in a local neigh-
borhood of the pixel, and solved using the least-squares
criterion for all the pixels. While these methods show
reasonable results under certain constraints, such as small
and approximately constant displacement of pixels within a
neighborhood, they can be computationally expensive due to
the process of finding the best match between corresponding
points in adjacent frames. To address this issue, there
are feature tracking methods that track sparse pixels to
reduce the computational cost and deep learning-based
methods that perform vector operations parallel using
GPU memory.

Deep-learning based optical flow estimation methods are
faster and more accurate than the conventional method
but need large datasets to optimize millions of network
parameters [21], [22], [23], [24], [25]. collecting optical
flow data is challenging as ground-truth motion fields
would require annotations for every pixel in a video clip.
To overcome this problem, most datasets [21], [26], [27], [28]
synthesize motion fields using virtual tools.

2) FEATURE TRACKING
Feature tracking is a technique that uses distinctive features
in a video, such as corners or edges, to track the camera’s
movement. It can be used to determine the camera’s
position and orientation of the camera in each frame of the
video. Representative future detection and tracking methods
include Harris Corner Detector [29], Scale Invariant Feature
Transform (SIFT) [30], and Speeded-Up Robust Features
(SURF) [31]. These methods detect invariant feature points
and track feature points at consecutive frames. Based on
this measurement, we can compute the affine transformation
matrix and use it to stabilize the video. Feature tracking
methods are faster and memory efficient than optical flow
estimationmethods. Also, deep-learning-basedmethods [32],
[33], [34] that learn the fine-grained features using CNNs
were introduced recently. However, if feature points are
not detected due to motion blur and camera distortion, the
predicted consecutive transformation matrix may become
unstable.

3) STABILIZATION
Camera stabilization is a technique used to remove unwanted
cameramovement from a video, and it involvesmeasuring the
amount and type of camera movement present in the video.
Most of works use a combination of feature tracking and
optical flowmethods for camera stabilization [35], [36], [37],
[38]. Deep learning-based methods also use these methods as
prior knowledge and constraints.

VOLUME 11, 2023 132133



D. Kang et al.: Video Quality Assessment System Using Deep Optical Flow and Fourier Property

B. BLUR DETECTION
Blur detection is a technique used to determine whether an
image or video is blurred or not. Blurry images or videos
have edges and details that are not sharp and clear, and the
overall image appears to be out of focus. Blur detection
is crucial in a variety of applications, including image
and video processing, computer vision, and computational
photography.

Fourier transform-based blur detection is a method for
detecting blur in an image or video by analyzing the
frequency content of the image [3], [4], [7]. The Fourier
transform is a mathematical technique that decomposes a
signal into its constituent frequencies, which can then be
analyzed to determine the frequency content of the signal.
In the case of blur detection, the Fourier transform is applied
to the image to convert it into the frequency domain. Once
in the frequency domain, the image is analyzed to determine
the frequency content and the distribution of the energy across
different frequencies.

Blur detection is also a challenging task because the blur
can be caused by different factors, such as camera shake,
low light, compression artifacts, and user-intentional out-of-
focus. Actually, the last mentioned factor is the most difficult
case in that It should consider the photographer’s intention.
Tang proposed a deep learning-based segmentation method,
DefocusNet, for detecting out-of-focus regions [39]. This
method requires a segmentation mask and generates a blur
on the background region. While it shows favorable results,
it only optimizes background region blur and may not work
well for images with different distributions than those in the
training datasets.

III. PROPOSED METHOD
A. SYSTEM OVERVIEW
The proposed VQA system consists of 3-steps: i) blurriness
estimation using the Fourier property, ii) camera move-
ment estimation using the video stabilization method, and
iii) calculation of statistical adaptive threshold. Fig. 3 shows
an overview of the proposed VQA system. To estimate
blurriness, we adopt the Fourier transform and calculate their
high-frequency portion. We also estimate camera motion
from optical flow obtained using a deep learning-based neural
network to estimate camera motion.

Based on the estimated blurriness and camera motion,
we compute the video adaptive threshold using iterative
search and statistical algorithms. In the following subsec-
tions, we will provide a step-by-step detailed explanation of
the three steps.

B. BLURRINESS ESTIMATION USING THE FOURIER
PROPERTY
The two-dimensional (2D) Fourier transform is a mathemat-
ical technique that is used to decompose an image into its
constituent frequencies. It is used to analyze the frequency
content of an image, which can be useful for various image

processing tasks, such as image enhancement, filtering, and
compression. The 2-D Fourier transform is applied to an
image by converting the image into the frequency domain,
which represents the image in terms of its constituent
frequencies rather than its spatial coordinates.

As a theoretical basis, the one-dimensional (1D) Fourier
transform is calculated using the following formula:

F(u) =
∫
∞

−∞

f (x)e−2jπuxdx, (3)

whereF(u) represents the transformed signal in the frequency
domain, f (x) the input 1D signal, and u the frequency
coordinates. Applying the Fourier transform to 2D image
input is also possible using the following formula:

F(u, v) =
∫
∞

−∞

∫
∞

−∞

f (x, y)e−2jπ (ux+vy)dx dy, (4)

where F(u, v) is the transformed image in the frequency
domain, f (x, y) the original image in the spatial domain, and
(u, v) the frequency coordinates.
The result of the 2D Fourier transform is a complex-valued

image, where themagnitude, |F(u, v)|, represents the strength
of the frequency and the phase represents the position of the
frequency. The magnitude of the transformed image is often
used to analyze the frequency content of the image, as it
represents the strength of the different frequencies present in
the image. The 2D Fourier transform can be used to analyze
the frequency content of an image in both the horizontal and
vertical directions. This is useful for image processing tasks
such as image enhancement, filtering, and compression.

We used Richard’s method to estimate the degree of
blurriness, as described in [40]. This method employs the
Fourier transform to measure no-reference noise and blur.
Initially, the input image is transformed into the frequency
domain using the Fourier transform. To evaluate the energy
of a specific frequency in all directions, we create n equi-
spaced circles with radius ri for i = 1, . . . , n in the 2D
Fourier transform domain, identified by the (u, v) coordinate
system as shown in Fig. 4(a). Subsequently, we calculate
the normalized power within the i-th ring, which is the area
between adjacent circles with radii ri and ri−1, where r0 = 0.

pi =
1
P

 ∑
u2+v2≤ri

F(u, v)−
∑

u2+v2≤ri−1

F(u, v)

 ,

for i = {1, . . . n, } (5)

where P = p1. The normalized power in each ring is shown
in Fig. 4(b).

Fig. 5 shows sets of images, Fourier transform magnitude,
and the corresponding normalized power. As shown in
Fig. 5(a), the natural scene has a linear and balanced shape
on the histogram. On the other hand, the noisy scene has
relatively more high-frequency components, and the blurry
scene lacks both low- and high-frequency components as
shown in Fig. 5(b) and 5(c), respectively.
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FIGURE 3. (From top to bottm) Optical flow and the corresponding video frames, blurriness, and camera motion score graph with an
adaptive threshold, a collection of video frames in a stable sequence, and their optical flows. We first estimate blurriness using the Fourier
property and camera motion based on optical flow. After that, we calculate the video adaptive threshold based on the statistical adaptive
threshold algorithm.

In Fig. 4(b), the blurriness of an image is measured using
the ℓ1 distance between a diagonal line L and its pixels pi.

ei = pi − ℓi. (6)

The overall blurriness distance error E ′ is computed as

E ′ =
n∑
i=0

ei. (7)

A value of E ′ greater than zero denotes a noisy frame,
whereas a value less than zero indicates blurring. In this
context, we are singularly concerned with blurring, hence
utilize the negative E ′ value to deduce the image’s blurriness,
represented by B′.

B′ =

{
|E ′|, if E ′ < 0
0, otherwise

(8)

Our custom blurriness metric is explicitly devised to
discern defocus blur induced by errors in camera focusing
or subject movements. This metric sidesteps other quality
impediments such as noise or compression-related artifacts
and contrasts the scrutinized image with a pristine, sharp
counterpart devoid of any noise.

C. CAMERA MOVEMENT ESTIMATION USING VIDEO
STABILIZATION PROPERTY
Optical flow is designed to determine the displacement
between two consecutive image frames captured at times t
and t + dt . Each pixel’s flow vector indicates its relative
movement between these frames, facilitating the estimation
of inter-frame camera motion. To validate its accuracy,
optical flow estimations can be juxtaposed with ground
truth data, typically sourced from motion capture systems
or dedicated sensors that monitor camera’s spatial and
angular coordinates. Such a comparison offers a verifiable
account of genuine camera motion. As elucidated by the
research in [27], optical flow has been proven efficacious
in deciphering both rotational and translational aspects
of camera motion, particularly for marginal inter-frame
displacements.

For our optical flow estimation, we adopted FlowNet 2.0 as
the cornerstone—a deep learning methodology proficient in
addressing both minuscule and extensive shifts. Deep learn-
ing strategies for video stabilization leverage the principle of
optical flow to execute grid warps, ensuring a commendable
stabilization accuracy [41], [42]. Such reliance underscores
the pivotal role of optical flow in characterizing both object
trajectories and camera dynamics, underscoring its pertinence
in the realm of video stabilization.
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FIGURE 4. (a) Circles in the Fourier domain with (u, v ) coordinates and (b) the normalized power
within each ring [40].

FIGURE 5. Visualization of (a) natural, (b) noisy, and (c) blurry images, with their corresponding Fourier
transform magnitudes and histograms.

Fig. 6 describes the architecture of FlowNet 2.0. The
design features bifurcated pathways: one addressing large
displacements and the other tailored for smaller shifts. The
former amalgamates FlowNetC and FlowNetS modules,
which respectively ascertain the correlation of input visuals
or features and warp the preceding frame It−1 = (x, y) based
on the intermediate optical flow Ft = (δxt−1, δyt−1). The

consequent warped frame Ĩt−1 aids in error computation.

ei = ∥Ĩt−1 − It∥. (9)

The computed error is fed as input to optimize the network.
This proposed warping operation significantly improves the
results, allowing for the use of a shallow layer compared to
previous methods. To handle small displacement, the network
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FIGURE 6. Structure of the FlowNet 2.0 model [22].

employs a smaller stride at the beginning and convolutions
between up-convolutions in the FlowNetS architecture. The
resulting flows from both paths are fused using the small
fusion network to provide the final estimation.

Fig. 7 demonstrates that the original FlowNet yields noisy
results when dealing with small movements and details.
In contrast, the FlowNet 2.0 with a two-path architecture
produces optical flow estimates that are robust in handling
small displacements.

FIGURE 7. Visual comparison between the original FlowNet and
FlowNet2.0 using our proposed system.

We estimated camera movement Mt by utilizing the
magnitude of optical flow Ft . The algorithm for estimating
the camera movement is illustrated in Fig. 8. The video
sequence pair It and It−1 are fed into the FlowNet 2.0 network
to compute optical flow Ft . We then apply principal
component analysis (PCA) to Ft , assuming that the main
principal components correspond to camera movements as
they represent global motion, while the movements of objects
within the scene represent local motion.

Mt = argmax PCA(ot ), (10)

where ot is each optical flow value on the corresponding
pixel.

Finally, we computed the magnitude of camera motion Ct
by summing over the camera motion vectors.

Ct =
n∑
i

mi, (11)

FIGURE 8. Camera movement estimation network.

where mi is each magnitude of the major principal compo-
nents.

D. STATISTICAL ADAPTIVE THRESHOLD
The proposed method estimates the blurriness B and camera
movement C of a video. Based on these results, an adaptive
threshold is calculated using statistical and iterative search
algorithms. However, it is challenging to distinguish stable
images from videos captured in various domains. For
example, while a particular input video may remain stable
within a predetermined range, videos of the sea or mountain
areas are significantly impacted by waves or the shaking of
leaves. Furthermore, different domains have distinct motion
patterns, which makes it impractical to use a fixed threshold.
Additionally, differentiating intentional motion from actual
unstable motion in an input video is also challenging. As a
result, it is crucial to discover a threshold that can adapt to
the input video.

To address this problem, we propose the Statistical Adap-
tive Threshold (SAT), which separates the stable sequences
from the videos. An adaptive threshold is a threshold that is
calculated based on the characteristics of the input data. This
is in contrast to a fixed threshold, which is the same for all
input data. Adaptive thresholding is useful in cases where the
input data has a wide range of values, or where the threshold
value needs to be adjusted depending on the specific input.

In the context of video stabilization, adaptive thresholding
can be used to distinguish between stable and unstable video
frames. The threshold value can be adjusted based on the
estimated blurriness and camera movement of the video,
as well as the domain in which the video was captured.

SAT utilizes FlowNet 2.0, a deep learning method for
motion estimation in videos, as a backbone to extract stable
images. Optical flow-based camera motion estimation is
the foundation for image stabilization, making it a crucial
component of SAT, and providing improved performance.
In addition, we use the blurriness value derived from the
Fourier property. SAT is unique compared to othermethods as
it incorporates statistical techniques such as mean, standard
deviation, and variance to evaluate the motion of an object in
an input image. Additionally, SAT is distinct in the following
ways:

• It incorporates statistical techniques such as mean,
standard deviation, and variance to evaluate the motion
of an object in an input image. This allows SAT to more
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accurately distinguish between stable and unstable video
frames.

• SAT uses an adaptive threshold to separate stable
sequences. This adaptive threshold is calculated based
on the estimated blurriness and camera movement of the
video, as well as the domain in which the video was
captured. This allows SAT to be more robust to a wide
range of input data.

• SAT is able to handle a wide range of video inputs,
including videos with different levels of blurriness and
camera movement, as well as videos from different
domains.

To accurately determine the camera motion between
frames and blurriness in various domains, the algorithm is
computed by the following formula:

V ′n =
N∑
i=1

[√
|f Cc′ (Ii, Ii−1)|

2 + f Bc′ (Ii)
]
, (12)

where I represents an image frame of input video, and values
of video quality is stored as a list form. We also utilize a
stabilization range variable to identify which frame is stable.
A pseudo code for calculating stabilization range variables is
shown in Algorithm1.

When a fixed threshold is employed, there’s a risk of
misclassifying minor camera movements as undesirable in
video clips. Conversely, if we establish a threshold based
solely on statistical methods without a constant, it can lead
to misclassifying stable videos as problematic since the
threshold must fall within the range of values observed in
stable videos. To address this challenge, we adopt a combined
approach that leverages both the stabilization variable and the
stabilization constant.

To generate a stabilization variable, we compute the value
of S∗min and sort it based on the average of C ′n using S

′:

S ′ =
min(V ′n)+max(V ′n)

2
. (13)

In the version of (14), which accounts for the relocation of
outliers, we identify the value that minimizes the difference
between the mean of C ′n and S

′ as followed:

S∗min = argmin
Vi∈Vn

N∑
i=1

[V ′i − Qmedian
2 (V ′n)

Q3(V ′n)− Q1(V ′n)

]
, (14)

where, Qmedian2 represents the median of C ′n as defined in
(12). Q3 corresponds to the third quartile (75 The distance
from the center to zero is measured as a quartile [43].
C ′i denotes the size of each object movement. Therefore,
robust normalization mitigates the effect of the outliers. The
stabilization range variable is denoted as θ and is computed
as:

θ = fα∗ (S∗min). (15)

The optimal stabilization variable θ is determined by
the size of camera motion computed by equation (14), the

Algorithm 1 SV-Setup: Stabilizing Variable Setup in SAT
Require: D: input video, α: initial stabilization variable, β:
step size

Ensure: θ : final stabilization variable(SV)

for each frame Ii in input video D do
Compute the video quality V ∗ using camera motion C ′

and the blurriness B′

C ′i = C(Ii, Ii−1) with flownet2.0 movement

C ′n = [
√
|C ′1|

2, . . . ,

√
|C ′i |

2]
B′n = CDF of Fourier rings |D|
V ∗ = C ′ + B′

end for
S ′n = Sscaler(V ∗) with outlier removal and normalization

α = 0.85, β = 0.05
for step i = α to β do

if S ′n ≤ α then
S ′min = min(S ′n), S

′
max = max(S ′n)

S̄median =
1
2 (S
′
max + S

′

min)
S̃mean =

1
n

∑
S∗n

if S̃mean ≤ S̄median then
S∗ascending = [S ′1, . . . , S

′
n] is an ascending list

α∗ascending = [α′1, . . . , α
′
n] is an ascending list

θ = α∗ascending(min(S∗ascending))
return θ

else
θ = α

return θ

end if
Update α←− α − β

end if
end for

maximum-minimum value of motion with outliers removed
by equation (14), and the value α∗ that minimizes S∗min and
S ′ in each equation. Once the stabilization variable θ is
computed, it is used to estimate the threshold using equations
(18).

To estimate the threshold for separating stable sequences,
we use a statistical method commonly used in a normal
distribution, such as mean and standard deviation.We assume
that the computed values C ′n follow a normal distribution.
In statistics of normal distribution, 2σ covers their 97.9%
distribution. Based on these observations, it became evident
that most issues occur in just a few seconds within the entire
video. Taking into account this observation and statistical
considerations, we compute the average Tmean, standard
deviation Tstd, and margin values Tmargin as follows:

Tmean =
1
n

θ∑
k=0

V ′n(k), (16)
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Tstd =

θ∑
k=0

(V ′i (k)− Tmean)

n
, (17)

Tmargin = 1 ∗
Q3(V ′n)− Q1(V ′n)

θ
. (18)

The computed margin Tmargin is initially set to 1, but in
some domains, the constant value 1 can have a relatively large
effect on the total threshold. To address this issue, wemultiply
stabilization variable θ to the initial margin (18). The final
adaptive threshold is then calculated as the sum of Tmean, Tstd,
and Tmargin, taking into account the stabilization variable.
This adaptive thresholding method is effective because it

takes into account the statistical properties of the data, the
severity of the camera motion, and the fact that most issues
occur in just a few seconds within the entire video.

SAT = Tmean + Tstd + Tmargin. (19)

IV. EXPERIMENTAL RESULTS
A. DATASET
We evaluated the proposed method on a dataset collected
from the actual editing process [12]. Fig. 9 shows a collection
of video data from the KEYCUTstock website. It provides
footage for Premiere in 4K, 8K, and higher resolutions.
The collection includes various domains, such as cityscape,
nature, timelapse, etc.

Table 1 shows the ratio of bad clips detected by an editing
specialist in the collected dataset. The bad clips are mainly
caused by unwanted camera movements, which can result
from shaking hands while filming with a handheld camera,
or the effects of wind or panning on a drone. Another
significant issue is incomplete focus due to being out-of-
focus. These issues were observed to occur in a few seconds
of a long clip.

B. EVALUATION METRICS
We evaluated the proposed method with various metrics
that are widely used for image quality assessment. Peak
Signal-to-Noise Ratio (PSNR), Mean-Squared Error (MSE),
Structural Similarity (SSIM) [44], and Visual Information
Fidelity (VIF) [45] are used as metrics. To adapt the metrics
to the proposed method, we compare the results of the
original video and video clips which are extracted by the
proposed threshold. To evaluate the quality of predicted video
clips from various perspectives, we focused on the following
features:
• Loss of image quality between frames of the same
image.

• Similarity between frames by considering luminance,
contrast, and structure of the image.

• Comparison of the amount of information present in the
image with the reference image.

1) PEAK SIGNAL-TO-NOISE RATIO
PSNR represents the power of noise relative to the maximum
power that a signal has. It is used to evaluate information

loss and image quality on images that are contaminated by
distortion. It is computed as the following formula:

PSNR = 20 ∗ log10(
MAXI
√
MSE

) (20)

= 20 ∗ log10(MAXI )− 10 ∗ log10(MSE), (21)

where, MAXI is the maximum value of the image. For 8-bit
grayscale images, it ranges from 0 to 255.

2) MEAN SQUARED ERROR
MSE is a commonly used metric to evaluate the similarity
between two images. The purpose of using MSE is to
calculate the average squared difference between the pixel
values of two images. When comparing two images using
MSE, the pixel values of the images are compared, and the
differences between the pixel values are squared. The squared
differences are then averaged to produce a single value that
represents the overall difference between the two images. The
lower the MSE value, the more similar the two images are
considered to be. The function of MSE is as follows:

MSE =
1

m ∗ n

m−1∑
0

n−1∑
0

||I (i, j)− In−1(i, j)||2, (22)

where I is an image of sizem∗n, and In−1 is a distorted image
by addtive noise to I . Here, I represents the current frame of
the input video, and In−1 represents the previous frame. The
smaller the value of Mean Squared Error (MSE), as shown
in Equation (22), the higher the value of Peak Signal-to-
Noise Ratio (PSNR) because it appears in the denominator.
Therefore, lower MSE and higher PSNR indicate better
image quality. However, PSNR has certain limitations in
terms of human-perceived image quality, such as the inability
to detect information loss and blurriness in the image.

3) STRUCTURAL SIMILARITY INDEX MEASURE
SSIM is a perceptual metric that quantifies image quality
degradation caused by processing such as data compression
or by losses in data transmission. It is designed to better
imitate the human perception of image quality than PSNR.
SSIM is calculated based on the luminance, contrast, and
structure of an image. The SSIM score ranges from 0 to 1,
with a score of 1 indicating that the two images are identical.
A score of 0 indicates that the two images are completely
different.

SSIM (I , In−1) = L(I , In−1)× C(I , In−1)× S(I , In−1),
(23)

where L(I , In−1) compares the average luminance of two
images, C(I , In−1) is the contrast function, and S(I , In−1) is
the structure function formulated as

L(I , In−1) =
2µIµIn−1 + c1

µ2
I + µ2

In−1
+ c1

,

C(I , In−1) =
2σIσIn−1 + c2

σ 2
I + σ 2

In−1
+ c2

,
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FIGURE 9. Collection of selected video data from the KEYCUTstock. Since the domains of the videos are diverse, we designed an adaptive
threshold using statistical methods to accurately identify small camera motion.

S(I , In−1) =
σI∗In−1 + c3
σIσIn−1 + c3

, (24)

where µ, σ , and σI∗In−1 respectively represent the mean,
variance, and covariance of {I , In−1}. c1, c2, c3 are stabilizing
variables that compensate for the problem of the denominator.
c1 = (k1∗L)2, c2 = (k2∗L)2, and c3 = c2/2. k1 = 0.01, k2 =
0.03 by default.

4) VISUAL INFORMATION FIDELITY
VIF is a full-reference image quality assessment metric based
on natural scene statistics and the notion of image information
extracted by the human visual system. VIF is calculated by
comparing the statistical properties of the test image to the
reference image. These statistical properties are designed to
capture the key features of an image that are important for
human perception, such as the distribution of luminance,
contrast, and structure. Same with SSIM, VIF scores range
from 0 to 1, with a score of 1 indicating that the two images
are identical. A score of 0 indicates that the two images are
completely different..

FIGURE 10. Visualization of VIF. [45].

As shown in Fig. 10, The original image is a clean
image signal without distortion and is represented by C The
human visual system (HVS) perceives a signal represented
by E , while the image signal affected by the distortion is
represented by D through the channel C . The distortion
function is a zero mean Gaussian by default. The signal

F recognized by the HVS through the channel C can be
expressed as:

VIF =

∑
I (C̄; F̄ |S)∑
I (C̄; Ē|S)

, (25)

where In−1(C;F) and I (C;E) are the amount of mutual
information. S represents the positive scalar value computed
by the Gaussian scale mixture (GSM) model to C .

5) PRECISION, RECALL, AND DICE SCORE
Precision is the percentage of the actual Ground Truth (GT)
in the predicted positive value. It formulated as:

Precision =
TP

TP+ FP
=

TP
# ground truth

. (26)

Recall, also called sensitivity, is the percentage of the
predicted positive range for the positive range of GT, which
can be formulated as

Recall =
TP

TP+ FN
=

TP
# prediction

. (27)

Dice score is well-known as F1 score as the harmonicmean
of recall and precision. Score 1 refers to the best precision and
recall score, which can be formulated as

Dice =
2× TP

(TP+ FP)+ (TP+ FN )
(28)

=
2(Precision× Recall)
(Precision+ Recall)

. (29)

C. QUANTITATIVE RESULTS
We used PSNR, SSIM, and VIF metrics to evaluate the
quality of the processed videos. We used different methods
to find thresholds for detecting stable clips in the source
videos, including the mean, mean+ standard deviation, mean
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TABLE 2. Experimental results of Video 1 (PSNR, SSIM, VIF score).

TABLE 3. Experimental results of Video 2 (PSNR, SSIM, VIF score).

TABLE 4. Experimental results of Video 3 (PSNR, SSIM, VIF score).

TABLE 5. Experimental results of Video 4 (PSNR, SSIM, VIF score).

+ bottom 30% of standard deviation, and our proposed
SAT algorithm. We then compared the stable clips from
each threshold to the original video. Our SAT threshold
outperformed the other methods in terms of clip stability.
Additionally, the stable clips from the proposed threshold
had higher quality than the original video, as objectively
measured by the chosen metrics. The detail of the video
used in the evaluation is shown in Fig. 11. The detailed
results are summarized in Tables 2, 3, 4, 5. Additionally,

TABLE 6. Experimental results of Video 1, Video 2, Video 3, Video 4 (Dice,
Precision, Recall score).

Table 8 presents extensive results for a variety of domains.
While the proposed SATmethod performs slightly worse than
other methods in some cases, it outperforms them in most
cases.

Next, we used the dice, precision, and recall metrics to
measure the overall quality of the video. As shown in Table 6,
the proposed method produced clips that were most similar to
the ground truth clips, except in terms of recall. The reason
for the lower recall is that the proposed method divided
the clips slightly more narrowly than the ground truth clips.
However, the overall dice, precision, and recall scores of
the proposed method were higher than those of the other
methods.

We quantified the overall video quality using metrics such
as dice, precision, and recall. As illustrated in Table 6, the pro-
posed method’s outputs closely resemble the reference clips
in most metrics, with an exception in recall. This slight dip
in recall arises because our method partitions clips somewhat
more finely compared to the ground truth. Despite this, the
aggregate scores of dice, precision, and recall surpass other
methods.

To benchmark our proposed technique, we applied
both the camera motion and blurriness indices on two
experimental videos: one solely exhibiting camera move-
ment and another with combined camera movement and
blur. As Table 7 indicates, the disparity in performance
between our method and a motion-only index approach
was marginal for the camera movement-only video. Con-
versely, in the video displaying both phenomena, the
performance gap was substantial, underlining the efficacy of
our dual-index approach over the sole reliance on the motion
index.
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FIGURE 11. Detailed description of Video 1 to Video 4 used in the quantitative evaluation.

TABLE 7. A quantitative comparison of the proposed motion + blurriness index and the motion index alone on Video 4, which contains both camera
movement and blur.

FIGURE 12. Estimated graph and thresholds of video 1. Ground truth is manually set by an editorial specialist.

D. QUALITATIVE RESULTS
We conducted a qualitative experiment using graphs for each
threshold, as illustrated in Fig. 12, 13, and 14.

Despite the presence of various types of input images in
various domains, the proposedmethod shows themost similar
threshold to the ground truth threshold. Even though there
are various types of input images in various domains, our

proposed method crops stable images. Fig. 12 is the case
that the last few seconds have extremely large movements.
Due to this problem, statistical methods are highly affected
by outliers. However, the proposed method accurately finds
the optimal threshold than others. Fig. 13 is the case that has
some movements in nature. In this case, some movements
are acceptable but it is ambiguous. The editorial specialist
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TABLE 8. Quantitative comparison on the various domains in real-world video with the PSNR, SSIM, VIF metrics. GT means clips extracted by human
expert-defined threshold, Avg means clips extracted by threshold computed by average of index. Avg+Std means clips extracted by threshold computed
by average and standard deviation. SAT means clips extracted by the proposed statistical adaptive threshold.

FIGURE 13. Estimated graph and thresholds of video 2.

judged that only a few seconds of the middle and a few
seconds of the last are stable clips. The other methods have
too high a threshold than ground truth, but the proposed
method has a similar threshold than others. Fig. 14 is a
video that has tiny movements and large movements in the
last few seconds. Tiny movements are acceptable motions
but the first and the last movements are not acceptable.

The other methods have a relatively higher threshold than
the ground truth, but the proposed method has a similar
threshold to the ground truth threshold. Overall, the proposed
method shows a lower threshold than the others and is
similar to the ground truth threshold. Therefore, experiments
show that the proposed method is similar to the editorial
specialist.
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FIGURE 14. Estimated graph and thresholds of video 3.

TABLE 9. Conventions.

V. LIMITATION AND FUTURE WORK
Our proposed VQA system primarily grapples with the
challenges posed by inadvertent camera movement and
blurriness. Evaluations through an array of objective metrics
coupled with visual juxtapositions exhibit commendable
efficacy. Nonetheless, our approach has its limitations.
Firstly, when an object’s motion magnitude exceeds that of
the camera’s, the PCA operation can misconstrue the object’s
trajectory as stemming from the camera. Secondly, our blur
metric is squarely aimed at detecting full-frame defocus
blur instigated by lapses in camera focus or subject motion.
Pinpointing and demarcating specific regions of sporadic
blur within frames would entail the integration of intricate
segmentation and spatial methodologies. Lastly, even with
our statistical adaptive threshold mechanism, intentional
camera movements remain challenging to discern accurately.
The first two issues arise from inherent challenges in image

processing. Nonetheless, further exploration into techniques
like object segmentation, requiring fine-grained annotated
datasets, might offer mitigation for these challenges.

VI. CONCLUSION
In this paper, we introduce a comprehensive Video Quality
Assessment (VQA) system designed to address prevalent
quality challenges such as unintentional camera movements
and defocused blur. Fundamentally, the proposed approach
integrates deep learning-driven optical flow estimation—
specifically utilizing FlowNet 2.0—to capture and quantify
camera motion dynamics across sequential frames. For the
identification and quantification of blurriness, we utilized the
Fourier transform to evaluate high-frequency content. Our
system also introduces a unique iterative search mechanism
that determines an adaptive threshold tailored to each
video, grounded in its inherent statistical characteristics.
Our research stands out due to the development of an
autonomous VQA system proficient in mimicking human
judgment concerning notable anomalies like erratic camera
movements and focus discrepancies. Distinct from previous
models and datasets, our methodology sidesteps the need
for vast labeled training data. The proposed method not
only enhances established objective quality benchmarks like
PSNR, SSIM, and VIF but, more crucially, demonstrates
scores that align closely with human subjective evaluations—
affirming their perceptual accuracy and relevance.
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