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A B S T R A C T   

In this study, two deep learning approaches, bidirectional long short-term memory (BiLSTM) and long short-term 
memory (LSTM), were used along with adaptive boosting and general regression neural network to forecast 
multi-step-ahead pan evaporation in two arid climate stations in Iran (Ahvaz and Yazd). Lagged time series of 
meteorological data and pan evaporation data were input to the machine learning models. Two feature selection 
methods, i.e., the Boruta extra tree and XGBoost, were used to select significant inputs to reduce the number of 
inputs and model complexity. Different statistical metrics were used to investigate the model performance. The 
results demonstrated that Boruta-extra-tree-based models were more accurate than XGBoost-based models. 
Compared with the machine learning techniques, the combination of Boruta extra tree and BiLSTM enabled more 
accurate one-day-ahead forecasting of pan evaporation for both sites (Root Mean Square Error (RMSE) = 1.6857, 
for the Ahvaz station, and RMSE = 1.3996 for the Yazd station). The proposed model was used to forecast up to 
30 days ahead of pan evaporation in both stations. The results showed that the Boruta-BiLSTM model could 
accurately forecast the pan evaporation for up to 30 days in both stations.   

1. Introduction 

Evaporation is a unique natural phenomenon that is a key compo
nent of the hydrological cycle and influences the agricultural output and 
availability of water for human use [1,2]. Pan evaporation is a mea
surement that integrates the impacts of several climatic factors, 
including temperature, humidity, precipitation, drought dispersion, sun 
radiation, and wind. Measurements of pan evaporation allow farmers 
and ranchers to determine how much water their crops will require [3]. 
Pan evaporation (PEm) has been highlighted as an intricate aspect in the 

water cycle [4–6]. Therefore, many researchers have attempted to 
identify precise and reliable techniques for modeling PEm rates to ensure 
the efficient management of water resources and accurately reflect the 
water balance in natural and artificial water bodies [7]. The different 
approaches for forecasting/predicting PEm, have been reviewed [8–10]. 
Furthermore, numerous scholars have predicted the rate of evaporation 
using empirical approaches [11]. Although these models are frequently 
employed for geographical location-specific PEm prediction and calcu
lation [12,13], they require a significant amount of meteorological data 
as input. Consequently, these strategies are challenging to implement 
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because meteorological data for certain regions may not be easily 
accessible [14]. This is because PEm process depends on several types of 
climate “hydrometeorological data” and ground observations data. 
Furthermore, the derivation of a comprehensive yet simple formula that 
incorporates all of the physical processes is challenging owing to the 
complex, nonlinear, and unstable nature of evaporation [15]. Therefore, 
it is necessary to establish flexible and user-friendly evaporation pre
diction methodologies; despite many researchers have attempted to 
model PEm using empirical and semi-empirical methods based on 
diverse meteorological data [16–18]. 

In comparison with traditional parametric methods, soft computing 
algorithms based on machine learning (ML), which do not require prior 
knowledge of the fundamental physical processes behind evaporation or 
a significant amount of data, are promising alternatives for real-time 
decision support systems [6,19,20]. In recent decades, ML models 
have been extensively employed in the domain of water resources 
research and noted to be effective for forecasting evaporation [21–24]. 
The primary benefit of ML models is that they are entirely 
non-parametric and do not require any prior understanding of the as
sociations between the input variables and output data [25,26]. ML 
models have been widely used for predicting/forecasting evaporation 
processes, especially in ecological and water engineering applications 
[27–31], because these models are easy to use, reliable, and adept at 
handling challenging nonlinear processes [32]. 

Despite the satisfactory predictive performance of conventional ML 
algorithms [6], certain limitations exist when advanced techniques such 
as data pre-processing algorithms, feature input selection, and boosted 
learning mechanisms are to be integrated. Furthermore, the existing 
techniques cannot consider the influence of parameter interactions on 
the model performance. To address these problems, evolutionary algo
rithms have been used to modify the internal parameters of ML models. 
Specifically, numerous researchers have tried to resolve the artificial 
neural network training problem using a combination of different model 
optimization strategies. For more accurate evaporation prediction, 
several researchers have merged nature-inspired algorithms with 
cutting-edge neural techniques [33,34], shifting the research trend to
ward highly reliable and robust artificial intelligence (AI) models. 

Given the potential of neural networks, deep learning (DL) tech
niques have attracted significant attention [35]. The effectiveness of 
these approaches has been enhanced by developments in computer 
technologies, particularly graphic processing units [36], and the ease of 
accessibility of enormous data sets [36–38]. The main merit of those 
techniques is the ability to configure the learning process in a more 

robust manner due to the multiple layers of the network. Worth to 
mention, to the authors knowledge, the application of DL algorithms for 
PEm prediction has been rarely reported in the literature. DL frameworks 
have a remarkable capacity to learn, especially time-series data, because 
of the presence of loops that allow information from the previous time 
slice to be sent to the subsequent time slice [39]. Nevertheless, recurrent 
neural networks (RNNs) as a representative DL technique encounter 
gradient dissipation and explosion, which deteriorates their capacity to 
learn long-distance information [40]. To address this problem, long 
short-term memory (LSTM) networks were developed, which can learn 
long-term dependencies in the data series and address the issue of 
vanishing gradients [41]. LSTM methods have been widely used in the 
hydrology and water management fields [42–44]. For example, 
streamflow modeling [45], precipitation-runoff [46], rainfall modeling 
[47], air temperature monitoring [48], and solar prediction [49]. Ac
cording to research on the robustness of different neural network to
pologies for simulating and predicting the water levels of combined 
structures, in the case of multi-step-ahead predictions, LSTM (in 
conjunction with a cell memory recurrent neural network design) is 
preferred over conventional architectures that lack explicit cell mem
ories [50]. Zhang et al. [51] used the LSTM to forecast water tables in 
agricultural regions. Moreover, the effectiveness of AI models such as 
LSTM for river basin flow prediction in India was compared to those of 
traditional and naive methods [43]. An LSTM model was used to forecast 
the discharge at the Hoa Binn station in Vietnam [52]. The authors 
assessed the model’s effectiveness in forecasting flood flows and flood 
peaks and clarified the effect of dataset attributes on the model perfor
mance. Nevertheless, to the best of our knowledge, none of the existing 
studies have used long short-term approaches for forecasting PEm. Given 
the widespread use of the LSTM model to explore hydrological processes 
[42–44], these models were adopted in this study for forecasting PEm. 

Specifically, in this study, a unique DL technique, i.e., bidirectional 
LSTM (BiLSTM), was developed to forecast daily evaporation in 
conjunction with two robust feature selection algorithms: Boruta extra 
tree and extreme gradient boosting (XGBoost). The main inspiration for 
using the BiLSTM over the other models is the capability to separate 
memory cells that can store long-term information without being 
affected by the current input or output. In contrast, the main feasibility 
of the Boruta feature selection algorithm is working based on statistical 
ground and works extremely well even without any specific input by the 
user. The Ahvaz and Yazd stations (with arid climates) in Iran were 
selected as test sites to evaluate the proposed technique. Four ML al
gorithms, BiLSTM, LSTM, adaptive boosting (AdaBoost), and general 

Table 1 
Descriptive statistics of meteorological variables for Ahvaz and Yazd stations.     

Ahvaz    

Variable Tmax (◦C) Tmin (◦C) Wind Speed (m/s) RH (%) Solar Radiation (MJ/m2) Pan Evaporation (mm/d) 

Mean 34.19 19.79 2.22 42.13 22.01 8.12 
Standard deviation 10.68 8.59 1.14 19.79 8.19 5.21 
Max 53.70 36.40 8.13 96.00 34.37 20.90 
Min 9.80 -1.20 0.00 6.00 4.72 0.60 
First quartile Q1 24.33 12.01 1.38 25.50 15.59 3.30 
Second quartile Q2 35.05 20.10 2.00 38.13 22.85 7.50 
Third quartile Q3 44.60 28.00 2.88 55.88 29.64 12.10 
Skewness -0.18 -0.13 0.83 0.61 -0.33 0.43 
Kurtosis -1.35 -1.27 0.91 -0.55 -1.02 -0.89   

Yazd   
Variable Tmax (◦C) Tmin (◦C) Wind Speed (m/s) RH (%) Solar Radiation (MJ/m2) Pan Evaporation (mm/d) 
Mean 27.92 14.20 2.53 25.61 20.96 9.27 
Standard deviation 9.77 9.10 0.96 17.67 6.68 4.80 
Max 45.60 33.10 8.25 97.00 31.77 19.80 
Min -3.60 -10.10 0.25 4.00 4.65 1.60 
First quartile Q1 19.80 6.30 1.88 12.50 15.22 5.15 
Second quartile Q2 28.60 14.90 2.38 20.13 21.38 8.60 
Third quartile Q3 36.60 22.10 3.13 33.13 27.25 13.50 
Skewness -0.27 -0.15 0.85 1.45 -0.26 0.24 
Kurtosis -1.00 -1.13 1.66 1.93 -0.99 -1.15  

M. Karbasi et al.                                                                                                                                                                                                                                



Alexandria Engineering Journal 86 (2024) 425–442

427

regression neural network (GRNN), were applied to evaluate the per
formance of the proposed model. Thus, the objectives of this study were 
to (1) forecast one-day-ahead evaporation rates using feature selection 
techniques and the BiLSTM model, (2) compare the effectiveness of the 
ML models, and (3) forecast multi-step-ahead daily evaporation with the 
optimal model. 

2. Material and methods 

2.1. Study area and data 

The Ahvaz and Yazd stations were selected to forecast multi-step- 
ahead daily pan evaporation. The climate in Ahvaz pertains to a sub
tropical hot desert (Köppen climatic classification BWh), with long, hot 
summers and short, chilly winters. Summer temperatures are typically at 
least 45 ◦C and can occasionally approach 50 ◦C, with frequent sand
storms and dust storms. During the winter, the lowest temperature 
might decrease to approximately 5 ◦C. Ahvaz experiences snowless 
winters. The average yearly precipitation is approximately 230 mm. 
Similar to Ahvaz, Yazd has a hot desert climate (Köppen climatic 

classification BWh). With a yearly average of only 49 millimeters and 
only 23 days of rain, it is the driest significant city in Iran. Summer 
temperatures regularly exceed 40 ◦C, and there is no humidity. 

The daily meteorological data, including the minimum and 
maximum temperature (Tmin, Tmax), wind speed, relative humidity 
(RH%), sun radiation, and pan evaporation, were provided by the Iran 
Meteorology Organization. Table 1 presents the descriptive statistics of 
these meteorological variables and pan evaporation for the Ahvaz and 
Yazd stations. The mean daily pan evaporation values for the Ahvaz and 
Yazd stations can be noted to be 8.12 mm and 9.27 mm, respectively. 
Maximum values of pan evaporation for Ahvaz (20.9 mm/day) and Yazd 

Fig. 1. Locations of Ahvaz and Yazd stations.  

Fig. 2. Topology of the architecture of the GRNN model.  

Fig. 3. Schematic of AdaBoost approach.  
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(19.8 mm/day) stations occurred in July and June, respectively. Mini
mum values of pan evaporation occurred in February at both stations. 

2.2. Feature selection algorithms 

2.2.1. Boruta extra tree 
Feature selection is frequently a crucial step in the execution of ML 

algorithms to optimally select the input features to feed the ML models. 
The Boruta package, an extension of the random forest classification 
algorithm, is a popular wrapper feature selection method that has 
recently been used in hybrid ML-based models applied for engineering 
problems. The random forest classification method numerically evalu
ates the feature significance and can be executed with the default set
tings [53]. A benchmark criterion, the Z-score, is implemented in this 
scheme, which refers to the ratio of the average loss to the standard 
deviation. Using Python libraries, advanced stochastic decision tree 
methods can be used in the Boruta package [53]. One of these methods is 
the extra tree ensemble, which, combined with the Boruta package, 
yields the Boruta extra tree feature selection technique. 

Extra tree is a group-learning method that uses the averaged pre
dictions (forecasts) of several decision trees to increase the accuracy and 
reduce processing complexity [54]. First, the algorithm creates a 
random ensemble of trees, which are then combined using an appro
priate technique, such as mathematical averaging for regression 

problems or voting majority for classification problems [55]. Instead of 
using a bootstrap replica, the extra trees build trees from the full 
learning sample, and node splitting is performed through entirely 
random cut-point selection. In this study, the Boruta extra tree scheme 
was established using Python’s scikit-learn library [56] and the Boruta 
library. 

2.2.2. XGBoost feature selection 
The XGBoost technique is a variant of the gradient boosting machine 

approach [57] that implements the “boosting” notion by aggregating all 
the estimates from a group of weak learners to generate a strong learner 
(Fan et al., 2018). XGBoost divides the boosted trees into regression and 
classification trees [58], and the trees are grown as follows:  

I) The decision tree is fitted to a subset of training data.  
II) The residuals of the preceding tree are fitted with a loss function.  

III) The following tree is formed by merging the loss function with the 
tree that came before it.  

IV) The weighted cumulative contribution of all employed decision 
trees is output. 

Recently, ensemble tree-based ML methods such as XGBoost have 
attracted considerable attention for feature selection as they can effec
tively estimate the profit and benefit related to each input feature during 

Fig. 4. Structure of LSTM cell (a) and BiLSTM model (b).  
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the training process. To reduce the dimensionality, XGBoost feature 
selection [57] can be performed to compute the feature significance 
score through the information gain as follows [59]: 

Gain =
1
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ĥi + λ
+

(
∑

∈IR

ĝi
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Fig. 5. Boruta extra tree feature selection for Ahvaz station.  

Fig. 6. XGBoost feature selection for Ahvaz station.  
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where ̂gi and ĥi are the 1st and 2nd order gradients, respectively; λ and β 
are the penalty (regularization) coefficients; IL and IR denote the left and 
right nodes after segmentation, respectively, and i = 1,2,…,k. 

Gain is the gain score for each split of a tree, and the average gain is 
used to determine the final feature importance value. The average gain 
is derived by dividing the overall gain of all trees by their total number 

of splits. A higher feature importance factor corresponds to a higher 
effectiveness and significance of the factor [59,60]. 

Fig. 7. Boruta extra tree feature selection for Yazd station.  

Fig. 8. XGBoost feature selection for Yazd station.  
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2.3. ML algorithms 

2.3.1. GRNN 
Specht (1991) introduced the GRNN as an extension of the radial 

basis function (RBF) for solving nonlinear engineering problems. The 
primary difference between the GRNN and conventional feed-forward 
neural network is that the former requires the determination of an 
ideal number of hidden layers and hidden nodes, whereas the latter does 
not. A GRNN model with forward propagation can estimate any arbi
trary function among input–output vectors [61] and is classified as a 
probabilistic neural network [62]. The learning process of the GRNN 
seldom falls into local minima. The fundamental architecture of the 
GRNN model is shown in Fig. 2, which consists of four units, including 
the input layer, pattern layer, summation layer, and output layer. The 
RBF kernel spread parameter, which is used to figure out how similar the 
input parameters are, needs to be tuned in the GRNN. The forecasted 
outcome Ŷ ∈ R for the input vector xt ∈ R

d
, t = 1,2,…,N forms an 

N-training dataset [63] and can be defined as 

Ŷ =

∑N

i=1
Yiexp

(

−
D2

i
2σ∗2

)

∑N

i=1
exp

(

−
D2

i
2σ∗2

) (2)  

D2
i =

(
X − Xi)T ( X − Xi) (3)  

where Ŷ and Yi denote the forecasted output and output of the input 
layer, respectively; σ∗ denotes the spread hyperparameter or smoothing 
parameter; D represents the distance function related to the RBF kernel; 
and Xi is the training input vector related to N variables. T is the 
transpose matrix [64]. 

2.3.2. AdaBoost 
AdaBoost [65] was designed to increase the efficiency of ML 

learning. Regression problems are solved with the AdaBoost regressor, 
which is a special kind of AdaBoost. The main concept underlying the 
AdaBoost regressor is to regularly reweight the training examples based 
on the prediction error at each boosting iteration to learn a succession of 
weak regressors with a large bias error but a low variance error [66]. In 
this method, the subsequent regressor assigns greater weight to the cases 
that were mistakenly predicted in the preceding step. The coefficients of 
all weak regressors are combined to produce the final prediction and 
generate a model with minimum bias and variance error [56,67]. This 
method is not vulnerable to overtraining. The mechanism of the Ada
Boost algorithm can be described as follows [68]: 

The training dataset is Ψ =
{
(x1, y1),…,

(
xj, yj

)}

where xjdenotes the input vector, yj denotes the output (target), and 
m is number of training data points. 

By initiating the weight vector, the AdaBoost procedure can be 
expressed as 

ω1(xi) =
1
j

for i = {1, 2,…, j} (4) 

The error rate based on T weak learners, ht(t = 1,2,…,T), is 
described as [69] 

πt =
∑

Pt(xi)[ht(xi) − yi ] (5) 

Here, Pt(xi) can be obtained using an arithmetic average function 
ωt (xi)∑j
i=1

ωt (xi)
, with πt > 0.5 and (T=t-1) for terminating the loop. To calcu

late each weight, the weight confidence is defined as 

αt = log
(

πt
1− πt

)
. 

To updated the weight during training, ωt+1(xi) = ωt(xi) × e− yiht(xi)αt 

can be applied in a new stage, where t < Tt determines Pt(xi) and 
πt > 0.001. This process is continued until the requirements are satis
fied. Finally, the aggregated learner H(x) with the highest precision is 
obtained by aggregating all the weak weight learners, as follows [66]: 

H(x) = sign

[
∑T

j
αt[ht(x) = y ]

]

(6) 

The CART decision tree is employed as a base regressor in this study. 
The three key hyperparameters that define the AdaBoost model are the 
learning rate (to adjust the contribution of weak learners to the final 
strong learner), maximum tree depth, and maximum number of trees. 
Fig. 3 illustrates the process flow of the AdaBoost algorithm. 

2.3.3. LSTM 
The LSTM is a sophisticated RNN model that can handle time-series 

data [41]. The RNN can record sequences; however, the disappearing or 
inflating gradients prevent it from remembering long-term de
pendencies in extended sequences [70]. The LSTM is designed to prevent 
or resolve this problem. Specifically, this problem is resolve using a 
gating mechanism to regulate information, as shown in Fig. 4.a. The 
LSTM uses an input gate, a forgetting gate, and an output gate to exclude 
irrelevant data from the present situation [71]. This mechanism extends 
the duration of information storage and preserves several earlier data 
points. The input of the LSTM gate is the state that is hidden between the 
current time step input xt and prior time step ht− 1 [72]. Full connection 
layer computations determine the output. The LSTM model can be 
mathematically described as follows [73]: 

Input gate : it = σ(Wi⋅[ht− 1, xt] + bi (7)  

Forgetting gate : ft = σ
(
Wf ⋅[ht− 1, xt] + bf

)
(8)  

Gated unit : C̃t = tanh (WC⋅[ht− 1, xt] + bc ) (9) 

Table 2 
Model settings for step-ahead forecasting of pan evaporation.  

Study site Models Tuned parameters 

Ahvaz- 
Boruta ET 

AdaBoost N_Estimators: 60, Learning Rate: 0.3 
GRNN Spread: 0.225 
LSTM Layers: 2, Number of Neurons: 100–150, Epochs: 50, 

Dropout: 0.1, Training Algorithm: Adam, Learning 
Rate: 0.0001, Batch Size: 128 

BiLSTM Layers: 2, Number of Neurons: 50–200, Epochs: 50 
Dropout: 0.1, Training Algorithm: Adam, Learning 
Rate: 0.0001, Batch Size: 64 

Ahvaz- 
XGBoost 

AdaBoost N_Estimators: 60, Learning Rate: 0.3 
GRNN Spread: 0.4 
LSTM Layers: 2, Number of Neurons: 150–150, Epochs: 50, 

Dropout: 0.1, Training Algorithm: Adam, Learning 
Rate: 0.0002, Batch Size: 128 

BiLSTM Layers: 2, Number of Neurons: 100–200, Epochs: 50 
Dropout: 0.1, Training Algorithm: Adam, Learning 
Rate: 0.0001, Batch Size: 64 

Study site Models Tuned parameter 
Yazd-Boruta 

ET 
AdaBoost N_Estimators: 120, Learning Rate: 0.5 
GRNN Spread: 0.35 
LSTM Layers: 2, Number of Neurons: 200– 

200, Epochs: 50 Dropout: 0.1, Training Algorithm: 
Adam, Learning Rate: 0.0002, Batch Size: 64 

BiLSTM Layers: 2, Number of Neurons: 210–210, Epochs: 50 
Dropout: 0.08, Training Algorithm: Adam, Learning 
Rate: 0.0001, Batch Size: 64 

Yazd- 
XGBoost 

AdaBoost N_Estimators: 80, Learning Rate: 0.6 
GRNN Spread: 035 
LSTM Layers: 2, Number of Neurons: 180–180, Epochs: 50 

Dropout: 0.1, Training Algorithm: Adam, Learning 
Rate: 0.00011, Batch Size: 64 

BiLSTM Layers: 2, Number of Neurons: 220–100, Epochs: 50 
Dropout: 0.1, Training Algorithm: Adam, Learning 
Rate: 0.00011, Batch Size: 64  
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Ct = ft ⊙ Ct− 1 + it ⊙ C̃t (10)  

Output gate : Ot = σ (wo[ht− 1, xt] + bo ) (11)  

where Wf , Wi, Wc, and Wo represent the weight matrices of the forget 
gate, input gate, cell gate, and output gate units, respectively, with the 
corresponding bias vectors being bf , bi, bc, and bo. σ is the conventional 
activation function of the forget gate and input gate components. tanh 
represents the activation functions of the cell gate unit. ⊙ is the element- 

Fig. 9. Methodology for pan evaporation forecasting.  

Table 3 
Results of pan evaporation forecasting for one step ahead in Ahvaz Station. The boldfaced text indicates the best model.  

Model Set R MAPE RMSE U95% KGE IA 

Boruta-BiLSTM Train  0.9520  22.0334  1.8800  5.0319  0.8314  0.9653 
Test  0.9396  25.3541  1.6857  4.6684  0.8972  0.9670 

Boruta-LSTM Train  0.9495  22.4752  1.7859  4.8888  0.8749  0.9697 
Test  0.9350  26.5599  1.7835  4.8936  0.9123  0.9648 

Boruta-GRNN Train  0.9499  23.4915  1.7203  3.3697  0.9039  0.9725 
Test  0.9283  32.1696  2.0051  6.7607  0.8749  0.9570 

Boruta-AdaBoost Train  0.9481  32.5784  1.7732  4.8863  0.8915  0.9705 
Test  0.9268  42.0809  2.2129  5.7005  0.8270  0.9487 

XGBoost-BiLSTM Train  0.9515  21.8933  1.7418  4.7797  0.8819  0.9713 
Test  0.9366  27.2928  1.8254  4.9476  0.9029  0.9643 

XGBoost-LSTM Train  0.9506  23.6593  1.7094  4.7373  0.9025  0.9728 
Test  0.9351  30.1372  1.9188  5.1230  0.8815  0.9611 

XGBoost-GRNN Train  0.9317  33.5736  2.0892  4.0939  0.8019  0.9543 
Test  0.9236  40.7774  2.0375  7.0261  0.8253  0.9499 

XGBoost-AdaBoost Train  0.9476  32.5935  1.7776  4.9024  0.8915  0.9704 
Test  0.9284  41.4599  2.1641  5.5948  0.8342  0.9506  
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wise product. Fig. 4.a shows the typical structure of LSTM cell. 

2.3.4. BiLSTM 
In the operation of a one-directional LSTM, the input is processed 

only in the forward direction, or, in other words, only the existing in
formation is used. In contrast, BiLSTM consists of two layers of LSTM, 
one with forward motion and the other with reverse motion [74]. The 
layer with forward motion receives the past information for input 
sequence data, whereas that with backward motion (also known as 
reverse LSTM) receives future information for the input sequence data. 
After the data have passed through these layers at least once, the output 
received from both layers is merged and forwarded for further 

processing. The hidden layer state of each level (ht) in the BiLSTM 
network consists of three components: the forward hidden vector ht, 
backward hidden vector hi, and current input xt . The hidden layer state 
of each level can be expressed as [75]. 

ht = LSTM(xt, ht− 1) (12)  

hi = LSTM(xt, hi− 1) (13)  

yt = σ(atht + bthi +Ct) (14)  

where LSTM() represents the standard working mechanism of an LSTM 
network, and at and bt represent the forward and backward output 

Fig. 10. Scatter plots of the pan evaporation forecasting for Ahvaz station.  
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weights of the hidden layer, respectively. Ct is the offset optimization 
parameter for the hidden layer at time t. Fig. 4.b shows the typical 
structure of BiLSTM model. 

2.4. Model development 

In this study, daily meteorological pan evaporation time-series data 
were used to forecast pan evaporation in Ahvaz and Yazd stations for the 
next 1–30 d. GRNN, AdaBoost, LSTM, and BiLSTM were used to forecast 
time series in Python and MATLAB (2022b) environments. Python was 
used to create the AdaBoost model (scikit-learn package version 1.0.2), 
the LSTM and BiLSTM models were implemented the Keras package 
(version 2.11.0), and the GRNN model was created using MATLAB. 

Significant time delays in forecasting were determined using the Boruta- 
Shap package (version 1.0.16) and the XGBoost package (version 1.7.2) 
in python was used for creating XGBoost feature selection model. The 
following subsections describes the stages of model development. 

2.4.1. Model inputs and determination of important features 
Feature selection is a crucial stage for ML-based models due to its 

capacity to decrease computation cost and input dimensionality while 
increasing accuracy. We used lags of meteorological data from 5 days 
ago to predict the pan evaporation for the next 30 days. Because not all 
five lags may not have the same level of significance, the Boruta and 
XGBoost methods were used to identify the best inputs. The random 
forest technique is the foundation of the conventional Boruta model. 

Fig. 11. Violin plots of measured and forecasted values (Top) and relative deviation (RD, %) variation (Bottom) for different models for Ahvaz station.  

Table 4 
Results of pan evaporation forecasting for one step ahead in Yazd Station. The boldfaced text indicates the best model.  

Model Set R MAPE RMSE U95% KGE IA 

Boruta-BiLSTM Train  0.9631  15.1255  1.3160  3.6426  0.9334  0.9804 
Test  0.9535  15.2988  1.3996  3.8804  0.9408  0.9759 

Boruta-LSTM Train  0.9618  14.4430  1.3760  3.7807  0.9026  0.9778 
Test  0.9521  15.0656  1.4779  4.0215  0.9085  0.9724 

Boruta-GRNN Train  0.9433  19.8349  1.6248  3.1852  0.8903  0.9686 
Test  0.9368  18.7226  1.6352  5.1771  0.9051  0.9659 

Boruta-AdaBoost Train  0.9559  21.5598  1.4860  4.0576  0.8986  0.9742 
Test  0.9440  18.9884  1.5435  4.2624  0.9186  0.9701 

XGBoost-BiLSTM Train  0.9517  15.5046  1.5248  4.2009  0.8974  0.9726 
Test  0.9490  15.3590  1.4908  4.0971  0.9138  0.9719 

XGBoost-LSTM Train  0.9504  16.0163  1.6306  4.4108  0.8600  0.9677 
Test  0.9491  15.8161  1.5771  4.2353  0.8779  0.9677 

XGBoost-GRNN Train  0.9384  24.6401  1.8285  3.5845  0.7819  0.9549 
Test  0.9332  20.7898  1.7557  5.9973  0.8080  0.9556 

XGBoost-AdaBoost Train  0.9478  21.6732  1.6112  4.4148  0.8764  0.9688 
Test  0.9357  19.5082  1.6628  4.5787  0.8921  0.9642  

M. Karbasi et al.                                                                                                                                                                                                                                



Alexandria Engineering Journal 86 (2024) 425–442

435

However, the extra tree approach was used in this study to identify the 
optimal inputs. In the Boruta technique, the inputs that are less effective 
than the Max-Shadow benchmark value are eliminated. Figs. 5 and 7 
show the Z-score values for lags up to 5 days used to forecast pan 
evaporation for the Ahvaz and Yazd stations, respectively. The ineffec
tive and effective, inputs are shown in red and green, respectively. 
Figs. 6 and 8 show the importance of different meteorological lags to 
forecast pan evaporation using the XGBoost model. The threshold of 
importance was set as 0.01. 

To create ML models for daily pan evaporation predictions, the 
collected data were divided into training and testing sets with ratios of 
70% (2010–2016) and 30% (2017–2019), respectively. To ensure that 

all of the data in the training set were the same size and that the model 
rapidly converged, they were normalized between 0 and 1 and then de- 
normalized after forecasting model. 

2.4.2. Hyperparameter tuning 
A key task in ML prediction is to adjust the model’s hyperparameters 

to enhance the precision and efficiency. Several techniques, such as 
meta-heuristic optimization algorithms, grid search, and random search, 
have been developed to optimize the model parameters. A grid search 
method was used in this study. Notably, in these techniques, an effec
tiveness measure must be defined, typically through cross-validation on 
the training set or testing on a hold-out validation set. Table 2 represents 

Fig. 12. Scatter plots of the pan evaporation forecasting for Yazd station.  
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the optimized hyperparameters for different combinations of feature 
selection algorithms and ML models at both stations. The GRNN model 
requires the optimization of only one hyperparameter, i.e., the spread 
value. This parameter was searched in the range [0.01, 0.5]. The key 
parameters in the AdaBoost model, N_estimator and learn_rate, were 
sought in the ranges of [10,150] and [0.01, 0.9], respectively. The LSTM 
and BiLSTM models have similar hyperparameters, i.e., the numbers of 
layers and neurons in each layer, and their values were sought in ranges 
of 1–4 and 50–250, respectively. The ideal settings were established by 
minimizing the root mean square error (RMSE). The models were 
trained through Adam learning, and the rectified linear unit (Relu) 
function was used as the activation function. Dropout values in the range 
[0, 0.3] were employed to prevent model overfitting. In general, the 
dropout shows the number of training samples chosen at random from 
the total number of samples. The remaining parameters of the LSTM and 
BiLSTM models were the learning rate (learning effectiveness of the 
network), batch size (quantity of data in each batch), and epoch 
(number of iterations necessary to attain the optimal model). Table 2 
displays the results of a grid search performed to obtain these values. 
Fig. 9 shows the process flow for forecasting the daily pan evaporation. 

2.5. Statistical metrics 

The robustness of the proposed ML-based forecasting models was 
evaluated using six statistical indicators: the coefficient of correlation 
(R), mean absolute percent error (MAPE), uncertainty coefficient with 
95% confidence level (U95%), root mean square error (RMSE), 
Kling–Gupta efficiency (KGE) [76] and index of agreement (IA). The 
mathematical expressions of these metrics are [77,78]. 

R =

∑N

i=1

(
PEobs,i − PEobs

) (
PEfor,i − PEfor

)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
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√ (15)  
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1
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U95% = 1.96
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

STe
2 + RMSE2

√

(20)  

where PEobs,i and PEfor,i are the observed and forecasted values of PE, 
respectively; and PEobs and PEfor denote the mean values of the observed 
and forecasted PE parameters, respectively. N is the length of the time 
series, α is the relative standard deviation of the forecast and observed 
pan evaporation, β is the ratio between the average forecasted and 
observed PE values, and STe is the standard deviation of error. A model 
is optimal when R, IA, U95%, and KGE are one, and all the diagnostic 
metrics, such as RMSE and MAPE, are zero. 

Fig. 13. Violin plots of measured and forecasted values (Top) and RD % variation (Bottom) for different models for Yazd station.  
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3. Application results and analysis 

The forecasting ability of the Boruta-BiLSTM was compared with the 
Boruta-LSTM, Boruta-GRNN, Boruta-AdaBoost, XGBoost-BiLSTM, 
XGBoost-LSTM, XGBoost-GRNN and XGBoost-AdaBoost models, in 
terms of the R, MAPE, KGE, RMSE, U95%, and IA. Moreover, diagnostic 
plots were obtained for the training and testing periods to forecast the 
pan evaporation for Ahvaz and Yazd stations in Iran. 

Table 3 shows that the Boruta-BiLSTM model achieved the highest 
forecasting accuracy in the Ahvaz station (R = 0.9520, MAPE =
22.0334, RMSE = 1.8800, U95% = 5.0319, KGE = 0.8314, IA = 0.9653 in 
training; R = 0.9396, MAPE = 25.3541, RMSE = 1.6857, U95% =

4.6684, KGE = 0.8972, IA = 0.9670 in testing). The second-highest 
performing model was Boruta-LSTM (R = 0.9495, 0.9350; RMSE =
1.7835, 1.7859; MAPE = 22.4752, 26.5599; KGE = 0.8749, 0.9123, IA 
= 0.9697, 0.9648; U95% = 4.8888, 4.8936 in the training and testing 
periods, respectively), followed by XGBoost-BiLSTM, and other 
comparing models (refer to the Table 3). While all the models exhibtes 
reasonably good performance for each assessment metric, but the best 
performance was attained by the Boruta-BiLSTM model as judged by 
these metrics in Table 3. Therefore, the Boruta-BiLSTM model forecasted 
values closer to the measured pan evaporation based on R, KGE, and IA 
metrics whease generating lower errors by judging the MAPE, and RMSE 
metrics for Ahvaz station. The values close to 1 of these R, KGE, and IA 
metrics report that the forecast are accurate. The U95% metrics ascertain 
the uncertainty coefficient with 95% confidence level (U95%) of each 
model. Overall, the Boruta-based models outperformed the XGBoost- 
based models in forecasting the pan evaporation for Ahvaz station. 

Scatter plots (Fig. 10) further highlight the forecasting ability of the 
Boruta-BiLSTM in comparison with the Boruta-LSTM, Boruta-GRNN, 
Boruta-AdaBoost, XGBoost-BiLSTM, XGBoost-LSTM, XGBoost-GRNN, 
and XGBoost-AdaBoost models for Ahvaz station. Fig. 10 shows both the 
R and RMSE values for each model. The Boruta-BiLSTM achieved a 
slightly higher accuracy than the XGBoost-BiLSTM with R (0.9396, 
0.9366) and RMSE (1.6857, 1.8254), which was the second-highest 
performing model. The scatter plots showed that the hybrid versions 
of the Boruta and XGBoost achieved the highest precisions with the 
highest R and lowest RMSE values in forecasting pan evaporation for the 
Ahvaz station. 

Fig. 11 shows the violin plots (top) and relative deviation (RD, %) 
(down) to further assess the prediction effectiveness of the Boruta- 
BiLSTM in comparison with the other comparing models for Ahvaz 
station. The Boruta-BiLSTM model generated the most accurate violin 
distribution. Moreover, the RD (%) error variations of the Boruta- 
BiLSTM model were the lowest, ranging between 100 and − 250, for 
the Ahvaz station. The violin and RD (%) plots showed that the Boruta- 
BiLSTM achieved the most accurate predictions for the Ahvaz station 
compared with the other models. 

For the Yazd station (Table 4), the Boruta-BiLSTM model achieved 
the highest precision based on R = 0.9631, MAPE = 15.1255, RMSE 
= 1.3160, U95% = 3.6426, KGE = 0.9334, IA = 0.9804 in training 
period and R = 0.9535, MAPE = 15.2988, RMSE = 1.3996, U95% 
= 3.8804, KGE = 0.9408, IA = 0.9759 in testing period to forecast the 
pan evaporation. The second-highest performing model was Boruta- 
LSTM, followed by XGBoost-BiLSTM and Boruta-AdaBoost. Here again 
the Boruta-BiLSTM model forecasted values were much closer to the 

Fig. 14. Taylor diagrams for Ahvaz and Yazd stations.  
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measured pan evaporation by analysing these metrics R, MAPE, KGE, 
RMSE, U95%, and IA metrics for Yazd station while the other comparing 
models forecasts were more scattered. 

Fig. 12 shows the scatter diagram illustrating the relationship be
tween the measured and forecasted pan evaporation generated by 
Boruta-BiLSTM and other benchmarking models for Yazd station, in 
terms of the R and RMSE values. The Boruta-BiLSTM (R = 0.9535; RMSE 
= 1.3996) achieved the highest precision, followed by Boruta-BiLSTM 
(R = 0.9521; RMSE = 1.4779), XGBoost-BiLSTM, Boruta-GRNN, 
Boruta-AdaBoost, XGBoost-BiLSTM, XGBoost-LSTM, XGBoost-GRNN, 
and XGBoost-AdaBoost models. Therefore, the hybrid versions of the 
Boruta framework outperformed the XGBoost model in terms of the 
accuracy for the Yazd station. 

Fig. 13 shows the violin plots (top) and RD (%) (bottom) for the Yazd 
station produced by the Boruta-BiLSTM in comparison with the Boruta- 
LSTM, Boruta-GRNN, Boruta-AdaBoost, XGBoost-BiLSTM, XGBoost- 
LSTM, XGBoost-GRNN, and XGBoost-AdaBoost models. The measured 
pan evaporation is also plotted for a more comprehensive and detailed 
analysis. The Boruta-BiLSTM model achieved a more reasonable violin 
distribution against the observed pan evaporation, followed by the 
XGBoost-BiLSTM and Boruta-LSTM models. Moreover, the Boruta- 
BiLSTM generated lower RD (%) error variations ranging between 100 
to − 250 compared with the benchmarking models for Yazd station. In 

other words. the Boruta-BiLSTM precisely forecasted the pan 
evaporation. 

Fig. 14 shows a Taylor diagram of the Boruta-based hybrid (Right) 
and XGBoost-based hybrid (Left) models to assess the forecasting ac
curacy for pan evaporation in Ahvaz and Yazd stations. The Taylor di
agram can comprehensively compare the model forecasts in relation to 
the observed/measured data based on the standard deviation and cor
relation coefficient. The Boruta-BiLSTM and XGBoost-BiLSTM models 
appeared to be closer to the observed pan evaporation, in comparison 
with the other counterpart models for both Ahvaz and Yazd stations. 
Overall, the Boruta-BiLSTM can most accurately forecast the pan evap
oration, followed by XGBoost-BiLSTM. 

Fig. 15 shows the U95% metrics in terms of the bar chart of the 
Boruta-BiLSTM against the comparing models for both Ahvaz and Yazd 
stations. The Boruta-BiLSTM model achieves the highest accuracy with 
the lowest values of U95% = 4.67 (Ahvaz station); and 3.88 (Yazd sta
tion) against the observed pan evaporation, followed by the Boruta- 
LSTM and XGBoost-BiLSTM models. Overall, the Boruta-BiLSTM is the 
most superior pan evaporation model for both stations. 

3.1. Multi-step-ahead pan evaporation forecasting 

Table 5 indicates the multi-step (i.e., 3-, 5-, 7-, 10-, 15-, and 30-d) 

Fig. 15. Uncertainty variations in different models for Ahvaz and Yazd stations.  
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ahead pan evaporation forecasts for Ahvaz and Yazd stations based on 
the Boruta-BiLSTM model. The Boruta-BiLSTM model exhibits an 
excellent performance for multi-step-ahead (3-d) pan evaporation 
forecasting based on the assessment metrics [(R = 0.9219, MAPE =
29.4784, RMSE = 2.1205, U95% = 4.1570, KGE = 0.8797, IA =
0.9573,)-train; (R = 0.8993, MAPE = 34.7461, RMSE = 2.2783, U95% =
9.4532, KGE = 0.8685, IA = 0.9434,)-test] for Ahvaz station. The per
formance is satisfactory for the Yazd station as well [(R = 0.9522, MAPE 
= 16.5608, RMSE = 1.4872, U95% = 2.9156, KGE = 0.9222, IA =
0.9746,)-train; (R = 0.9310, MAPE = 18.8914, RMSE = 1.6993, U95% =
5.6620, KGE = 0.9184, IA = 0.9640,)-test]. Similarly, the Boruta- 
BiLSTM achieves reasonable forecasts for the 5-, 7-, 10-,15-, and 30-d- 
ahead pan evaporation for both Ahvaz and Yazd stations (Table 5) in 
both the training and testing periods. The outcomes highlight that the 
Boruta-BiLSTM is the optimal pan evaporation forecasting model for 
Ahvaz and Yazd stations. 

Fig. 16 shows polar graphs that indicate the RMSEs incurred by the 
Boruta-BiLSTM model in forecasting multi-step-ahead pan evaporation 
for the Ahvaz and Yazd stations. The Boruta-BiLSTM model produced 
the smallest RMSE in the 3, 5, 7, 10, 15, and 30-d ahead pan evaporation 
forecasting. The highest accuracy corresponded to the 3 d problem, 
followed by the 5-, 7-,10-, and 30 d problems for both Ahvaz and Yazd 
stations. 

4. Discussion and future direction 

This paper aims to construct a novel Boruta-BiLSTM framework, 
which is the hybridization of bidirectional long short-term memory 
(BiLSTM) with Boruta extra tree (Boruta) to forecast multi-step-ahead 
pan evaporation in Ahvaz and Yazd stations in Iran. Moreover, the 
BiLSTM and XGBoost were also integrated to design the XGBoost- 
BiLSTM model to forecast pan evaporation. The Boruta and XGBoost 
models are the feature selection models to select significant inputs, 
which can help in optimization to enhance the forecasting accuracy of 
the BiLSTM model in the hybrid modeling paradigm. Moreover, Boruta 
and XGBoost models are used to reduce the number of inputs and model 
complexity. For comparison, the Boruta-LSTM, Boruta-GRNN, Boruta- 
AdaBoost, XGBoost-LSTM, XGBoost-GRNN, and XGBoost-AdaBoost 
models were also constructed to forecast multi-step-ahead pan evapo
ration in Ahvaz and Yazd stations in Iran. 

The forecasting result confirms that the Boruta-BiLSTM models 

outperformed all comparing the hybrid and standalone versions of the 
models for both stations based on goodness-of-fit metrics and diagnostic 
plots. The novel Boruta-BiLSTM models model is an efficient method to 
forecast multi-step-ahead pan evaporation. It is also noted that Boruta- 
extra-tree-based models show more accurate results as compared to 
the XGBoost-based models, thus encouraging that the Boruta-BiLSTM 
model is a sophisticated, intelligent model. But for future work, some 
further recommendations and suggestions can be considered. 

Deep learning models have proved to be very effective and powerful; 
however, due to their black-box nature, some limitations restrict their 
competence and cannot provide model’s prediction explainability and 
interpretability. Thus, the integration of explainable AI models such as 
Local Interpretable Model-Agnostic Explanations (LIME) [79] and 
Shapley Additive explanations (SHAP) [80] models can be an interesting 
direction for future research. Moreover, the hybridization of 
Boruta-BiLSTM with physical models can be considered an alternative 
area that can explain the model’s physics-based perspective and view
point. Besides, the Boruta-BiLSTM model can be mixed with Bayesian 
Model Averaging [81] and bootstrapping [82] techniques to enhance the 
forecasting skills as well as tackle the model uncertainties arising in the 
learning process. 

Another possible approach can be signal-based decomposition 
methods, which can offer novelty in overcoming noise, non-stationarity, 
and non-linearity. Consequently, MVMD [83] can be a better approach 
to upsurge the accuracy of the Boruta-BiLSTM model as it simulta
neously captures the non-stationary and non-linearity within the data by 
undertaking the mode mixing issues [84]. The results approved that the 
Boruta-BiLSTM model achieves higher precision to forecast 
multi-step-ahead pan evaporation against other comparing models. The 
Boruta-BiLSTM model can be potentially applied in renewable and 
sustainable energy, hydrology, agriculture, and other climate change 
areas of interest. 

5. Conclusion 

This paper proposes a novel Boruta-BiLSTM model for multi-step- 
ahead (i.e., 1-, 3-, 5-, 7-, 10-, 15-, and 30-d) pan evaporation fore
casting for Ahvaz and Yazd stations. The proposed approach uses the 
Boruta model for feature selection of the BiLSTM. The model was 
compared with the XGBoost-BiLSTM model that uses XGBoost for 
feature selection and Boruta-LSTM, Boruta-GRNN, Boruta-AdaBoost, 

Table 5 
Results of multi-step-ahead pan evaporation forecasting in Ahvaz and Yazd stations.  

Station Step ahead Set R MAPE RMSE U95 KGE IA 

Ahvaz  3 Train  0.9219  29.4784  2.1205  4.1570  0.8797  0.9573   
Test  0.8993  34.7461  2.2787  9.4532  0.8685  0.9434  

5 Train  0.9272  28.4687  2.0544  4.0274  0.8769  0.9596   
Test  0.8882  36.7928  2.4156  10.5999  0.8571  0.9368  

7 Train  0.9777  16.6697  1.1844  2.3218  0.9206  0.9872   
Test  0.8822  39.2256  2.4500  11.0295  0.8543  0.9338  

10 Train  0.9308  29.1025  2.0062  3.9330  0.8756  0.9614   
Test  0.8863  38.9771  2.4177  10.6957  0.8574  0.9361  

15 Train  0.9474  26.2316  1.7688  3.4675  0.8858  0.9702   
Test  0.8796  40.0755  2.4683  11.2746  0.8543  0.9328  

30 Train  0.9315  30.2974  2.0105  3.9414  0.8560  0.9601   
Test  0.8411  49.0542  2.8745  14.9913  0.8083  0.9083 

Yazd  3 Train  0.9522  16.5608  1.4872  2.9156  0.9222  0.9746   
Test  0.9310  18.8914  1.6993  5.6620  0.9184  0.9640  

5 Train  0.9457  17.6839  1.5822  3.1018  0.9121  0.9710   
Test  0.9216  20.3108  1.8078  6.4022  0.9054  0.9588  

7 Train  0.9506  16.9035  1.5137  2.9674  0.9139  0.9734   
Test  0.9209  20.1464  1.8156  6.4583  0.9052  0.9585  

10 Train  0.9503  17.1883  1.5190  2.9778  0.9109  0.9732   
Test  0.9171  20.9873  1.8584  6.7588  0.9019  0.9564  

15 Train  0.9616  15.3361  1.3466  2.6399  0.9173  0.9790   
Test  0.9088  22.7878  1.9473  7.4069  0.8911  0.9516  

30 Train  0.9710  13.6451  1.1859  2.3249  0.9172  0.9837   
Test  0.8767  27.0591  2.2555  9.9167  0.8577  0.9336  
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XGBoost-LSTM, XGBoost-GRNN, and XGBoost-AdaBoost models as 
benchmarking models. Evaluations were performed using standard 
goodness-of-fit metrics. The results revealed that the Boruta-BiLSTM 
achieved the highest accuracy for multi-step-ahead pan evaporation 
forecasting at both Ahvaz and Yazd stations: (R = 0.9396, MAPE =
25.3541, RMSE = 1.6857, U95% = 4.6684, KGE = 0.8972, IA = 0.9670) 
for Ahvaz station, and (R = 0.9535, MAPE = 15.2988, RMSE = 1.3996, 
U95% = 3.8804, KGE = 0.9408, IA = 0.9759) for Yazd station. Notably, 
the proposed Boruta-BiLSTM outperforms the XGBoost-BiLSTM and 
other XGBoost-based models. The Boruta-BiLSTM model can be 
extended to other sectors, such as environment studies, hydrology, 
agriculture, and renewable energy, to facilitate enhanced decision- 
making. 
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