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ABSTRACT One of the main challenges in recommendation system is the item cold-start problem, where
absence of historical interactions or ratings in new items makes recommendation difficult. In order to solve
the cold-start problem, hybrid neural network models using meta data of the item as a feature is widely used.
However, existing cold-start models tend to focus too much on utilizing the side information of items, which
may not be flexible enough to capture the interaction information of users. In this study, we propose a flexible
framework for better capturing the interaction information of users. Specifically, we incorporate the multiple
choice learning scheme into the two-tower neural network which is a popular recommendation model that
consists of two towers - one for users and one for items. In our proposed framework, we construct two
encoders. One of the two encoders, the tightly-coupled encoder, focuses on the side information of items
with which the user has interacted, the other one, loosely-coupled encoder, focuses the user’s interaction
information. We utilize Gumbel-Softmax to stochastically select the encoder, enhancing the flexibility that
considers not only item feature but also user interaction information.We evaluate our proposed framework on
two datasets - theMLIMDb dataset which is a combination of widely used theMovieLens and IMDb datasets
based on common movies, and the CiteULike dataset. The experimental results show that our proposed
framework achieves state-of-the-art results on cold-start recommendation. In the Recall@150 experiments
on the CiteULike dataset, we achieved improvement of approximately 2.7% compared to the base model.
In the Recall@150 experiments on the MLIMDb dataset, we achieved improvement of approximately 5.2%
compared to the base model. We further show our proposed model improves the performance in the warm-
start settings. In the Recall@100 experiments on the Citeulike dataset, we observed an improvement of
approximately 1.3% compared to the base model. In the Recall@100 experiments on the MLIMDb dataset,
we observed an improvement of approximately 3.9% compared to the base model. Our proposed framework
provides a flexible approach for capturing the diverse aspects of users in recommendation systems, even for
cold-start items. As demonstrated through extensive experiments, our proposed model outperforms several
State-Of-The-Art (SOTA) models on both datasets.

INDEX TERMS Recommendation system, cold-start problem, hybrid neural network.

I. INTRODUCTION
The Recommendation System (RS) is used in various fields,
which is beneficial in many ways [1]. It generates revenue by
providing high-quality products, saves users’ time and efforts
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when finding items of their interest, and facilitates access to
new products. RS in the industry has attracted a great deal
of attention in the past few years and consequently many
algorithms have been proposed. Research in this field has
been active in recent years. In [2], [3], and [4] authors propose
algorithm to understand user needs within the context of
user-system dialogues and provide recommendation. These
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FIGURE 1. The recommended flow of cold-start item in our proposed method. Other aspects besides item information should also be considered for
cold-start recommendation.

algorithms require a sophisticated technology that can grasp
the context of user conversations while delivering appropriate
recommendations. In [5], [6], and [7] authors propose
algorithm to recommend the next item for user interaction,
relying on information about the sequence in which users
have interacted with items. However, one of the main
challenges in RS is recommending new items, where no
previous interaction or rating records exist. Such a problem
is called ‘cold-start problem’, where many algorithms [8],
[9], [10], [11], [12], [13] have been proposed to address this
problem.

In various domains of RS, work on solving the cold-start
problem using additional feature [14], [15], [16], [17] is
actively under way. One of the most popular approach is the
hybrid method, which combines the Collaborative Filtering
(CF) and Content Based Filtering (CBF) methods. CF pre-
dicts unseen interactions between users and items using only
feedback history, but it faces the challenge of reduced perfor-
mance when feedback is sparse. CBF relies on user and item
side information for predictions, making it applicable when
such information is available. However, it cannot capture
user interaction patterns. To address these constraints, hybrid
methods combine both approaches, mapping side information
and feedback to separate low-dimensional representations
and combining them to predict the final interaction. The
hybrid method also has been successfully applied in many
real-world recommendation systems, such as Amazon and
Netflix. One of the main advantages of the hybrid method
is that it can effectively utilize the side information for

handling the cold-start problem.When implemented in neural
networks, two-tower approach [17], [18], [19], [20], [21] is
favored for construction hybrid models. In two-tower neural
networks, two encoders are employed separately for learning
representations of users and items. In the item encoder, the
feature of the item is used as an input and transformed into
a lower dimensional representation. In the user encoder, the
information of user is used as an input and transformed into
a lower dimensional representation. Under this framework,
information about the item or the user can be effectively
exploited, and thus have proven to be effective in cold-start
scenarios.

The recently introduced method [18] based on this
two-tower RS has further improved the performance for item
cold-start recommendation. In [18], the item representation
was directly shared into the user encoder in an attempt to
better unify the two representations, which achieved state-
of-the-art results for item cold-start recommendation. While
this approach might be effective in recommending items
with similar features, we believe this over-constrained setting
is limited beyond item features. As pointed in previous
study [15], a user who only reads news in sports may still
be interested in news on crime, and we believe that relying
excessively on the similarity of side information, as in the
approach in [18], leads to diminished performance.
In this paper, we study the item cold-start problem

addressing the aforementioned limitation through improving
the flexibility of user representation, which is achieved
through the additional user encoder for capturing loosely
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coupled representations. Our proposed scheme has an item
encoder, and two user encoders, where one of the user
encoders shares the item embeddings as in [18], and the
other user encoder does not share the item embeddings but
more focuses on interaction information of users. We refer
to this scheme as the ‘Flexible Two-Tower Model’. We take
inspiration from the multiple choice learning scheme [22],
which can choose the best performing user encoder at each
user-item interaction. Specifically, we use Gumbel-Softmax
for stochastically selecting the promising method at each
interaction. By selecting two user encoders, we can focus on
item feature information or interaction data, depending on
the user, which allows us to make better recommendations.
Thus, in the training phase, we expect the tightly coupled user
encoder to focus on capturing the item features, while the
loosely coupled user encoder can focus on the relationship
between user and items. We conduct our experiments on
completely cold-start items which hasn’t been seen in the
training phase. Figure 1 illustrates how our proposed scheme
can capture these two scenarios. In Figure 1, the items in the
new items and interaction items indicate that the blue color
range items are similar to each other, and the green color
range item is dissimilar to the blue color range items. Through
the list of interaction items of user A and user B, we can see
that the common items that both users interacted with have
features closer to the blue color range than the green color
range. However, in reality, user B only selects items with blue
features, similar to previous interaction pattern, while user A
deviates from previous interaction pattern and selects not only
the item with blue features but also item with green features
among the new items. As shown in this example, users may
actually select new items with features that they did not
interact with before or only a few times. If a recommendation
system only recommends tightly coupled items with high
similarity, it may lose potential recommendation predictions
to some users like user A. In our proposed scheme, we can
use a loosely-coupled method that considers the relationship
between users and items, in addition to the tightly coupled
method.

The evaluation is conducted by comparing the Recall
metric with the previous cold-start models. Our experimental
results reveal that our proposedmethod improves the state-of-
the-art model in cold-start item recommendation. Moreover,
in warm-start settings, our proposed method achieves com-
petitive performance outperforming the previous model [18].
The main contributions of our work can be summarized as

follows:

• We propose a flexible design of two-tower recommen-
dation model which can better capture diverse user’s
behavioral patterns.

• Our proposed training scheme with Gumbel-Softmax
stochastically selects the most relevant encoder for
each interaction between user and items. In turn,
in the training phase, each encoder learns attentive
representation.

• Our experimental results support our theoretical claims
and also demonstrate that our method empirically
achieves state-of-the-art results for cold-start item rec-
ommendation.

II. RELATED WORK
RS is used in various fields andmany applications suffer from
cold-start problem [14], [15], [16], [23], [24]. To address this
problem, researchers have proposed various approaches [25].
Specifically, hybridmodels have beenwidely used in the field
of deep neural networks [17], [18], [19], [20], [21], [26], [27],
[28], which leverage side information of users or items. The
two-tower model is a popular hybrid model in neural network
[17], [18], [19], [20], [21].

A. COLD START PROBLEM IN VARIOUS DOMAINS
The cold start problem is present in recommender systems
from various domains, where side information is often
utilized. In the music domain, authors in [14] leveragedmusic
and artist side information in graph autoencoder architecture
to effectively incorporate the genre, country, and mood of
music into node embedding representations learned from the
graph. Moreover, they tackled the cold start artist problem
by automatically ranking the top-k most similar neighbors of
new artists using a gravity-inspired mechanism. In the news
domain, authors in [15] proposed a framework to perform
recommendation with personalized user interest and also
incorporated news popularity to alleviate the cold-start prob-
lem. In their work, entities obtained from news titles, content
embedding vectors such as words and click-through rates are
used as feature. The personalization score is calculated from
the embedding vector obtained from the news title, and the
news popularity score is calculated from the news content
and click-through rate. These two scores are combined for
news recommendations. In the movie domain, [16] proposed
an attentive graph neural network model to leverage movie
side information such as categories, directors in graph neural
network. It highlights the importance of exploiting the
attribute graph rather than the interaction graph in addressing
strict cold-start problem in neural graph RS. In the online
store domain, [24] addresses the cold-start problem in the
Next Basket Recommendation System (NBRS). To solve
this problem, Authors proposed the model that incorporates
various couplings between users and items, ensuring the
effective transmission of user/item information. The model
improves the Particle Swarm Optimization algorithm to
optimize the weights and biases of the Deep Auto-Regressive
network for learning heterogeneous couplings across baskets,
ultimately recommending the next basket. Furthermore,
it integrates the Adaptive Response to Particle Adjustment
Strategy (ARPAS) into our framework. Reference [23]
addresses the cold-start problem by leveraging item feedback
information from various domains, includingMovies, Books,
Games, and Perfumes where users have interacted with
items. The authors propose a cross-domain recommendation
network that integrates a sparse local sensitivity mechanism
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into geometric deep learning algorithms. Additionally, they
introduce a local sensitivity adapter to capture crucial local
geometric information within the recommendation system’s
structure.

B. TWO-TOWER NETWORK
In deep neural network literature, hybrid models have been
actively used for solving cold-start problems. In [17], [19],
[20], and [21], both user and item features are utilized to
address the cold start problem. The authors in [17] combined
two of two-towers, where one of the two-tower is specialized
for computing the inner product of user and item embeddings,
and the other two-tower is specialized for computing the
prediction score using user and item features. In each tower,
the GMF and MLP structures are applied to compute the
prediction score, and they are connected in the NeuMF layer
to obtain the final prediction score, which solves the cold
start problem. In [19] and [21], both models use a user
tower that with the user’s ID and feature information, and
an item tower with the item’s ID and feature information.
In [21], two stacked denoising autoencoders are used to
learn the user and item features. The extracted user feature
vector and embedded user ID, as well as the extracted item
feature vector and embedded item ID, are concatenated to
form the user and item latent vectors. These latent vectors
are then fed into a neural network to learn the user-item
relationship and generate a predicted rating. A hybrid model
in [19] combines content-based and collaborative filtering
approach, which can effectively integrate content and past
feedback information. The attention mechanism is employed
to control the proportion of the two types of information
for each user-item pair. Additionally, an adaptive learning
strategy called ‘cold sampling’ is performed to address the
cold start problem. Reference [20] consists of a user tower
that takes the user’s preference and side information as inputs
to generate the user’s latent representation, and an item tower
that takes the item’s preference and side information as
inputs to generate the item’s latent representation. This model
focuses on integrating preference and side information, thus
exhibits performance degradation when past interaction data
is less available. The shared attentionmodel [18] is also based
on the two-tower framework. One of the encoders takes users’
information of past interaction with the items, and the other
takes all item features as inputs. This model is expressed
as a shared model because the item representation is shared
with first layer of the user encoder. Shared attention model
currently achieves state-of-the-art results on item cold-start
setting. However, as the recommendations mainly rely on
the feature similarity between items, items beyond its feature
cannot be recommended effectively. Items that are not similar
in features tend to be ignored in recommendations, which
may limit to provide novel recommendations [29]. To address
this problem, in addition to the method which only uses item
feature similarities in a tightly shared manner, we propose a
flexible model that can capture user behaviors beyond item
similarities in side information.

III. PROPOSED MODEL
A. PRELIMINARIES
In this paper, a set ofM users is denoted as U = {u1, . . . , uM }

and a set of N items is denoted as V = {v1, . . . , vN }. R
denotes theM×N interaction matrix with implicit feedback;
when user m interacted with item n in the past, Rmn = 1,
otherwise Rmn = 0. Side information can be exploited
for recommendation with implicit feedback, which can be
from items or users. Due to privacy concerns, item side
information is often used in the literature. We use N × D
item side information X as feature in our study for RS,
where D is the dimension of feature of each item. In item
cold-start recommendation, the goal is to predict whether
users will like a new item based on the available data
without any past information, where two-tower model is
often used.

Hybrid approaches can effectively combine the advantages
of collaborative filtering and content-based RS. In neural
network, two-tower is an intuitive structure for feeding side
information of users or items. Two-tower network consists
of two encoders for generating user representations and item
representations, where we denote item encoder as gitem(·)
and user encoder as guser (·). Following the implementations
in [18], each encoder is a Multi-Layer Perceptron (MLP)
using Hyperbolic Tangent (tanh) function as activation
function. Once the representations are generated, the dot
product of the user representation and the item representation
is compared with the ground-truth positive or negative pairs
in training phase.

Using the two-tower framework, [18] proposed a shared
model to effectively solve the cold-start item recommenda-
tion. In their approach, the item representation from the item
encoder is shared with the hidden item representation of the
user encoder. The user encoder in [18] takes the user’s past
interactions with the items as its input, instead of the user
information; the item encoder takes the item features as its
input. The item representation and user representation can be
obtained as follows:

zitemn = gitem(Xn), (1)

zuserm = guser (Rm,:), (2)

where the first layer of guser is directly borrowed from
the item representations in shared model. Reference [18]
applied attention mechanism to the input of user encoder
for further performance improvement. However, the shared
model tend to focus too much on the item features
similarities, and thus can lose flexibility. Throughout the
paper, we refer the model proposed in [18] as tightly coupled
model.

B. PROPOSED SCHEME FOR ENHANCING FLEXIBILITY
Motivated by aforementioned limitations, we propose a
novel ensemble approach of two-tower network by having
additional user encoder. We resort to multiple-choice learn-
ing [22] scheme for training an ensemble of two (multiple)
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FIGURE 2. Overall structure of proposed model.

models, where the overall structure of our model is provided
in Figure 2colorblue. In order to improve the limitations of the
tightly coupled model from [18], we add additional model,
namely, loosely coupled model. As the naming implies, the
layer of user encoder in loosely coupled model does not share
any information of item representations. We expect the user
encoder in loosely-coupledmodel can further capture the user
representations that can be missed in the strict assumption
in tightly coupled model. As can be seen in Figure 2,
while each item generates its own item representations,
each user generates tight user representations and loose user
representations from different encoders. At each user-item
interaction, the multiple-choice learning scheme selects the
most relevant user representations from the two. We defer
the details of our multiple-choice learning scheme to the
following section.

As in [18], we use Multi-Layer Perceptron (MLP) with
Hyperbolic Tangent (tanh) activation function for all encoders
in our model. While the item encoder is denoted as gitem(·),
we differentiate the user encoders as encoder1:guser1(·) for
tightly-coupled, and user encoder2: guser2(·) for loosely
coupled. The item encoder takesD-dimensional item features
as input and obtains a low-dimensional item representation
through gitem(·) in Equation 1. Thus, for user representations,

we generate using the following encoders:

zuser1m = guser1(Rm,:), (3)

zuser2m = guser2(Rm,:), (4)

where the encoder guser1(·) is borrowed from the encoder
guser (·) in the shared model [18], and the encoder guser2(·) is
a three-layered MLP with all trainable weights in each layer.

From tightly coupled model, the output ŷ1 ∈ {0, 1} is
predicted using the sigmoid function.

Pr(ŷ1 = 1) = σ (zuser1 · zitem), (5)

where σ is the sigmoid function, and the logit in sigmoid is the
inner product of the user and item representations. Likewise,
the output of loosely coupledmodel can be obtained as below:

Pr(ŷ2 = 1) = σ (gr (zuser2 · zitem)), (6)

where the MLP layer gr (·) is additionally added for capturing
the complex relationship between user-item interactions.
We empirically found that the extra MLP layer in the
loose coupled model contribute to further performance
improvement. Finally, the model generates the final output
from ŷ1 and ŷ2, where the final output is selected from one
of the two. This ensemble approach offers great flexibility
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by allowing us to combine different assumptions. Thus,
recommendation beyond item side information can still be
conducted, and vice versa. In the following, we present the
details of our ensemble scheme.

C. MULTIPLE CHOICE LEARNING WITH
GUMBEL-SOFTMAX
We combine the tightly coupled model and loosely cou-
pled model through multiple-choice learning [22] scheme,
where item encoder is fixed and user encoder is selected
stochastically. Multiple-choice learning outputs the multi-
ple hypotheses, unlike traditional learning methods, and
chooses the most plausible solution for each data instance
(or user-item interaction in our context). Specifically,
we select a user encoder using Gumbel-Softmax [30], where
Gumbel-Softmax can be viewed as channel selector. Here,
the Gumbel-Softmax trick [30] makes the decision process
differentiable. We let the two logits from the two encoders
compete each other through the equation below. As a result,
we proceed with the training by stochastically selecting
the encoder. Gumbel-Softmax aids in encoder selection,
contributing to the performance improvement of our model.
It yields better results compared to using a regular Softmax,
as demonstrated in the Results section. For every interaction
between user m and item n, we obtain representations of
tightly-coupled and loosely-coupled encoders through the
following Equation 1, 2, 3, 4,

cmn = Gumbel_Softmax(zuser1m · zitemn , gr (zuser2m · zitemn )),
(7)

based on [22], we select the encoder through Equation 7. cmn
is an one-hot indicator vector for interaction between user
m and item n and describes the sampled model.1 Gumbel-
Softmax have proven to be effective in many domains when
sharp mapping is preferred [31], [32], [33], [34]. As such,
we use the Gumbel-Softmax as the gating mechanism
between the two user encoders: tight vs loose. Thus, we can
have the final output of our model as below.

ŷ =

{
ŷ1, if c = [1, 0]
ŷ2, if c = [0, 1]

(8)

Through this proposed framework, we can capture users’
diverse behavioral aspects. In the forward-process (or gen-
erative process), Gumbel-Softmax stochastically selects one
of the user encoder for generating user-item interaction. The
generated signal can be triggered by one of the multiple
assumptions, where we have two in this study.

D. TRAINING PROCESS
The overall training process of our proposed model is
provided in Algorithm 1. Each user obtains two user repre-
sentations from tightly coupled model and loosely coupled
model. Each item also obtains its representation through
the item tower. The probability of user-item interactions
are predicted independently from the two scenarios, which

1In our experiments, we set the Gumbel-Softmax temperature τ to 0.7.

is reserved as P1 and P2. The final probability off a
given user-item interaction is selected from the reserved
two prediction with respect to the sampled indicator c.
The final output is compared with the ground-truth, and
each user encoder and a item encoder gets updated through
backpropagation. Gumbel-Softmax trick allows the model to
be trained in end-to-end.

Algorithm 1 Training Process
1: Input: R,X
2: Output: ŷ
3: Initialize: user encoders guser1(·), guser2(·), and item

encoder gitem(·)
4: zuser1: representation of user in encoder 1 (tight)
5: zuser2: representation of user in encoder 2 (loose)
6: zitem: representation of item
7: for epoch do
8: for Iters I=(number of trainset) / batch size do
9: 1. Representation
10: zuser1 = guser1(R)
11: zuser2 = guser2(R)
12: zitem =gitem(X)
13: 2. Probability
14: P1 = σ (zuser1 · zitem)
15: P2 = σ (gr(zuser2 · zitem))
16: 3. User encoder selection
17: c = Gumbel-Softmax(zuser1 · zitem,

gr (zuser2 · zitem) )
18: P(y = 1) = c [P1,P2]⊺

19: 4. Backpropagation
20: update guser1(·), guser2(·), gitem(·)
21: end for
22: end for

IV. EXPERIMENTS
In this section, we provide an explanation of the experimental
setup and baseline models used in the experiments conducted
to evaluation the effectiveness of our proposed ‘Flexible Two-
tower’ model in addressing the item cold-start problem.

A. EXPERIMENTAL SETUP
1) DATASET
For the evaluation, we use two datasets:

1) CiteULike [35]. This dataset has been widely used
in previous studies [19], [20], [36], [37], [38] on the
cold-start problem. The dataset has been originally
introduced in collaborative topic modeling [35], where
the probabilistic topic modeling was introduced for
recommending scientific articles to users. The dataset
contains 204,987 user-article (or item in the RS
context) interactions from 5,551 users across 16,980
articles (items), where the interaction matrix has a
sparsity of 99.8%. In the interaction matrix R, Rmn =

1 means that user m has saved article n in his

VOLUME 11, 2023 146199



W.-M. Lee, Y.-S. Cho: Flexible Two-Tower Model for Item Cold-Start Recommendation

internet library, and Rmn = 0 otherwise. Along
with the interaction matrix, the title and abstract have
also been used for the task. The authors in [35]
concatenated the title and abstract on each article, and
performed tf-idf to choose the top 8,000 vocabulary.
Afterwards, the dimension of item features was fixed
at 300 and has been widely used in many studies.
Out of 16,980 items, 3,396 items have been reserved
for cold-item recommendation in [20], which we use
the same train-test split in our study as in [18], [20],
and [35]. The items which have been reserved for
testing are completely cold-items, where no previous
interaction records are available. These cold-items
are also regarded as a new item to the RS. In this
study, we additionally conduct an experiment for
warm item, which we have 2,264 items for testing.
The number of warm start items were chosen to
have reasonable number of items for training and
testing.

2) MLIMDb. This dataset consists of MovieLens and
IMDb data, which are commonly used for researching
and developing recommendation systems, including
the cold-start problem [39], [40], [41], [42], [43],
[44]. The MovieLens 100K dataset contains rating
information of 1,682 movies evaluated by 943 users.
The IMDb dataset contains information on over
300,000 movies. In previous studies [16], [45], [46],
two datasets, MovieLens and IMDb, are combined
to obtain side information. Similarly, we combine
the two datasets to have interaction matrix and item
(movie) side information. We name our dataset as
MLIMDb. In the MovieLens dataset, user IDs and
movie IDs were used for interaction matrix, while
in the IMDb dataset, information on movie directors,
writers, actors, and genres were used for item feature
matrix. We used the director, writer, actor, and genre
information of the movie as item features, treating
the unique ids of each entity in each category as
a single word in a sentence. For example, in the
MLIMDb dataset, the movie ‘Toy Story’ has John
Lasseter as the director, Pete Doctor, Andrew Stanton,
Joe Ranft, Joss Whedon, Joel Cohen, Alec Sokolow
as writers, Tom Hanks, Tim Allen, Don Rickles, Jim
Varney as actors, and Adventure, Animation, Comedy
as genres, and their unique ids are nm0005124,
nm0230032, nm0004056, nm0710020, nm0923736,
nm0169505, nm0812513, nm0000158, nm0000741,
nm0725543, nm0001815, Adventure, Animation, and
Comedy respectively, then the item feature for Toy
Story would be ‘nm0005124 nm0230032 nm0004056
nm0710020 nm0923736 nm0169505 nm0812513
nm0000158 nm0000741 nm0725543 nm0001815
Adventure Animation Comedy’. Then, we applied tf-
idf to the bag-of-words from the item feature. The
dimension is 1303, using only words that appear more
than twice. The combined dataset based on the common

movies includes 943 users, 1,146 items, and user-item
interaction matrix is 91.0% sparse. In the interaction
matrix R,Rmn = 1 means that user m has interacted
with movie n, and Rmn = 0 otherwise. Out of
1,146 items, 229 items were reserved for cold item
recommendation. 187 items were reserved for warm
item recommendation. The number of cold and warm
start items was chosen to provide a reasonable number
of items for training and testing.

Throughout our set of experiments, we fix the testing
data to evaluate performance on cold and warm start
items across all the models for fair comparison in each
dataset.

2) IMPLEMENTATION DETAILS
We implement our proposed model using PyTorch 1.6.0.
We set the mini-batch size to 32, the max epoch is set
to 50. The learning rate is 0.001 in the CiteULike dataset
and 0.0001 in the MLIMDb dataset. The Gumbel-Softmax
temperaturewas fixed to 0.7 throughout the training. The item
and tightly user encoder use MLPs with three layers, where
the dimensions are [250, 200, 100], and loosely user encoder
is [1000,500,100] for the CiteULike dataset. In the MLIMDb
dataset, the MLP layer dimensions for all encoders are set
to [1000, 500, 100]. Suitable dimensions were tried with
respect to the size of the feature dimension. As previously
mentioned, we use the same train-test split as in [18]. In the
train set, the ratio of positive(1) and negative(0) interactions
between users and items is 1:10. when the train data set
unbalanced, our model can be biased toward a large class,
which adversely affects the training [47]. To address this
problem, we use re-weighting scheme [48], which uses the
effective number of samples for each class to re-balance
the loss. In our experiment, we integrate it to Binary Cross
Entropy Loss (BCELoss). When the ith sample of the batch
belongs to positive or negative class, the sample weight is
calculated as follows:

Wi =


1

1−βn
+

1−β

if belongs to positive interaction

1
1−βn

−

1−β

if belongs to negative interaction
(9)

where the n+ and n− are the number of samples of the
positive interactions and negative interactions respectively in
a batch. The β is a hyperparameter which we fixed to 0.99.
All experiments of our model are conducted using a NVIDIA
RTX A5000 GPU.

3) EVALUATION
For our evaluation, we use CiteULike, MLIMDb datasets.
CiteULike have been used widely in the literature, while
MLIMDb dataset is the newly introduced datasets in our
study. CiteULike dataset consist of 16,980 items of which
3,396 are reserved for cold-start evaluation. This 4:1 split
is the standard split, where training/test dataset have been
fixed across all the studies for fair comparison. To tackle
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the problem in more challenging scenario, we additionally
perform in 3:1 setting by adding 849 more items in the
previous testing data. We also want to evaluate our model in
warm-start setting, where we test the 2,264 fixed warm-items
to compare with [18]. We constructed the MLIMDb dataset
in a similar way to the CiteULike dataset. Similar to the
evaluation using the CiteULike dataset, we perform item
cold-start evaluation on two set of test data: 4:1 split and
3:1 split. For 4:1 split, we have 229 movies for testing, and
for 3:1 split, we have 286 movies for testing. To perform
evaluation on warm-start items, 187 items were used as
test data.

We use Recall as our evaluation metric. This is one of
the commonly used metrics in many recommendation system
research to assess how well the proposed model predicts
the items that users actually interact with. We demonstrate
the effectiveness of our proposed model through various
evaluations for the top 20, 50, 100, and 150 recommended
items.

B. BASELINES
We compare the proposed model with the following strong
baseline models for cold-start RS.

• Shared Model (−attention) [18] is a two-tower net-
work for RS, where the item embedding from the item
encoder is shared to the user encoder for cold-start item
predictions.

• Shared Model (+attention) [18] further improves the
shared model by applying attention mechanism to the
objective function.

• SimPDO [49] utilizes the objective function to train
a one-class recommendation system model, which
effectively solves the item cold start problem.

• NeuMF [50] combines Generalized Matrix Factor-
ization (GMF) and Multi Layer Perceptron (MLP).
By combining the linearlity of MF and the non-linearity
of DNN, the correlation between user and item can be
learned.

• DropoutNet [20] tackles the cold-start problem through
training the model to reconstruct the input from the
corrupted version.

• ACCM [19] tries to take both advantages of
content-based and collaborative filtering in an attention-
based unified approach.

• DeepMusic [36] uses a latent factor model for recom-
mendation, and predicts the latent factors from music
audio when it cannot be obtained from usage data.

• CTR [37] is a collaborative filtering based on prob-
abilistic topic modeling, where the probabilistic topic
modeling allows the interoperability on item content
information.

• CDL [38] is a hierarchical Bayesian deep learning
model, which jointly performs deep representation
learning on item content information and collaborative
filtering for the feedback.

FIGURE 3. Comparison of Convergence Graphs for training up to epoch
50 on Recall@100 for the CiteULike dataset.

V. RESULTS
We evaluate our proposed model in many ways. First,
we compare the performance of our proposed model to the
previous State-Of-The-Art (SOTA)model. Second, we justify
our use of Gumbel-Softmax through the empirical results.
Third, we use the CiteULike dataset and present the full
performance comparison with the strong baselines. Forth,
we show how our model performs in warm-start setting.
Finally, we show that our multiple-choice learning scheme
with Gumbel-Softmax fully uses the two modules not only
focusing only on one of the two.

A. COMPARISON AGAINST SOTA MODELS
We use offline test Recall@K as our evaluation metric and
report the average Recall@K to evaluate the proposed model,
where K is set to 20, 50, 100, and 150. Table 1 provides
the performance comparison between our proposed model
and other base models including the previous SOTA model
(shared model). We also report the results from None-shared
model which is separate loosely coupled model. Two sets of
experiments were conducted under two settings; one from
the standard setting, and the other from the challenging
setting. For standard setting, we have 4:1 (train:test) split.
For challenging setting, we have 3:1 (train:test) split. These
two sets are reported in Table 1a and Table 1b. We also
found that the previous SOTA model can be further tuned
for achieving higher performance than the performance
from the original paper [18], and we report the higher
performance we obtained. In Table 1a, we report the
results under standard setting. Specifically, CiteULike dataset
contains 3,396 cold-start items out of 16,980 total items,
and MLIMDb dataset contains 229 cold-start items out of
1,146 total items. The experimental results show that our
proposed model outperforms all other models, including
the state-of-the-art model shared (+attention) model, in all
evaluation metrics. In Table1b, we report the results under
challenging setting. Specifically, CiteULike dataset contains
4,245 cold-start items out of 16,980 total items, andMLIMDb
dataset contains 286 cold-start items out of 1,146 total
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TABLE 1. Performance comparison using R@20, R@50, R@100, and R@150 on cold-start items in each dataset. The best performance is in bold font. The
previously reported SOTA results have been further improved in our experimentation for stringent comparison.

items. Although the overall performance decreases in general
as we have fewer samples in training set, our proposed
model still outperforms other models with less performance
degradation. In MLIMDb dataset, previous SOTA model
drops significantly, while our model holds well even in the
challenging setting. This demonstrates the robustness of our
model in various cold-start settings.
The Strengths of our Model Through Additional Exper-

iment Results Analysis: We provide results to demonstrate
the distinctions of our model compared to the SOTA
model during the learning process. In Figure 3, we present
Recall@100 results as graphs during the training of the
Shared model (+attention) [18] and our model on the
CiteULike dataset. This allows us to confirm that our
model reaches peak performance faster than the Shared
model. Table 2 demonstrates the robustness of our model.
We conducted experiments on both the CiteULike dataset and
theMLIMDb dataset, setting the learning rates at 0.01, 0.001,
0.0005, 0.0001, and 0.00001, respectively. The experimental
results showed that our model outperformed the Shared
model (+attention) at all learning rates. Consequently,
we have fixed the learning rate at 0.001 in the CiteULike
dataset, and 0.0001 in the MLIMDb dataset, which yielded
the best results. Table 3 compares the performance based
on changes in item feature dimensions. We applied tf-idf
to the bag-of-words from the item feature and compared
dimensions of 5696, 1303, 546, and 263. These dimensions
correspond to using only words that appear more than once,
twice, thrice, and four times, respectively. When conducting
the experiments, we changed the dimensions of the MLPs
with three layers of the tightly-coupled user encoder and item
encoder to [500,300,100] for 546 item feature dimension,
[200,150,100] for 263 item feature dimension. The 5696,
1303 item dimensions maintain three layers of MLPs with
[1000, 500, 100].
Case Study: Movie Recommendation: Our model outper-

forms the previous SOTA model on MLIMDb dataset. Here,
we conduct a case study for further analysis. In Figure 4

we compared the performance based on feature categories
of movies. Specifically, we select a single category from
the IMDb dataset, and use it as smaller features for movies.
This way, we can study how each category contribute to the
cold-start predictions. ‘All’ refers to using all categories as
feature values as in our results in Table 1a, 1b. ‘Directors’,
‘Writers’, ‘Actors’, and ‘Genres’ refer to using each category
as a standalone feature value. Each individual category
dimension is as follows: director is 197, writer is 340, actor
is 727, and genre is 23. When conducting the experiments,
we changed the dimensions of the MLPs with three layers
of the tightly-coupled user encoder and item encoder to
[300, 200, 100] for writer and actor categories, [100, 80, 60]
for director category, and [20, 20, 20] for genre category.
In the Shared (+attention) models using tightly-coupled
method where feature similarity is important, using directors
as a single feature resulted in the best performance. This
indicates that the directors have a significant influence on
movie recommendation. The next best performance was
achieved by using writer and then actor as standalone
features in the shared model, indicating their significant
influence onmovie recommendations. Using each of the three
categories as standalone features yielded higher performance
compared to using all four categories together as features,
with improvements of 5.8, 3.5, and 1.3 respectively. However,
when using genre as a single feature, the performance is
slightly lower than when using all categories as features.
From these observations, we can infer that the reason for
the lower performance when using all categories as features
compared to using director, writer, and actor individually is
due to the low similarity of genres. This can have an impact
on recommending cold start items. Movie genres tend to
be more divisive than other categories, meaning that users
may interact more with movies of their preferred genres.
If movies are recommended solely based on genre similarity,
then movies from the genres with more interactions will be
recommended more often, potentially leading to a problem
where genres with fewer interactions are ignored and diverse
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TABLE 2. Comparison of results based on Learning Rates.

TABLE 3. Performance comparison based on item feature dimension
variations in the MLIMDb dataset.

recommendations are not made. Table 4 also support this
analysis. Table 4 shows the movies recommended through
the tightly coupled method: shared (+attention) model and
our Flexible Two-Tower Model from a selected user in
MLIMDb dataset. Based on the user’s past watched movies,
the directors, writers, and actors who appear in ‘Cosi’,
‘Reality Bites’, and ‘He Walked by Night’ movies that the
user has interacted with at least once or twice. The user
has interacted with 43 Dramas, 38 Comedies, 19 Crime,
11 Action, and 11 Adventure films. In addition, the user
has interacted with one Film-Noir and two Thriller movies.
However, a similarity-based recommendation model only
recommends movies that belong to the genre with which
the user has interacted the most, which are the ‘Cosi’
movies in this case. On the other hand, our model utilizes a
loosely-coupled method that reflects the user-item interaction
relationship, which allows it to recommend movies from
genres that may not have high similarity but are still relevant
to the user’s past interactions, such as the movies ‘Reality
Bites’, and ‘He Walked by Night’. Furthermore, in Figure 4,
our model shows significantly better performance than the
shared model. When using all four movie features, the model
performs 0.6% better than when using only the directors as
feature, 1.1% better than when using only the writers as
feature, 3.% better than when using only the actors as feature,
and 6.5% better than when using only the genres as feature.
This demonstrates the flexibility and effectiveness of our
model, which overcomes the limitations of similarity-based
recommendations by incorporating user-item interactions
and considers various movie features to provide more
personalized recommendations.

B. GUMBEL-SOFTMAX AS GATING MECHANISM
Our model performs the choices by stochastically selecting
between the tightlyvcoupled and loosely coupled user
encoders. We compare two the two gating mechanism,
Softmax and Gumbel-Softmax. In the Table 5 we report
the result in R@100 for two datasets each under two

FIGURE 4. Performance comparison between models using item features
on given category.

settings. The experiments were conducted from CiteULike
and MLIMDb into different subsets based on the cold-start
ratio: standard and challenging. The experimental results
reveal the effectiveness of hard gating using the Gumbel-
Softmax, where Gumbel-Softmax always achieves higher
performance than Softmax. We believe the regular Softmax
achieves smoothed representations, and thus underperforms
compared to the Gumbel-Softmax. Although there was a
slight performance difference depending on the selection
method, both methods outperformed the state-of-the-art
models in Table 1. This confirms the strength of our flexible
model, and demonstrates its practical value for cold-start
recommendation systems.

C. COMPARISON WITH STRONG BASELINE MODELS
As we want to validate how our proposed model performs
compared to the state-of-the-art model [18], we use the same
evaluation metric in [18] which is in R@100. In Table 6,
the methods with * denote that the results are directly
taken from [18].2 Both shared model with and without

2The results of Shared model are reproduced by our experimentation with
fine-tuning on the original code, which exhibit improved performance than
the results reported in [18].
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TABLE 4. Comparison example of cold-start movies recommendation between the Shared (+attention) model and the proposed model.

TABLE 5. Performance comparison between Softmax and
Gumbel-Softmax in our proposed model. Gumbel-Softmax always
performs better than Softmax.

attention mechanism, only focuses on the side information
of the items, and have been proven to be effective for new
item recommendations. By comparing the Shared model
with and without attention mechanism, we also observe
that the attention mechanism is effective. The Shared [18]
and SimPDO [49] models can be also be viewed as our
model with loosely-coupled model never been activated.
Non-Shared model has been also included to the baseline,
which can be also viewed as our model with tightly-coupled
model never been activated. From the table above, our results
show an improvement of 0.4% over the best performing
Shared model (+attention), and even greater improvements
over other strong base models. This is meaningful as the
results we achieve is not a smoothed results of the two, but
based on selecting better representations at each interactions

TABLE 6. Performance comparison of cold-start recommendation in
R@100 using the CiteULike dataset. Results with * denote that the results
are directly taken from [18]. The previously reported SOTA results have
been further improved in our experimentation for stringent comparison.

through our proposed scheme. It is also worth noting that
the train-test split has been fixed across different models for
fair comparison, and thus 0.4% improvement is not minimal.
Overall, our proposed model achieves strong performance in
cold-start item recommendation, as evidenced by its superior
performance compared to other base models.

D. PERFORMANCE IN WARM-START SETTINGS
To make the RS practical, the model should have competitive
performance not only for the cold-start, but also in warm-
start settings. Here, we compare the performance of our
model to the shared model with attention mechanism
and the none-shared model, where we only compare the
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TABLE 7. Comparison of average recall values of R@100 with warm-start items.

TABLE 8. The ratio of selection between tight and loose for each dataset.
Results are from standard split.

performance in R@100. As shown in Table 7, our model
achieves improvements of 1.3% and 3.9% over the shared
model with attention, as well as improvements of 13.% and
9.6% over the non-shared model. Comparing to SimPDO,
we achieve improvement of 6.2% and 4.% for the CiteULike
and MLIMDb datasets, respectively. We show how our
flexible model that stochastically selects the tightly-coupled
or loosely-coupled achieves better performance than the
models using each mode separately in every case: cold and
warm.

E. SELECTION RATIO
Our study showed better performance than using a single
tightly coupled or loosely coupled approach alone. Therefore,
we provide important insights into the effects of flexibility.
To verify the effect of flexibility, we conducted experiments
to confirm whether our model uses both tightly-coupled
and loosely-coupled approaches simply count the number
of selected indicator vectors in Equation 8. Table 8 shows
the average tower selection ratio according to the epoch.
In the CiteULike dataset, the average selection probabilties
of tightly coupled and loosely coupled methods are 54.1%
and 45.8%, respectively. In the MLIMDb dataset, the average
selection probabilities of tightly coupled and loosely coupled
methods are 50.1% and 49.9%, respectively. Based on the
results, it can be observed that both tightly and loosely
coupled encoders are fully used in both data sets. We can
observe an increased impact of loosely coupled method
compared to the CiteULike dataset. Through the changes
in influence of method, we can explain one of the reasons
why the performance of our flexible method is significantly
better than using either the tightly-coupled or loosely-coupled
methods alone in the MLIMDb dataset compared to the
CiteULike dataset in the Table 8. Furthermore, we can verify
the effectiveness of the flexible method through the actual
examples shown in Table 4, and in the Figure 4 showing
the experimental results by categories of movie features.
This result allowed us to compare the performance by
category, demonstrating how our Flexible Two-Tower model
can overcome the limitations of recommendation systems that
only focus on similarity.

VI. DISCUSSION AND FUTURE WORK
Recommendation is important not only for accurately
suggesting items that users want, but also for providing
diverse recommendations. For cold-start item predictions,
recommendations rely heavily on feature similarity as there
is little to no interaction information available between
the user and the item. However, relying solely on feature
similarity for recommending cold start items can hinder
diverse recommendations, as it may overlook the possibility
that the user may prefer an item even if its similarity with
their past interactions is low. Therefore, we propose a flexible
model that can address such issues by incorporating the
relationship between users and items. This is demonstrated
by Table 8, which shows the flexibility of our approach, and
various results that confirm its effectiveness. In particular, for
the movie dataset, we observed that our model’s flexibility
in performance changes according to feature categories
supplements similarity-based models. Despite the varying
impact of different categories, we constructed the MLIMDb
dataset with a similar structure to the original CiteULike
dataset by setting each feature at the same level for the sake
of fairness in the experiment. However, we expect to achieve
better performance by further leveraging the information on
the categories, such as having different weights on different
categories. We leave this as our future research.

VII. CONCLUSION
One of the main challenges in RS is item cold-start problem,
where the absence of previous interactions or ratings in new
itemsmakes it difficult to be predicted. To solve this problem,
hybrid neural network models using side information of
items as a feature have been favored in the literature. These
models recommend items mainly based on the similarity
of between the item features. However, focusing too much
on item feature similarities can lead to missing capturing
other signals for RS. We proposed a flexible model for
better capturing the diverse aspects of users. Our proposed
framework stochastically selects between the tightly coupled
user encoder which focuses on capturing the item feature, and
the loosely coupled user encoder which captures the patterns
beyond item features. The effectiveness of this flexibility
has been demonstrated through extensive experiments. The
experimental results reveal that our proposed model achieve
SOTA results for item cold-start recommendation. Moreover,
in the warm-start settings, our proposed model achieves
competitive performance outperforming the previous models.
These two results reflect the practical application value of our
proposed model.
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