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Abstract

In CRNs, it is crucial to develop an efficient and reliable spectrum detector that consistently provides accurate information about the channel
state. In this work, we investigate a CSS in a fully-distributed environment where all secondary users (SUs) are equipped with directional
antennas and make decisions based solely on their local knowledge without information sharing between SUs. First, we establish a stochastic
sequential optimization problem, which is an NP-hard, that maximizes the SU’s detection accuracy by the dynamic and optimal control of the
energy sensing/detection threshold. It can enable SUs to select an available channel and sector without causing interference to the primary
network. To address it in a distributed environment, the problem is transformed into a decentralized partially observed Markov decision process
(Dec-POMDP) problem. Second, in order to determine the best control for the Dec-POMDP in a practical environment without any prior
knowledge of state–action transition probabilities, we develop a multi-agent deep deterministic policy gradient (MADDPG)-based algorithm,
which is referred to as MA-DCSS. This algorithm adopts the centralized training and decentralized execution (CTDE) architecture. Third,
we analyzed its computational complexity and showed the proposed approach’s scalability by the polynomial computational complexity, in
terms of the number of channels, sectors, and SUs. Lastly, the simulation confirms that the proposed scheme provides enhanced performance
in terms of convergence speed, accurate detection, and false alarm probabilities when it is compared to baseline algorithms.
© 2024 The Author(s). Published by Elsevier B.V. on behalf of The Korean Institute of Communications and Information Sciences. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Keywords: Cognitive radio networks (CRNs); Cooperative spectrum sensing (CSS); Directional antennas; Multi-agent deep deterministic policy gradient
MADDPG); Reinforcement learning (RL)
1. Introduction

The increasing number of network devices has led to
a higher demand for additional radio frequency spectrum
bands. To tackle this scarcity of wireless resources, CRNs
have emerged as a promising solution. These networks enable
SUs to opportunistically access licensed spectrum bands from
primary users (PUs). However, this approach requires devices
to accurately detect and utilize unoccupied spectrum bands
while preventing interference, which is challenging due to
the dynamic and uncertain wireless environment, including
factors like multi-path fading, shadowing, and receiver uncer-
tainty [1]. Hence, cooperative spectrum sensing (CSS) was
introduced to solve these problems. There are two primary
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CSS schemes: centralized and distributed. In the centralized
approach, all SUs must follow instructions from a coordination
node called the fusion center (FC). The FC collects sensing
results from all SUs and combines them to estimate the final
state of the sensed channel band. Various techniques have been
proposed for this approach. R. Sarikhani et al. [2] introduce
a deep reinforcement learning (DRL) based fusing scheme
for the FC, equipping it with a convolutional neural network
to identify uncorrelated neighbors for cooperation. W. Na
et al. [3] explore a centralized CSS environment where they
introduce a single FC that can serve multiple SU groups using
a control time slot. One of their objectives is to maximize the
accuracy of the energy detector for all SUs to make appropriate
transmission decisions consistently. While these centralized
approaches [2,3] have shown promising results, they suffer
from operational costs and the potential bottleneck problem
associated with the FC.

To address these issues on the reliance on the FC within the
network and operational costs, the distributed CSS approaches
optimal energy sensing threshold control in distributed cognitive radio networks with directional
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ave been studied. A. Gharib et al. [4] propose a novel clus-
ering scheme that selects a leader for each cluster and groups
ooperative SUs based on their correlation value. The scheme
mphasizes the significance of diversity among the SUs, as
t enables them to bring in a wider range of information,
ltimately contributing to better sensing outcomes. A. Gao
t al. [5] considered a dynamic clustering solution, where each
U has the flexibility to select partners for cooperation after
ach time step based on their historical sensing results. These
olutions [4,5] can be categorized as partially distributed, as
hey still require SUs to communicate in a control time slot
o gather sufficient information for clustering, even without an
xplicitly considered coordination node. On the other hand,
n the fully-distributed environment, X. Tan et al. [6] propose

dynamic spectrum access scheme based on multi-agent re-
nforcement learning (MARL), where all SUs are trained to
elect a set of channels to sense, maximizing transmission
hances and minimizing collisions. This work, however, con-
iders an ideal scenario where the spectrum sensing technique
mployed by the SUs always provides accurate results. M.
. Giri et al. [7] investigate a fully-distributed environment,
here they focus on the objective of minimizing the miss
etection probability in order to reduce interference to the
Us. The false alarm probability yet is not considered in their
ptimization goal.

On the other hand, many studies have also demonstrated
he advantages of employing directional antennas instead of
mni-directional antennas within CRNs [8,9]. Directional an-
ennas can focus the radio frequency (RF) energy in a specific
irection, which allows the cognitive radios to enhance their
ensitivity and reduce their interference with neighboring de-
ices. For example, the results in [3] showed that directional
ntennas can help SUs achieve higher average throughput
nd lower energy consumption. However, [3] is a directional
ntenna-based centralized CSS approach, and few works take
dvantage of directional antennas in distributed environments.
oreover, since spectrum sensing is often subject to changing

onditions and uncertainties [1], DRL can be a well-suited
olution for this as it allows the agents to adapt and learn
rom their own experience over time. Inspired by this, we in-
estigate a directional fully-distributed CSS scheme leveraging
ulti-agent DRL. The main contributions of this work are as

ollows:

• We address a challenging NP-hard stochastic sequential
optimization problem aimed at maximizing the SU’s
detection accuracy by the dynamic and optimal control of
the energy detection threshold in a directional cognitive
radio network. To address it in a distributed environment,
we transform it into a Dec-POMDP problem.
• We introduce a MADDPG-based fully-distributed CSS

approach, namely MA-DCSS. Our solution leverages the
CTDE architecture, enabling SUs to learn collaboratively
during training and operate independently afterward.
• Through simulations, we validate the proposed scheme,

showcasing its superiority over baseline algorithms. The
evaluations emphasize improved convergence speed, de-
tection probability, and reduced false alarm probability.
2

Fig. 1. System model consisting of a primary and a secondary network.

2. System model and problem formulation

2.1. System model

In this study, we take into account a system model that has
two networks: a primary network with a primary base station
(PBS) and U PUs, as well as a secondary ad-hoc network with
M SUs (Fig. 1). Both PUs and SUs are assumed to be static
in the networks. In traditional centralized cognitive networks,
there is a need for a coordinate node that is in charge of fusing
information from other nodes and thereby making decisions.
Unlike that, in this system, we focus on a distributed environ-
ment where SUs can operate equally after having enough time
to collaborate and learn about the environment. Suppose that
there are a total of K orthogonal channels that are owned by
PUs, i.e., PUs have the first priority to use those channels. For
the SUs, since they are unlicensed users, they need to wait for
the channels to be set free by the PUs.

All SUs are equipped with directional antennas with L as
the number of sectors for each SU and they are ideally non-
overlapped. SUs then use their directional antennas to sense
the free channels as well as transmit data. Also, with the
help of directional antennas, SUs might be able to use the
same channel as the PUs without causing interference to the
primary network. Meanwhile, PUs are equipped with tradi-
tional omni-directional antennas for communication purposes.
This network model also was referred to as Omn-Dir-CRN
according to [8].

In this work, we assume that the energy detection (ED)
based spectrum sensing method is employed at every SU in
order to sense the appearance of PUs and decide whether
a particular channel is occupied by PUs or not. ED is a
non-coherent and very popular detection method since it has
no requirement for any historical information [1]. This tech-
nique normally goes with binary hypothesis testing, in which
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H i
1(ci , si ) and H i

0(ci , si ) relatively denote the presence and
bsence of PUs under the observation of SUi when it chooses
i , si as the sensing channel and sector, respectively. Let us
ay yi (n|ci , si ) is the received signal at the i th SU, then we
ave:

yi (n|ci , si ) =

{
hi s(n)+ u(n), H i

1(ci , si ),
u(n), H i

0(ci , si ),
(1)

here hi represents the channel gain, s(n) is the signal from
U, and u(n) is the addictive white Gaussian noise (AWGN)
ith a zero mean. The detection process commences with

yi (n|ci , si ) being passed through an ideal band-pass filter in
rder to limit the noise bandwidth [10]. The output is then
quared and integrated over an observation time interval. After
ntegration, the final test statistic for the i th SU can be given
s:

i (ci , si ) =
1
N

N∑
n=1

|yi (n|ci , si )|
2
, (2)

ith N as the number of received samples. This test statistic
alue is then compared with a detection threshold ϵi to decide
hether a PU is present or not:

i (ci , si )
H1

⋛
H0

ϵi (ci , si ). (3)

The PU occupancy state on a channel is formed as a two-
tate Markov chain model [11], in which busy(1) and idle(0)
re the two states of a channel. Let us say α and 1 − α are
he probability of the transitions from busy to busy and busy
o idle, respectively. Then, the probability of the transitions
rom idle to idle and idle to busy are given by β and 1 − β

orrespondingly. The occupancy state transition probability is
he same for all channels, and it can be expressed as the matrix:

Ptrans =

[
idle→ idle idle→ busy
busy → idle busy → busy

]
=

[
β 1− β

1− α α

]
. (4)

With regard to the time frame structure of SUs, since each
U is individually operated, a period of time for controlling
urposes is unnecessary in comparison to other centralized
ystems [2,3]. Each active period of a SU contains two main
arts, namely sensing and transmission. Hence, let us say T
nd τ denoting the length of the active period and the sens-

ing duration, respectively. These parameters remain constant
across all SUs in the system.

2.2. Problem formulation

For the ED, regardless of ci and si , the PU detection
probability for SUi can be expressed as below [3]:

P i
d = P

(
λi > ϵi

|H1
)
= Q N

2

(√
2λi ,
√

ϵi
)

, (5)

here Q N
2

(., .) is the generalized Marcum Q function. On
the other hand, the false alarm probability for SU can be
i

3

calculated as:

P i
f = P

(
λi > ϵi

|H0
)
=

Γ

(
N
2 , ϵi

2

)
Γ

( N
2

) , (6)

where Γ (.), and Γ (., .) are the gamma and incomplete gamma
function, respectively. The equations in (5) and (6) were
widely used with the assumption of the detection threshold ϵi

being intact over a period of time. However, in this work, ϵi

is assumed to be a time-varying variable, which means it is
stochastic and changes over time. In this case, the detection
probability up to the time tn can be expressed as:

P i
d (tn) =

∑tn
t=0 1 {

λi
t >ϵi

t

⏐⏐⏐ci
t ,s

i
t

}(et )∑tn
t=0 1

{H i
1(ci

t ,s
i
t )}(et )

(7)

here 1{.}(et ) in the indicator of an event happening. Also, the
alse alarm probability up to the time tn can be calculated as:

P i
f (tn) =

∑tn
t=0 1 {

λi
t >ϵi

t

⏐⏐⏐ci
t ,s

i
t

}(et )∑tn
t=0 1

{H i
0(ci

t ,s
i
t )}(et )

(8)

This work aims to determine the best energy detection
hreshold w.r.t a channel-sector pair at each time step for all
Us. By finding the optimal variables, it aims to maximize

he probability of correctly detecting the presence of PU while
inimizing the likelihood of false alarms, which are two key

erformance factors of the sensing scheme. Therefore, the
roblem at a specific time step t can be formulated as:

max
ϵt={ϵ

i
t (ci

t ,s
i
t )}

∑
t≥0

M∑
i=1

P i
d (t)+ (1− P i

f (t))

s.t. ϵi
t (ci

t , si
t ) ≥ 0,

∀ci
t ∈ [0, . . . , K − 1], si

t ∈ [0, . . . , L − 1],

(9)

here ϵi
t (ci

t , si
t ) is the detection threshold at time step t chosen

y SUi for particular channel ci
t and sector si

t . The problem (9)
s a stochastic sequential optimization problem, which is an
P-hard problem [12,13]. Therefore, we re-formulate it in the

orm of MDP and provide its solution in the following section.

. Proposed solution

.1. Decentralized partially Markov decision process

Since each of the SUs has no prior knowledge about
he environment as well as other SUs’ sensing information,
ny decision given by SU must be only based on its lo-
al knowledge. Therefore, the problem can be transformed
nto a Dec-POMDP [14], which can be defined using a
uple of

(
M,S, {Oi

}i∈M, {A i
}i∈M, {r i

}i∈M, P , {Y i
}i∈M, γ

)
.

here, M = {1, . . . , M} is the set of all agents; S is the
et representing the actual state of the environment; Oi is the
artial observation space acknowledged by agent i ; A i is the
ction space of i th agent, and A := A1

×· · ·×A M is the set of
ll agent’s actions; r i (s, a, s ′) : S × A × S → R is the reward
he agent i receives from the environment when it takes an
ction a from state s to a new state s ′; P (s ′|s, a) : S × A → S
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s the transition probability to the new state, given a known
tate and action; Y i

: S → Oi is the observation channel
hat maps from the environment’s true state to the agent’s
bservation; finally, γ ∈ [0, 1) is the discount factor. The
oal of all agents is to find an optimal policy µi

: Oi
→ A i

hat maximizes the expected long-term discounted reward.
ore detailed explanations on the key components of the
ec-POMDP are provided below.
(1) Actual state of the environment: The state at time step

is defined as st =
[
Bi

t

]
i∈M, where Bi

t =

[
Bi,k

t

]T

k∈0,...,K−1
is a

atrix of size K × L , in which Bi,k
t =

[
bi,k,l

t

]
l∈0,...,L−1

. Here,
i,k,l
t = 1 indicates that there is at least one PU using the kth
hannel and it is located in the area covered by the lth sector
f SUi , and bi,k,l

t = 0 otherwise.
(2) Partial observations by SUs: Due to the physical limi-

ation of SU, it is impossible to obtain the fully actual state
f the environment. One SU can only sense one channel and
ector pair at a time step, it thereby partially observes the en-
ironment state. When performing ED, SU is able to estimate
he received signal power for the chosen particular pair. The
gent’s observation can be defined as oi

t =
[
ci

t , si
t , λ

i
t

]
, where

i
t , si

t are the chosen channel and sector indices, and λt
i is the

eceived signal power estimated by the ED.
(3) Action space of SUs: The action performed by each

U consists of the detection threshold, which is then used to
ecide whether the channel and sector pair is free or not. That
s, the action taken by SUi at time step t is ai

t = ϵi
t (ci

t , si
t ) with

i
t (ci

t , si
t ) ≥ 0.

(4) Reward function: For each SU, the reward function
an be designed according to two cases that could happen,
hich are: (#1) the sensing result and the actual state of the

hannel-sector pair are the same, (#2) the sensing result and
he actual state of the channel-sector pair are different. The
eward function should drive each agent to choose an action
hat provides an accurate sensing result. Therefore, the reward
unction is designed as follows:

i
t =

{
0, if #1 happens,
−p if #2 happens,

(10)

here p > 0 is the penalty score.

.2. MADDPG-assisted spectrum sensing scheme

To solve the Dec-POMDP, it is crucial to know the transi-
ion probability, which is a critical component of the model,
ut it is not known. In response to this challenge, we propose
solution called multi-agent distributed cooperative spectrum

ensing (MA-DCSS).
First, the proposed MA-DCSS adopts centralized training

nd decentralized execution (CTDE) architecture, in which the
raining phase (e.g. learning phase) and the execution phase
re differently set up. More particularly, in the training phase,
ll agents are able to share their local knowledge with others
o that they can learn from each other’s experiences. In this
hase, the critic network is trained in a centralized manner
4

Algorithm 1 MA-DCSS algorithm.
1: Initialize hyper-parameters: γ, lra, lrc, B, ϑ, σ, µ

2: Initialize actor weight θ i,µ, critic weight θ i,Q

3: Initialize target actor weight θ i,µtar ← θ i,µ, target critic weight
θ i,Qtar ← θ i,Q

4: repeat
5: Obtain initial state s0, initial observation o0
6: for t := 1...tmax do
7: for SUi ∈M do
8: Select action ai

t = µi (oi
t )+ OU (ϑ, σ, µ)

9: ϵ
i,k,l
t = scale(ai

t , min, max)
0: end for
1: All SUs perform (3) based on actions and observations
2: SUs obtain reward rt based on (10)
3: Environment transits to next state st+1
4: SUs observe next observation ot+1 by choosing a new channel

and sector and calculating (2)
5: Store (ot , at , ot+1, rt ) in B
6: st ← st+1, ot ← ot+1
7: for SUi ∈M do
8: Sample random batch of B samples from B
9: Update critic by (14) and (13)
0: Update actor by (11)
1: if update == true then
2: Update target actor and target critic parameters
3: end if
4: end for
5: end for
6: Reset noise
7: until convergence or aborted

and fed with observations acknowledged by all agents. Mean-
while, during the execution phase, once all agents have gained
sufficient knowledge about the environment, they can utilize
the trained actor network to determine the optimal action
based solely on their local observations. Second, the pro-
posed MA-DCSS adopts the MADDPG algorithm proposed
in [15]. MADDPG is a multi-agent extension of the DDPG
algorithm [16], where each agent learns its own policy taking
into account the policies of other agents in the environment.
Specifically, each agent is equipped with one actor network
which is used to learn its own individual policy. This network
takes the current observation as the input and returns the
action as the output. The actor network is updated using policy
gradient, which is represented as:

∇θ i,µ J (µi ) = EB∈B

[
∇θµ

i (ai
t |o

i
t )∇ai

t
Qi (ot , at )|ai

t=µi (oi
t )

]
,

(11)

where B is the batch sample data, B denotes for the experi-
ence buffer, at = [ai

t ]i∈M represents the joint action of all
agents, and ot = [oi

t ]i∈M includes the partial observations
collected from all agents. Moreover, µi (ai

t |o
i
t ) and Qi (ot , at )

respectively denote the deterministic policy and the centralized
Q-value estimated function (e.g. the action-value function) of
each agent. Besides the actor networks, all agents also have
their critic networks which are learned together in the training
phase. These critic networks take all the agents’ observations
o and the joint action a as input, and produce the Q-value as
t t
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utput. The loss function of the critic network is presented as:

(θ i,Q) = EB∈B

[(
y − Qi (ot , at )

)2
]
, (12)

here y is given as:

y = r i
t + γ Qi

tar (ot+1, at+1)|
ai

t+1=µi
tar

(
oi

t+1

), (13)

here µtar and Qtar are target actor and critic network,
espectively.

During the training phase, the agent is faced with the
mportant challenge of striking a balance between exploitation
nd exploration. To ensure sufficient exploration and enable
he agent to discover the optimal point, noise is introduced into
he actor’s output. In this paper, we use the time-correlated
rnstein–Uhlenbeck (OU) noise [17] suggested by [16] for

ction exploration. The noise is defined as:

xt = xt−1 + ϑ(µ− xt−1)dt + σN (0, dt), (14)

here (ϑ, σ, µ) are noise parameters.
With these structures, the proposed MA-DCSS aims to train

ll of the agents to learn near-optimal detection thresholds that
aximize the sensing performance. The proposed MA-DCSS

lgorithm for the training phase is illustrated in Algorithm 1.

.3. Computational complexity analysis

During the training phase, each agent has its own actor
nd critic networks that perform forward and backpropagation
o update the weights. Here, the main operations are matrix

ultiplications. Hence, the computational complexity for a
ingle episode during the training phase can be expressed as

O
(

B
(
I N + (D− 2)N 2

+ J N
))

, where D ≥ 2 is the number

f layers, N is the hidden layer size, and I and J denote
he dimensions of the input and output layers, respectively. In
his work, I = 4M , where M is the number of SUs, and 4
s the total dimensions of the observation and action space.

oreover, J is the output Q-value and is equal to 1. On the
ther hand, in the execution phase, only forward propagation
s needed for the actor-network, hence the computational com-

lexity is O
(

(D − 2)N 2
)

. That is, it is easy to observe that

he computational complexity is independent of the number
f channels and sectors in both the training and execution
hases. Instead, it grows linearly and in direct proportion to
he number of SUs in the training phase exclusively. Therefore,
t can be stated that the proposed algorithm possesses full
calability in relation to the number of channels, sectors, and
Us.

. Simulation results

This section presents numerical experiments. One simula-
ion scenario example is depicted in Fig. 2. We assumed 3
Us and 5 SUs in the system. Each SU has three sectors
or sensing and communication purposes, and the ability to
elect its directional beam in one of the sectors. All channels
e.g., c0, c1, c2) were locally and partially assigned to PUs,
5

Fig. 2. One simulation scenario example.

Fig. 3. Convergence with different sensing durations.

and each sector of SUs (e.g., s0, s1, s2) covers some PUs.
For example, in Fig. 2, PU0 is in use of channel 0 (c0), and
SU3 has PU2 and PU0 in its sector 0 (s0) and sector 2 (s2),
espectively. We run the simulation 10 times with random SU
nd PU locations and average these results. The simulation
arameters are summarized in Table 1.

Convergence of the proposed algorithm: Fig. 3 shows the
onvergence of the proposed algorithm under different sensing
urations τ ranging from 0.001s to 0.03s. First, it can be
bserved that the rewards attained by the agents increase as the
uration of sensing time increases, but they stably converge,
espectively. This positive correlation is attributed to the fact
hat a longer sensing duration enables the agents to gather

ore comprehensive information about the channel and sector
eing sensed. Second, it is worth noting that, beyond a certain
hreshold (e.g., τ = 0.01s), the impact of further increasing the
ensing time on overall performance becomes less significant.

Convergence comparison with baseline algorithms: Fig. 4
resents a convergence comparison between the proposed al-
orithm and the DDPG and PPO-based RL algorithms, which
re both fully-distributed approaches and allow agents to be
rained and executed independently. From this simulation, it
an be observed that the proposed approach achieves faster
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Table 1
Simulation parameters.

Parameters Value

Number of PUs U 3
Number of channel bands K 3
Number of SUs M 5
Number of sectors L 3
SU’s sensing range 300 m
Sensing duration τ 0.03 s
Operating frequency 60 GHz

Path loss model 20 log10

(
4πd f

c

)
Transmit power 1 watt
α, β 0.99, 0.05

RL hyper-parameters

Critic learning rate lrc 1e−3
Actor learning rate lra 1e−3
Discount factor γ 0.98
Number of layers D 3
Hidden layer size N 80
Number of time steps to update target networks 200
Penalty reward score p 5

MA-DCSS
and DDPG

Number of time steps per episode tmax 64
Noise parameters ϑ, σ, µ 0.15,1e−2,0
Batch size B 8192
Replay buffer size 5e3

PPO
Number of time steps per episode tmax 1000
sdini t , sddecay , sdmin 0.6,0.05,0.1
Number of decay episodes 500
ϵclip 0.2
Fig. 4. Convergence comparison, τ = 0.03s.

convergence and attains a higher reward compared to the other
comparing schemes. The PPO-based scheme provides similar
(in fact, a little bit degraded) performance with the proposed
approach, but it requires much more time to be converged. The
DDPG-based scheme, on the other hand, provides the worst
performance. This occurs due to the independent training of
the agents, resulting in instability when there are frequent
instances where at least one of the agents converges to a
sub-optimal policy.
6

Fig. 5. Pd and P f comparison, τ = 0.03s.

Detection probability and false alarm probability: Fig. 5
shows a performance comparison between the proposed algo-
rithm with the DDPG and PPO-based RL algorithms in terms
of Pd and P f . The proposed algorithm provides approximately
Pd ≈ 0.99 detection probability and P f ≈ 0 false alarm
probability after around 500 episodes. In contrast, the PPO-
based RL algorithm provides approximately Pd ≈ 0.93 of
detection probability and P f ≈ 0.007 false alarm probability
after around 2300 episodes. Regarding the DDPG-based RL
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lgorithm, it performs exceptionally well in terms of detection
robability, achieving Pd ≈ 1.0. However, it yields the worst

false alarm probability around P f ≈ 0.2.

5. Conclusion

This paper explores directional antenna-based cooperative
spectrum sensing in fully distributed CRNs. First, we formu-
lated a stochastic sequential optimization problem, which is
an NP-hard, that optimizes the time-varying energy detection
threshold to enhance detection probability and reduce false
alarms. To tackle this in a distributed environment, we trans-
form the problem into a Dec-POMDP problem. To find the
optimal control of the Dec-POMDP in a realistic environ-
ment having no prior information on state–action transition
probability, we developed the MADDPG-based reinforcement
learning algorithm, called MA-DCSS. We analyzed that the
proposed approach is scalable in terms of the number of
channels, sectors, and SUs. It utilized the CTDE architecture
to facilitate information sharing in the training phase and
allow SUs to perform in a fully-distributed manner during
the execution phase. Through simulations, it is shown that
the proposed approach provides an enhanced convergence rate,
accurate detection probabilities, and false alarm probabilities
when compared to other learning methods. In future works,
a more advanced distributed sensing algorithm that considers
user mobility or the trade-off between sensing accuracy and
transmission throughput.
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