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#### Abstract

Maximizing protein expression levels poses a major challenge in bioengineering. To increase protein expression levels, numerous factors, including codon bias, codon context bias, hidden stop codons, homologous recombination, suitable guanine-cytosine ratio, and hairpin loop structure, are crucial and quantified by six objective functions: CAI, CPB, HSC, HD, GC3, and SL. Optimizing these six objectives simultaneously constitutes a multi-objective optimization problem, aiming to identify the favorable Pareto solutions rather than a singular optimal solution. However, achieving satisfactory solutions requires numerous cycles and solutions, thus leading to a large number of functional evaluations. While there are frameworks for multi-objective optimization problems, they often lack efficient support for objective function computation in protein encoding. In this paper, we proposed a method to design a set of coding sequences (CDSs) based on non-dominated sorting genetic algorithm III (NSGA-III), accelerated using NVIDIA graphical processing units (GPUs). Experimental results indicated that our method is 15,454 times faster than the Pymoo framework and is evaluated using 100 solutions and 100 cycles. Since our GPU implementation facilitated the use of larger solutions and more cycles, we were able to design a superior set of CDSs by increasing solutions to 400 and cycles to 12,800 . In addition, our NSGA-III-based method consistently surpassed the NSGA-II approach when the number of cycles exceeded 3200 by utilizing 100 solutions. Finally, we observed that a gradual reduction of the mutation probability as the number of cycles increased yielded better quality results than maintaining a fixed mutation probability.
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## 1. Introduction

Many real-world optimization problems in engineering and industry involve multiple objectives [1]. In multi-objective optimization problems, improving one objective often leads to the deterioration of
another. This dynamic makes it impossible to find a single, optimal solution that simultaneously enhances all objectives [2]. As a result, finding the best trade-off solutions in multi-objective optimization problems is crucial for decision-making [3]. However, in many applied engineering optimization problems with multiple objectives, the cost of evaluating each objective is considerably high [4,5]. Therefore, it is of paramount importance to address multi-objective optimization problems efficiently.

In bioengineering, encompassing the development of drugs, vaccines, and diagnostic tests, protein production plays a pivotal role [6-11]. For example, the S-glycoprotein is vital for antiviral vaccines against severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), but its production in mammalian cells is very expensive [12]. Another example is the production of rapid diagnostic test (RDT), which is often hampered by the high cost of producing and purifying specific proteins required for kit assembly in large quantities [13]. Therefore, efficient protein production is of great importance. To address this challenge, several studies [14-16] have explored methods involving the close integration of gene copies in organisms. This strategy theoretically enables protein production proportional to the number of inserted gene copies; however, it also poses a risk of homologous recombination owing to the close proximity of these copies. Homologous recombination, a phenomenon occurring when repetitive sequences are in close proximity, can consequently lead to a decrease in protein production [17, 18]. Therefore, it is essential to consider homologous recombination when designing a set of coding sequences (CDSs) to maximize the protein expression levels.

The hamming distance (HD) was introduced to measure the degree of similarity between CDSs, with higher HD values indicating greater differences in sequences [19]. In addition to homologous recombination, several other important considerations exist when designing the CDSs for high-protein expression levels. The codon usage bias refers to the different frequencies of codon usage in the host organism [20]. Codons with high-usage frequencies in the host organism generally contribute to efficient protein production [21-23]. Therefore, to maximize protein expression levels, it is crucial to construct CDSs using codons with high-usage frequencies in the host organism. To assess the codon usage bias of a CDS, the codon adaptation index (CAI) was introduced by [24] and has been extensively utilized. However, considering only codon usage bias presents limitations in detecting differences in usage frequencies among the observed codon pairs in the host organism [25]. The codon context bias refers to the different usage frequencies of adjacent codon-codon pairs in the host organism [26-28]. To address this, the concept of codon pair bias (CPB) was introduced [29] to evaluate the codon context bias of a CDS, thus demonstrating that the use of codon pairs with high-usage frequencies in the host organism maximizes protein expression levels. Therefore, it is important to consider both codon usage and context biases.

Hidden stop codons (HSCs) are stop codons within a CDS that can prematurely stop protein translation due to -1 frameshift or +1 frameshift caused by unstable ribosomal ribonucleic acids (rRNAs). If a -1 or +1 frameshift occurs, it may result in the production of a cytotoxic or nonfunctional protein that differs from the target protein and leads to a waste of resources [30]. However, the presence of numerous hidden stop codons in a CDS can rapidly terminate mistranslation caused by incorrect ribosomal frameshifts, thereby facilitating more efficient protein production [31,32].

The hairpin loop, also known as a stem loop, is a secondary structure formed in single-stranded RNA when two regions oriented in opposite directions pair through complementary base pairing, thus forming a double helix. This structure serves various biological functions, such as providing recognition sites for protein binding and playing a role in enzymatic reactions as a substrate [33]. However,
in messenger RNA (mRNA), the hairpin loop interferes with translation elongation by binding to the A-site of the ribosome, thereby hindering the binding of transfer RNA (tRNA) [34]. In other words, the presence of a hairpin loop within a CDS is undesirable for protein expression, as the probability of mistranslation increases with the length of the stem in the hairpin loop [35]. Therefore, to maximize protein expression levels, it is essential to consider the hairpin loop when designing the CDS.

Lastly, it is essential to consider the appropriate guanine-cytosine at the third position (GC3) in the design of the CDS [36]. Excessive or insufficient GC content can lead to poor protein synthesis. Consequently, in designing CDS for protein encoding, Gonzalez-Sanchez et al. [37] aimed to match the GC3 content with the host organism's GC3 ratio. Therefore, to enhance protein expression efficiency, our method also aims to align the CDS's GC3 content with that of the host organism.

In this study, we propose a method aimed at accelerating the optimization process for protein encoding based on the non-dominated sorting genetic algorithm III (NSGA-III). NSGA-III [38], an enhanced version of non-dominated sorting genetic algorithm II (NSGA-II) [39], is the metaheuristic algorithm designed for solving many-objective (four or more) optimization problems. The performance of NSGA-II and NSGA-III was analyzed in the domain of building performance optimization for the dormitory building type 1 (DBP-1) and dormitory building type 2 (DBT-2) problems, encompassing 10 and 9 design variables, respectively [40]. The experimental results demonstrated that NSGA-II yields a higher hypervolume than NSGA-III at a low number of cycles. However, with an increased number of cycles, NSGA-III consistently exhibited a higher hypervolume than NSGA-II for both problems, suggesting superior performance with more iterations. Additionally, for the sustainable-reconfigurable manufacturing system (S-RMS) problem involving 100 operations and 20 reconfigurable machines, increasing the number of cycles from 1000 to 2000 resulted in the outperformance of NSGA-III compared with that of NSGA-II [41]. Furthermore, the NSGA-III method achieved a success rate of over $93.08 \%$ in the trajectory planning problem for the Kiwi fruit harvesting manipulator and outperformed the NSGA-II method by approximately $21 \%$ [42]. However, it is not always guaranteed that NSGA-III will be superior to NSGA-II for all problems [43].

Consequently, we also conducted a comparative performance analysis of NSGA-II and NSGAIII for our specific protein encoding problem. In our experiments, when the number of cycles exceeded 3200, NSGA-III outperformed NSGA-II in all aspects of our protein encoding problem. While NSGA-III can improve the quality of the solutions by increasing the number of cycles and solutions, it also presents the challenge of increased running time [44]. Our GPU-based method enables the faster execution of a greater number of solutions and cycles. We compared the performance of the NSGA-III method as provided by the Pymoo framework [45] with that of our GPU-based approach. Pymoo, a Python-based framework, offers a variety of state-of-the-art single and multi-objective optimization algorithms. The experimental results indicated that our method provided solutions of similar quality to Pymoo, but with an average execution time that was 15,454 times faster. Additionally, leveraging our method's rapid execution time, we experimented by increasing the number of solutions to 400 and the number of cycles to 12,800 . The experimental results indicated that our method yielded higher quality solutions by increasing the number of solutions and cycles, demonstrating superior hypervolume and a smaller minimum distance to the ideal point compared to the Pymoo framework. Furthermore, we conducted experiments to observe the effect of mutation probability on solutions by gradually reducing the mutation probability as the number of cycles increased. As a result, reducing the mutation probability by $10 \%$ every 100 cycles (starting from $40 \%$ ) outperformed the fixed $20 \%$ mutation probability
obtained using 100,200 , and 400 solutions with 12,800 cycles.
Our contributions to this research are as follows:

- Extension of the protein encoding problem to include two new optimization criteria: condon pair bias (CPB) and hidden stop codon (HSC).
- Introduction of a novel multi-objective formulation that incorporates six conflicting objectives.
- Design and implementation of an accelerated approach using NVIDIA GPUs, based on the NSGA-III, for solving the protein encoding problem.
- Development and comprehensive explanation of new problem-aware mutation methods.
- Comparative analysis with the Pymoo framework (employing NSGA-III) for multi-objective optimization and the NSGA-II approach applied to protein encoding.
- Evaluation of the proposed approach across various numbers of solutions and cycles, applied to nine real-world protein datasets, using hypervolume and minimum distance to ideal point metrics.

The structure of this paper is as follows. Section 2 presents a review of the related literature. In Section 3, the methodology of our approach is outlined, encompassing the mutation methods and elucidation of the six objective functions pertinent to the protein encoding problem. Section 4 engages in a comparative analysis of the outcomes derived from our method with those obtained using Pymoo, in addition to contrasting our method's application to the NSGA-II in addressing our specific problem. Conclusions drawn from this study are outlined in Section 5. Lastly, Section 6 sets forth the prospective directions for our future research endeavors and includes a discussion.

## 2. Related works

The methods proposed by Terai et al. [19], along with several others like multi-objective artificial bee colony (MOABC) [46], asynchronous parallel-multi-objective artificial bee colony (APMOABC) [47], multi-objective variable neighborhood search (MOVNS) [48], multi-objective shuffled frog leaping algorithm (MOSFLA) [49], many-objective mutation-based protein encoding (MaOMPE) [35], and multi-objective butterfly optimization algorithm (MOBOA) [37], have been developed to design a collection of CDSs. The primary goal of these methods is to enhance the expression levels of a protein that involves multiple objective functions. These studies approach the design of the CDSs set as a multi-objective optimization problem, aiming to identify a set of trade-off solutions by optimizing multiple objective functions simultaneously rather than seeking a single (best) solution. While these methods aim to create a set of CDSs for efficient protein production, they employ different objective functions and strategies to generate new solutions and select promising solutions in a single cycle.

### 2.1. Method proposed by Terai et al. and MOABC

Terai et al. proposed a method utilizing NSGA-II for designing a set of CDSs, optimizing three objective functions: CAI, HD, and the length of repeated or common substrings (LRCS). This method initializes $N$ solutions, which then serve as the $N$ original solutions for the first cycle; it then conducts successive cycles to find effective solutions. Following the initialization of $N$ solutions, the method processes crossover, mutation, and selection steps in each cycle. Both the crossover and mutation steps generate $N$ new solutions from the initial $N$. Subsequently, the selection step identifies the $N$
best solutions from a pool of $2 N$ solutions, utilizing non-dominated sorting and crowding distance sorting. These selected $N$ solutions subsequently become the original solutions for the ensuing cycle. Moreover, the MOABC method, employing the same objective functions as those proposed by Terai et al. [19], is based on the artificial bee colony (ABC) algorithm [50] for protein encoding. This method also initializes $N$ solutions, then progresses through cycles consisting of the employed bees step, onlooker bees step, and scout bees step. In both the employed bees step and the onlooker bees step, each step generates $N$ new solutions. The new $N$ solutions generated in the employed bees step are compared with the original $N$ solutions, and the superior ones replace the originals. However, in the onlooker bees step, the newly generated $N$ solutions are added to the existing pool, thus resulting in $2 N$ solutions in total. During the scout bees step, solutions that fail to yield promising results from the $2 N$ pool are replaced with solutions that are randomly generated and mutated. Following the scout bees step, non-dominated sorting and crowding distance sorting are applied to the $2 N$ solutions to select $N$ superior solutions for the subsequent cycle. MOABC requires the generation of new solutions per cycle that are more than two times those generated according to the method of Terai et al. [19]. Although MOABC demonstrated superior hypervolume and minimum distance to the ideal point compared with the method proposed by Terai et al. [19] within the same objective space and number of cycles, it necessitated more than two times the number of objective function computations per cycle. This increased computation is due to the need to evaluate objective functions for the newly generated solutions. Subsequent research by the same authors introduced AP-MOABC, an extension of MOABC with an OpenMP-based master-worker parallelization model, which effectively reduced the running time. In MOABC, the number of solutions replaced during the scout bees step varies depending on how many times each solution fails to generate a satisfactory solution. Consequently, some solutions may experience delays, thus leading to an imbalance in workload distribution within the GPU's thread block. Furthermore, as the replaced solution requires mutations proportional to the current cycle count, this imbalance exacerbates with an increase in cycles, rendering MOABC less suitable for GPU implementation.

### 2.2. MOVNS and MOSFLA

Both MOVNS and MOSFLA also employ CAI, HD, and LRCS objective functions. MOVNS is based on the variable neighborhood search algorithm [51,52], whereas MOSFLA utilizes the shuffled frog leaping algorithms [53]. MOVNS employs the number of fitness evaluations as its termination condition, instead of relying on the number of cycles. When a new solution is generated, the evaluation count increases owing to the calculation of its objective function values. If this count reaches the maximum number of evaluations, MOVNS terminates. In this method, a new solution is created by mutating an original solution. If the newly generated solution dominates the original premutation solution, the latter is saved, and the new solution becomes the original solution for the next generation step. However, if the repeated generation of new solutions from an original solution fails to yield a dominating new solution over several iterations, the best among the saved solutions is selected as the new original solution. Once a solution has been utilized as an original solution for generating new solutions, it cannot be reused. When all saved solutions have been used in this manner, a new solution is randomly generated. Finally, when the maximum fitness evaluation is reached, the saved solutions are presented as the results. This method does not explore multiple new solutions concurrently because it generates a new solution one at a time. Given that exploring only one solution per step is highly
inefficient for GPUs, MOVNS is not suitable for parallel execution.
In MOSFLA, the $N$ original solutions are divided into $m$ memeplexes, and then each memeplex generates the $N / m$ new solutions. Each memeplex may require up to three generations of solutions to produce a single new solution. This iterative process occurs because if the generated solution cannot dominate the worst solution in the memeplex, MOSFLA attempts to generate another solution. Initially, a new solution is generated based on the best solution within the memeplex. If this new solution, derived from the memeplex's best solution, does not dominate the memeplex's worst solution, another solution is generated based on the global best solution from the $N$ original solutions. If this attempt also fails to dominate the worst solution, a solution is randomly generated.

Furthermore, each time a new solution is generated within a memeplex, non-dominated sorting and crowding distance sorting are conducted to update the memeplex's local best and worst solutions. After all memeplexes have generated their respective new $N / m$ solutions, the entire set of $2 N$ solutions undergoes non-dominated sorting and crowding distance sorting to select the $N$ best solutions. Although MOSFLA divides solutions into memeplexes, which theoretically could be processed in parallel, the need to update the local best and worst solutions within each memeplex after every solution generation means that only one solution is generated at a time within each memeplex. This limitation impedes the effective utilization of computing resources when using GPUs.

These two methods applied a novel strategy to enhance the HD objective function when generating a new solution from the original solution. Contrary to the method proposed by Terai et al. [19], and contrary to MOABC and AP-MOABC, which randomly mutate codons of a pair of CDSs with the minimum HD values, both MOVNS and MOSFLA permit codon changes only if they can potentially improve the HD objective function value. Furthermore, their experimental results indicated that this new approach, used to improve the HD objective function, could also simultaneously optimize the LRCS objective function.

### 2.3. MaOMPE and MOBOA

MaOMPE, based on NSGA-III, aims to optimize four objective functions: CAI, HD, gua-nine-cytosine (GC) content, and stem length (SL). Although MaOMPE also applies the NSGA-III, similiar to our method, it does not consider the HSC and CPB objective functions. MaOMPE employed the Das-Dennis method [54] for setting reference points owing to its ability to generate well-distributed points on the hyperplane. MOBOA utilized the CAI, HD, and GC3 (GC content at the third nucleotide) objective functions, employing the butterfly optimization algorithm [55]. This method also generates $N$ new solutions from the $N$ original solutions and then selects the $N$ best solutions. In the process of performing cycles, this method introduced the TabooList and the BestList. The BestList retained the top six solutions from the $N$ original solutions, while the TabooList held solutions that were to be excluded from the BestList. To generate the $i$-th new solution, MOBOA can randomly select a solution from the BestList or use the $i$-th solution of $N$ original solutions. If a new solution, generated using a solution from the BestList, is dominated by its counterpart in the BestList, the latter solution is moved to the TabooList. The vacant slot of BestList is then filled with the next best solution from the $N$ original solutions. If all $N$ original solutions end up in the TabooList, meaning that no solutions can be included in the BestList, the TabooList is reset. After generating $N$ new solutions, non-dominated sorting and crowding distance sorting were performed to select the $N$ best solutions from the total of $2 N$ solutions. Scanning the accumulated TabooList each time the BestList is updated creates overhead,
and this method is constrained to generate only one solution at a time owing to the potential updating of the BestList. Consequently, these constraints inhibit the parallel generation of solutions and prevent efficient utilization of thread blocks when running MOBOA on GPUs.

Similar to MOVNS and MOSFLA, these two methods devised approaches to generate solutions with guaranteed improvements in the target objective functions. Therefore, when employing mutation methods to enhance specific objective functions, these methods ensured the generation of solutions with improved values for those targeted objectives.

## 3. Problem definition

The selected $N$ solutions are used as the new original solutions


Figure 1. Schematic of our implementation procedure based on the non-dominated sorting genetic algorithm III (NSGA-III).

We propose a method to design a set of CDSs aimed at maximizing protein expression levels by taking into account six objective functions: CAI, CPB, HSC, HD, GC3, and SL. As our method incorporates six objective functions, we designed it based on the NSGA-III, an approach well-suited for solving many-objective (four or more objective) optimization problems. The procedure of our method comprises three key components: initialization, mutation, and the selection steps, as illustrated in Figure 1. The main difference between our method and the original NSGA-III paper is that when generating $N$ new solutions from $N$ original solutions, we only use the mutation method and do not perform crossover. This is because Terai et al. [19] demonstrated that crossover is not effective in generating good solutions in protein encoding problems.

In the initialization step, an initial set of $N$ solutions was generated. These $N$ solutions were then utilized as the original solutions in the first cycle. Among these initial $N$ solutions, $N-1$ solutions
were randomly generated, while the remaining solution was composed of codons with the highest weight. Additionally, reference points were established in the initialization step to facilitate reference-point-based sorting in the selection step. To set these reference points, we adopted the Das-Dennis method [54] as utilized in the MaOMPE approach. These reference points were initialized on the unit simplex, determined by the partitioning number of the objective axes.

The number of reference points is determined by a combinatorial problem involving repetition, where the number of objectives corresponds to the total number of elements, and the number of partitions corresponds to the size of each subset. In Eq (1), $M$ represents the number of objective functions, $p$ denotes the number of partitions, and $H$ indicates the number of reference points. For example, if $M$ equals 2 and $p$ equals 2 , then $H$ is 3 . This implies that the reference points are $(1,0),(0.5,0.5)$, and $(0,1)$. Given that the number of reference points should not exceed $N$, and to ensure a number close to $N$ as suggested in the NSGA-III paper, we set the number of partitions such that the resulting number of reference points is less than $N$ but as close to it as possible.

$$
\begin{equation*}
H=C_{p}^{M+p-1} \tag{1}
\end{equation*}
$$

The mutation step generates $N$ new solutions based on $N$ original solutions. To generate each new solution, one of the seven mutation methods is selected and utilized randomly. The curand_uniform() function is employed to generate a random number for each codon. If the randomly generated number of codons is less than the mutation probability, and if there is more than one synonymous codon available, then that codon may be mutated to another synonymous codon. In other words, a codon will not undergo mutation if its random number exceeds the mutation probability or if its corresponding amino acid, such as methionine, is encoded by using only a single synonymous codon. Additionally, except for the first mutation method, a codon will be not altered if the mutation does not lead to an improvement in the targeted objective function. The details of our mutation methods are elaborated in 3.8 .

Following the mutation step, the selection step undertakes non-dominated sorting and reference-point-based sorting to select the $N$ best solutions from a pool of $2 N$ solutions. Non-dominated sorting assigns rank values to solutions based on dominance tests and then arranges these solutions in ascending order based on their respective ranks. Solutions assigned to a rank of 0 are termed non-dominated solutions, thus indicating they are not dominated by any other solution. However, solutions with a rank of 1 may be dominated by those with a rank of 0 . Therefore, among solutions, those with a lower rank value are preferred. However, as solutions within the same rank do not dominate each other, determining a superior solution among them is not feasible. To select preferred solutions within the same rank, reference-point-based sorting is employed. Reference-point-based sorting is implemented to discern better solutions within the same rank, particularly when the count exceeds $N$. This process consists of a normalization step, an association step, and niching steps. The normalization step involves the normalization of each objective function of the solutions to mitigate bias toward any specific objective function. For this step, we utilized the hyperplane normalization method [56], which involves the identification of the extreme points of each objective function and the creation of a hyperplane using these points. The normalization of the objective function values is then performed using the intercepts on each objective axis of the hyperplane. During the association step, the perpendicular distance between the line extending from the origin to the reference points and the normalized objective function values of the solution is calculated. Each solution is associated with the reference point that has the shortest
perpendicular distance among the reference points. The niching step is the procedure of selecting solutions to be included in the $N$ best solutions. In this step, a solution is selected among those associated with the reference points, specifically choosing from those with the fewest associated solutions already included in the $N$ best solutions. After selecting the solution, the number of solutions included in the $N$ best solutions is updated in the reference point, thus continuously selecting the solutions from the reference points with the fewest solutions included in the $N$ best solutions. Once $N$ best solutions are selected, these $N$ solutions are used as the $N$ original solutions in the next cycle. Upon completion of all cycles, the $2 N$ solutions are saved to a file.

### 3.1. Codon adaptation index (CAI)

The CAI value of a CDS indicates the proportion of codons frequently used in the host organism that are present in the CDS. Codons that are frequently used in the host organism are assigned a higher weight. The weight of each codon is calculated by dividing its usage frequency in the host organism by the usage frequency of the most frequently used synonymous codon. Consequently, the weight assigned to the most frequently used synonymous codon is set to 1 . The CAI value is determined by calculating the geometric mean of the weights of all codons within the CDS. In Eq (2), the term weight $\left(\operatorname{codon}_{i, n}\right)$ represents the weight of the $n$-th codon in the $i$-th CDS, and $N$ denotes the total number of codons within a CDS.

$$
\begin{equation*}
\operatorname{CAI}\left(C D S_{i}\right)=\sqrt[N]{\prod_{n=1}^{N} \text { weight }^{\left(\text {codon }_{i, n}\right)}} \tag{2}
\end{equation*}
$$

A higher CAI value typically correlates with improved protein expression levels. The minimum CAI (mCAI) value, calculated from the CDSs within a solution, is utilized as the objective function, as shown in Eq (3). Herein, $I$ represents the total number of CDSs in a solution. This approach is adopted because relying on the average CAI values of the CDSs in the solution may include a CDS that is unable to maximize protein expression levels, owing to its significantly lower CAI value compared with the average. Consequently, the objective function aims to increase the mCAI value within the solution. We utilized the same codon weight values as those used in previous studies [19, 35, 37, 46-49], which targeted the $S$. cerevisiae organism.

$$
\begin{equation*}
m C A I=\min _{1 \leq i \leq I} C A I\left(C D S_{i}\right) \tag{3}
\end{equation*}
$$

### 3.2. Codon pair bias (CPB)



Figure 2. Codon pair score (CPS) of the codon pairs of the $C D S_{1}$.

The CPB value of a CDS indicates the number of codon pairs that are over-represented in the host organism and utilized in the CDS. Constructing a CDS with codon pairs that are over-represented in the host organism can contribute to the maximization of the protein expression levels; these CDSs typically exhibit high CPB values. Therefore, a higher CPB value in a CDS is preferred to optimize protein expression levels.

$$
\begin{equation*}
C P S=\ln \left(\frac{F(A B)}{\frac{F(A) \times F(B)}{F(X) \times F(Y)} \times F(X Y)}\right) \tag{4}
\end{equation*}
$$

To calculate the CPB value of a CDS, it is essential to determine the codon pair score (CPS) values for the codon pairs. The CPS value of each codon pair can be calculated using Eq (4). In this equation, $A$ and $B$ represent the codons, while $X$ and $Y$ denote the amino acids that are encoded by $A$ and $B$, respectively. Furthermore, $F(A)$ and $F(B)$ denote the frequencies of codons $A$ and $B$ in the host organism, while $F(X)$ and $F(Y)$ indicate the respective frequencies of amino acids $X$ and $Y$ in the host organism. Given that the three-stop codons do not encode any amino acid, CPS values can be determined for a total of 3721 codon pairs. A positive CPS value signifies that a codon pair is overrepresented in the host organism, whereas a negative CPS value suggests under-representation. We utilized the CoCoPUTs database [57] to acquire the frequencies of the codons, codon pairs, amino acids, and amino acid pairs.

$$
\begin{equation*}
C P B\left(C D S_{i}\right)=\sum_{n=1}^{N-2} \frac{C P S\left(\text { codon_pair }_{i, n}\right)}{N-2} \tag{5}
\end{equation*}
$$

As shown in Eq (5), the CPB value of a CDS is calculated as the arithmetic mean of the CPS values of the codon pairs within the CDS. $N$ represents the total number of codons in a CDS, while $N-2$ signifies the total number of codon pairs in the CDS excluding the stop codon. In Figure 2, $C D S_{1}$ comprises six codons, which results in a total of five codon pairs: AUGGCG, GCGGGG, GGGUUU, UUUCGA, and CGAUAG. Due to the inclusion of the stop codon UAG, the final codon pair CGAUAG is without a CPS value, unlike the preceding four codon pairs that each have their own CPS value. Consequently, the value of $N-2$ for $C D S_{1}$ is four.

$$
\begin{equation*}
m C P B=\min _{1 \leq i \leq I} C P B\left(C D S_{i}\right) \tag{6}
\end{equation*}
$$

Similar to mCAI, using the average of CPB values in a solution may obscure the presence of a CDS with a low CPB value, which is not conductive to maximizing protein expression levels. Therefore, we utilized the minimum $\mathrm{CPB}(\mathrm{mCPB})$ as the objective function to increase the mCPB value within the solution.

### 3.3. Hidden stop codon (HSC)



Figure 3. Schematic showing the -1 or +1 frameshifted and normal translation of the $C D S_{1}$.

HSC is a metric that counts the number of stop codons capable of terminating protein translation in the events of a -1 or +1 frameshift within the CDS. Additionally, -1 or +1 frameshifts in the CDS can result in the production of a protein that differs from the intended target protein. Therefore, promptly terminating the frameshifted translation upon the occurrence of a -1 or +1 frameshift can potentially prevent wastage of energy and resources. This approach maximizes protein expression levels by avoiding unnecessary expenditure in the translation process.

$$
\begin{equation*}
H S C\left(C D S_{i}\right)=\sum_{n=1}^{N-1} h s c\left(\text { codon_pair }_{i, n}\right) \tag{7}
\end{equation*}
$$

Figure 3 illustrates the normal translation of $C D S_{1}$ and the scenarios wherein a - 1 or +1 frameshift occurs. Each translation variant results in a different amino acid sequence: the normal translation yields a sequence starting with Met (Methionine)-Val (Valine), the -1 frameshifted translation changes this to Gly (Glycine)-Ile (Isoleucine), and the +1 frameshifted translation alters it to Trp (Tryptophan)-Tyr (Tyrosine). In the case of a -1 frameshift, translation prematurely terminates at the UGA stop codon, whereas $a+1$ frameshift leads to early termination at the UAA stop codon. The total number of hidden stop codons in the $i$-th CDS of the solution is calculated using Eq (7). The term hsc(codon_pair $r_{i, n}$ ) represents the count of hidden stop codons in the $n$-th codon pair of the $i$-th CDS.

$$
\begin{equation*}
m H S C=\min _{1 \leq i \leq I} \frac{H S C\left(C D S_{i}\right)}{N-1} \tag{8}
\end{equation*}
$$

Given that hidden stop codons prematurely terminate the translation process during a -1 or +1 frameshift, the objective is to increase the minimum count of hidden stop codons present in the solution. In other words, it is preferable to increase the value of the minimum HSC (mHSC) objective function to maximize protein expression levels. The mHSC value is calculated by normalizing the count of hidden stop codons in the CDS with the lowest number of such codons, then dividing this figure by the total number of codon pairs, which is represented as $N-1$. This division by $N-1$ is based on the
fact that in the context of stop codon combination, a single codon pair can contain at most one hidden stop codon.

### 3.4. Hamming distance of CDS pair (HD)

The HD value represents the degree of difference between the sequences of a pair of CDSs. Specifically, this value is calculated by comparing nucleotides at corresponding positions in the CDS pair.

$$
\begin{equation*}
H D\left(C D S_{i}, C D S_{j}\right)=\sum_{1 \leq l \leq L} \sigma\left(C D S_{i, l}, C D S_{j, l}\right) \tag{9}
\end{equation*}
$$

As shown in Eq (9), $C D S_{i, l}$ refers to the $l$-th nucleotide in the $i$-th CDS of the solution, while $C D S_{j, l}$ denotes the $l$-th nucleotide in the $j$-th CDS of the solution. Furthermore, as HD measures the difference between two distinct CDSs, $i$ and $j$ cannot be the same. If $C D S_{i, l}$ and $C D S_{j, l}$ are equal, then the value of $\sigma\left(C D S_{i, l}, C D S_{j, l}\right)$ is 0 ; otherwise, it is 1 .

$$
\begin{equation*}
m H D=\min _{1 \leq i<j \leq I} \frac{H D\left(C D S_{i}, C D S_{j}\right)}{L} \tag{10}
\end{equation*}
$$

Therefore, a higher HD value indicates a greater difference between the CDSs and a lower probability of homologous recombination. Given that homologous recombination can impair protein expression levels, and our objective is to maximize these levels, a higher HD value is preferred. Similar to the context of mCAI, mCPB, and mHSC, we used the minimum $\mathrm{HD}(\mathrm{mHD})$ as the objective function, as shown in Eq (10), aiming to increase the mHD value of the solution.

### 3.5. GC content at the third nucleotide (GC3)

Our objective is to align the ratio of guanine (G) or cytosine (C) at the third position of codons in the CDS with the corresponding ratio observed in the host organism.

$$
\begin{equation*}
G C 3\left(C D S_{i}\right)=\frac{\sum_{1 \leq n \leq N} \delta\left(C D S_{i, n_{3}}\right)}{N}-G C 3_{\text {ideal }} \tag{11}
\end{equation*}
$$

GC3 $\left(C D S_{i}\right)$ quantifies the difference in the G or C content ratio at the third position of codons in the $i$-th CDS relative to the G or C content ratio at the third position of codons as observed in the host organism, as shown in $\mathrm{Eq}(11)$. The value of $\delta\left(C D S_{i, n_{3}}\right)$ is 1 if a G or C is present at the third position of the $n$-th codon in the $i$-th CDS of the solution; otherwise, it is 0 . Herein, $N$ represents the total number of codons in a CDS. $G C 3_{\text {ideal }}$ refers to the ratio of G or C content at the third position of codons as observed in the host organism. This ratio, obtained from the Kazusa Codon Usage Database [58], has a value of $38.10 \%$.

$$
\begin{equation*}
M G C 3=\max _{1 \leq i \leq I}\left|G C 3\left(C D S_{i}\right)\right| \tag{12}
\end{equation*}
$$

As the goal is to minimize the divergence in G or C content of the CDSs relative to the host organism, the maximum GC3 value among the CDSs in the solution is employed as the objective function, contrasting with the use of mCAI, mCPB, mHSC, and mHD. In Eq (12), the maximum GC3 (MGC3) is calculated as the absolute value of the GC3 of each CDS. Therefore, as the G or C ratio at the third position of the CDS approaches the $G C 3_{\text {ideal }}$ value, the MGC3 value converges toward 0 . To optimize protein expression levels, we aim to minimize the MGC3 value.

### 3.6. Stem length (SL)

Stem length is a metric used to measure the length of the stem structure within a CDS. A hairpin loop, characterized by the formation of a double helix, occurs when two complementary regions within the same CDS base-pair to form a stem. The presence of a hairpin loop structure can impede proper translation, and a longer stem within the hairpin loop increases the probability of incorrect translation. Therefore, minimizing the length of the stem within the hairpin loop is crucial for maximizing protein expression levels.

$$
\begin{equation*}
\text { max_len_S } L=\frac{L-4}{2} \tag{13}
\end{equation*}
$$

The variable max_len $S L$ represents the maximum stem length capable of forming a hairpin loop within the same CDS, as shown in Eq (13). The subtraction of the value of 4 accounts for the requirement of at least four nucleotides between two stems to form a hairpin loop, and $L$ denotes the length of a CDS.

$$
\begin{equation*}
S L\left(C D S_{i}\right)=\max _{1 \leq p \leq q-(l+4)<q+l \leq L} \operatorname{and}_{1 \leq 1 \leq m a x \_l e n \_S L} \beta\left(S_{i, p, l}, S_{i, q, l}\right) \tag{14}
\end{equation*}
$$

As shown in $\mathrm{Eq}(14), S L\left(C D S_{i}\right)$ indicates the length of the longest stem in the $i$-th CDS of the solution, $p$ and $q$ are the starting indices of the nucleotides for two stems within the same CDS, and $l$ represents the stem length.

$$
\begin{equation*}
M S L=\max _{1 \leq i \leq I} \frac{S L\left(C D S_{i}\right)}{\text { max_len } S L} \tag{15}
\end{equation*}
$$

Similar to the MGC3 objective function, the maximum SL value among the CDSs in the solution was employed. The maximum SL (MSL) objective function was calculated by normalizing the longest stem length in the solution (by dividing it max_len_S $S$ ), as shown in Eq (15). Therefore, our objective was to minimize the value of MSL in the solution.

### 3.7. Our approach to implement our method on GPUs

Our implementation on GPUs consists of an initialization, a mutation, and a selection kernel, as shown in Algorithm 1. The initialization kernel executes only once at the beginning, generating the initial $N$ solutions. In our implementation, each thread block is responsible for creating one solution. Each thread generates the codons for its assigned solution, and the generated solution is stored in shared memory. This approach is adopted because a solution is read multiple times when calculating the objective function values, thus making it more efficient to store the solution in shared memory; this offers faster access than global memory. Additionally, the setting of reference points for reference-point-based sorting, used in the selection kernel, is performed in the initialization kernel. After the initialization kernel, the mutation kernel and selection kernel are executed iteratively. The mutation kernel employs mutation methods to generate $N$ new solutions from the $N$ original solutions and calculates the objective function values of these newly generated solutions.

In our implementation, each thread block is tasked with generating a solution, and as each thread block is responsible for generating a solution, the threads within a block compute the objective function
values of the generated solution. Each thread within a thread block performs its parts of the computation for specific objective function values and stores intermediate values in the shared memory; these values can be accessed by all threads within the block. The divide-and-conquer strategy was then used to calculate the final objective function value using the intermediate values stored in shared memory. In our method, the divide-and-conquer strategy was exploited for all calculations of the six objective function values.

```
Algorithm 1 Pseudocode of our method
    begin
        kernel initialization \(\triangleright\) Initialization step
            set reference points
            generate initial \(N\) solutions
            calculate objective function values of initial \(N\) solutions
        end kernel
        for cycle \(=1\) to max_cycles do
            kernel mutation \(\quad \triangleright\) Mutation step
                    generate \(N\) new solutions from \(N\) original solutions
                    calculate objective function values of \(N\) new solutions
            end kernel
            kernel selection \(\triangleright\) Selection step
                    perform non-dominated sorting
                    if last front exceeds \(N\) then
                        perform reference-point-based sorting
                    end if
            end kernel
        end for
        write final 2 N solutions to the file
    end
```

After the mutation kernel, a total of $2 N$ solutions along with their objective function values were stored in global memory. This approach was adopted to enable all threads from each thread block to access all solutions when selecting the $N$ best solutions in the selection kernel. In the selection kernel, non-dominated sorting and reference-based sorting were performed. In non-dominated sorting, each thread handles one solution and determines its rank value by comparing it with other solutions. During the non-dominated sorting process, reference-point-based sorting is conducted to select solutions for inclusion among those exceeding $N$ within the same rank. In reference-point-based sorting, each thread normalizes the objective function values of a solution. After normalization, each thread calculates the perpendicular distances between its assigned solution and all reference points. Each solution is associated with the reference point with the shortest perpendicular distance. Each thread is then responsible for a reference point to select the $N$ best solutions. The solutions are randomly selected from the reference points that already have the fewest associated solutions selected for the $N$ best solutions. Once the $N$ best solutions are chosen, the selection step concludes, and these superior solutions are fed into the next mutation kernel as $N$ original solutions. After all cycles have concluded, all the $2 N$ solutions are saved to a file.

### 3.8. Mutation methods

As illustrated in Figure 1, the mutation step generates new solutions from the original ones to create optimized solutions that have higher objective values. We employ six distinct mutation methods, each aimed at improving one of six objective functions, including one method to randomly mutate codons. Specifically, when generating a new solution, one of these seven mutation methods is randomly selected and applied. Additionally, if the randomly generated number for a codon is less than the specified mutation probability, the codon may be mutated to another synonymous codon of the same amino acid.

1) Random: Codons of all CDSs in a solution are randomly mutated to different synonymous codons.
2) mCAI: Codons within the CDS that exhibit the minimum CAI value in a solution undergo mutation. Each codon is randomly mutated to one of its synonymous codons that have a greater weight than the original codon.
3) $m C P B$ : Codons within the CDS that exhibit the minimum CPB value in a solution undergo mutation. As mutating a codon impacts the cumulative CPS of the adjacent left and right codon pairs containing it, the codon is randomly mutated to one of the synonymous codons, resulting in a higher cumulative CPS for these pairs compared with the original CPS sum. To enable parallel mutation of codons by threads without dependency on neighboring codons, even-numbered cycles are used to mutate even-numbered codons, while odd-numbered cycles are designated for mutating odd-numbered codons. In this scenario, the mutation probability is doubled to compensate for half the codons eligible for mutation in the CDS.
4) $m H S C$ : Codons within the CDS that have the minimum HSC value in a solution undergo mutation. Similar to CPB, mutating a codon impacts the combined HSC of the adjacent left and right codons. Therefore, only even-numbered codons are mutated during even cycles, while oddnumbered codons are mutated during odd cycles. The codon is randomly mutated to one of the synonymous codons that have a greater combined HSC value for the adjacent left and right codons than the original HSC sum. Furthermore, the probability of such mutations occurring is doubled.
5) $m H D$ : Codons from one CDS (within a pair), which exhibits the minimum HD value in a solution, are subject to mutation. Among all synonymous codons, preference for mutation is given to the codon that can increase the minimum HD value of the solution. If the minimum HD value of the solution remains unchanged, and if there are synonymous codons capable of increasing the HD value of the CDS pair that originally had the minimum HD value, this codon is chosen for mutation. This approach is adopted because it could potentially decrease the HD value in conjunction with another CDS pair; by contrast, mutating the codon increases the HD value of the CDS pair with the original minimum HD value.
6) MGC3: Codons within the CDS that exhibit the maximum GC3 value in a solution undergo mutation. If the CDS's GC3 value exceeds the host organism's ideal GC3 value, the codon is randomly mutated to one of the synonymous codons, which would reduce the GC3 value. Conversely, if the GC3 value of the CDS falls below the ideal GC3 value of the host organism, the codon is randomly mutated to one of the synonymous codons, which would increase the GC3 value. With the exceptions of methionine and tryptophan, all amino acids can be encoded by synonymous codons that either include or lack G or C at the third position. Therefore, we dynamically adjusted the mutation probability, anticipating that the mutation of a single codon could reduce the discrepancy between the ideal and the current GC3 values by one. This dynamic mutation proba-
bility can be determined by the MGC3 value of the solution. This method was chosen to achieve efficient parallel mutation of codons across all threads.
7) MSL: The codons within one stem of the CDS, which exhibits the maximum SL value in a solution, are subject to mutation. Initially, the codon in the middle of the stem is randomly mutated to one of its synonymous codons. If this mutation results in a decrease in the SL value, the mutation process is terminated. Otherwise, the mutation occurs in the codon to the left side of the middle codon. If this does not decrease the SL value, mutation then occurs in the codon to the right part of the middle codon. This process of repeated mutations of the left and right codons progresses from the middle codon toward the ends of the stem and terminates immediately if there is a decrease in the SL value. The rationale for initiating mutations from the middle codon of the stem relies on the fact that a mutation of this codon has the potential to reduce the stems by up to half.

## 4. Experimental results

In our experiments, we used an AMD Ryzen 9 7950X, 16-core processor with 64 GB DDR5 RAM, and NVIDIA GeForce RTX 4090 ( 128 Ada SMs, 128 CUDA cores/SM, 24 GB global memory). The implementation was compiled using GCC 11.4.0 and CUDA 12.3 (driver version 545.23.08), running on the Ubuntu 22.04.3 LTS; Python (version 3.10.12) was also used.

Table 1. Protein instances used in the experiments.

| Code | Name | CDSs | Length (AA) | CDSs $\times$ Length |
| :--- | :--- | :--- | :--- | :--- |
| Q5VZP5 | DUS27_HUMAN | 2 | 1158 | 2316 |
| A4Y1B6 | FADB_SHEPC | 3 | 716 | 2148 |
| B3LS90 | OCA5_YEAS1 | 4 | 679 | 2716 |
| B4TWR7 | CAIT_SALSV | 5 | 505 | 2525 |
| Q91X51 | GORS1_MOUSE | 6 | 446 | 2676 |
| Q89BP2 | DAPE_BRADU | 7 | 388 | 2716 |
| A6L959 | TRPF_PARD8 | 8 | 221 | 1768 |
| Q88X33 | Y1415_LACPL | 9 | 114 | 1026 |
| B7KHU9 | PETG_CYAP7 | 10 | 38 | 380 |

Table 2. Nadir and ideal points for the calculation of quality indicators.

| Objective functions | Nadir value | Ideal value |
| :--- | :--- | :--- |
| mCAI | 0 | 1 |
| mCPB | -0.15 | 0.2 |
| mHSC | 0 | 0.4 |
| mHD | 0 | 0.5 |
| MGC3 | 0.6 | 0 |
| MSL | 1 | 0 |

Table 1 shows nine protein instances used in our experiments; these were selected based on their length of amino acid sequences and the number of CDSs to capture a range of complexities in protein
encoding. These protein instances are the same as those utilized in MOABC [46], MOSFLA [49], MaOMPE [35], and MOBOA [37]. The amino acid sequences for each protein were obtained from the UniProt databases [59]. Additionally, Table 2 provides the ideal and nadir values, which are used to normalize the objective function values to a range from zero to one, thereby ensuring an unbiased evaluation of solution quality post-optimization. The normalized objective function value is calculated using Eq (16). In this context, a lower objective function value, indicative of a more favorable outcome, corresponds to a normalized value approaching zero.

$$
\begin{equation*}
x_{\text {normalized }}=\frac{x-x_{i d e a l}}{x_{\text {nadir }}-x_{i d e a l}} \tag{16}
\end{equation*}
$$

The hypervolume and the minimum distance to the ideal point serve as pivotal quality indicators for evaluating the solutions in multi-objective optimization. Hypervolume, recognized as the most extensively adopted metric, assesses the quality of solutions by calculating the volume occupied by Pareto solutions in the objective space. In the context of the six-objective protein encoding problem addressed here, the hypervolume corresponds to the volume of the six-dimensional objective space encompassed by these Pareto solutions. A higher hypervolume value is indicative of superior multiobjective quality. Conversely, the minimum distance to the ideal point quantifies the proximity between the normalized objective function values of solutions and the utopian point, defined in this study as $(0,0,0,0,0,0)$. This metric is instrumental in selecting an optimal solution among the Pareto solutions with a preference for a smaller value. These metrics usually provide a comprehensive assessment of solution quality in multi-objective optimization problems.

Table 3. Experimental results of our GPU-accelerated NSGA-III and Pymoo-based NSGAIII (100 solutions and 100 cycles).

|  | Our NSGA-III | Pymoo (NSGA-III) |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Protein | Hypervolume | Min. Distances | Seconds | Hypervolume | Min. Distances | Seconds |
| Q5VZP5 | $21.46 \%$ | 0.9245 | 1.8 | $21.44 \%$ | 0.9180 | $28,766.4$ |
| A4Y1B6 | $14.05 \%$ | 0.9989 | 1.0 | $14.19 \%$ | 0.9816 | $15,782.8$ |
| B3LS90 | $13.11 \%$ | 0.9940 | 1.1 | $13.16 \%$ | 1.0223 | $19,346.7$ |
| B4TWR7 | $7.74 \%$ | 1.0983 | 0.8 | $7.72 \%$ | 1.0601 | $12,742.2$ |
| Q91X51 | $7.94 \%$ | 1.0917 | 0.7 | $8.21 \%$ | 1.0793 | $11,511.0$ |
| Q89BP2 | $8.54 \%$ | 1.0516 | 0.7 | $9.16 \%$ | 1.0373 | $10,132.1$ |
| A6L9J9 | $6.82 \%$ | 1.0976 | 0.3 | $6.57 \%$ | 1.0715 | 3614.4 |
| Q88X33 | $7.76 \%$ | 1.0559 | 0.2 | $8.49 \%$ | 1.0133 | 1064.5 |
| B7KHU9 | $6.16 \%$ | 1.0978 | 0.1 | $6.64 \%$ | 1.0509 | 140.8 |
| Average | $10.40 \%$ | 1.0039 | 0.7 | $10.62 \%$ | 0.9955 | $11,455.7$ |

Table 3 presents the experimental results comparing our GPU-accelerated NSGA-III method with the NSGA-III method provided by the Pymoo framework on CPUs. The Pymoo framework offers various single and multi-objective optimization algorithms based on Python. In other words, Pymoo's NSGA-III refers to the application of the NSGA-III method from Pymoo to our protein encoding problem. The experiments were performed with 100 solutions and 100 cycles. In addition, a mutation probability of $40 \%$ was employed as it yielded the best results compared with the mutation probabil-
ities of $1.25 \%, 2.5 \%, 5 \%, 10 \%, 20 \%, 40 \%$, and $50 \%$. As shown in Table 3, both our NSGA-III and Pymoo's NSGA-III demonstrated similar hypervolume and minimum distance to the ideal point outcomes on average. However, as Table 3 illustrates, our NSGA-III executed approximately 15,454 times faster than Pymoo's NSGA-III. Consequently, our NSGA-III can deliver solutions of similar quality to those of Pymoo's NSGA-III but in a significantly reduced running time. Furthermore, the expedited execution time implies that our method can process a larger number of solutions and cycles, indicating its capability to accomplish more optimization within a shorter timeframe compared to Pymoo.

Figure 4 shows the comparative analysis hypervolume and minimum distance to the ideal point outcomes for NSGA-III ( 6 -obj), NSGA-II ( 6 -obj), and NSGA-II ( 3 -obj) methods for the CAI, CPB, HSC, HD, GC3, and SL objective functions. NSGA-III (6-obj) represents our method, whereas NSGA-II (6-obj) denotes the application of NSGA-II to the same objective functions utilized in our method. The primary distinction between these two methods lies in the selection step: NSGA-III ( $6-\mathrm{obj}$ ) employs non-dominated sorting and reference-based sorting, whereas NSGA-II (6-obj) utilizes non-dominated sorting and crowding distance sorting. The NSGA-II (3-obj) method, as proposed in [60], is a GPUaccelerated approach based on Terai's method, considering the CAI, HD, and LRCS objective functions. NSGA-II (3-obj) provides solutions that are very similar to Terai's but run much faster. Given that NSGA-II (3-obj) employed a mutation probability of 5\%, both NSGA-III (6-obj) and NSGA-II ( $6-\mathrm{obj}$ ) also adopted the same mutation probability. In the experiments, the number of solutions was set to 100 , and the cycles were conducted at the intervals of $100,200,400,800,1600,3200$, and 6400 . In all cases, NSGA-II ( 3 -obj) exhibited a poorer hypervolume and a greater minimum distance to the ideal point compared with both NSGA-III (6-obj) and the NSGA-II (6-obj).

Furthermore, increasing the number of cycles did not result in a significant improvement in the quality of solutions in NSGA-II (3-obj). In other words, even with an increased number of cycles, the NSGA-II (3-obj) method, akin to Terai's method, failed to yield satisfactory solutions in the CAI, CPB, HSC, HD, GC3, and SL objective space. When comparing NSGA-III ( 6 -obj) and NSGA-II ( $6-\mathrm{obj}$ ), NSGA-II (6-obj) yielded better hypervolume outcomes with fewer cycles. However, NSGA-III (6-obj) consistently outperformed NSGA-II (6-obj) in hypervolume in all the cycles for both the Q91X51 and Q89BP2 proteins. In addition, from cycle 3200 onward, the NSGA-III (6-obj) showed a consistently better hypervolume for all the proteins than NSGA-II (6-obj). Finally, NSGA-III (6-obj) demonstrated superior results in terms of the minimum distance to the ideal point compared with NSGA-II ( 6 -obj) across all proteins and cycles.


Figure 4. Experimental results of NSGA-III (6-obj), NSGA-II (6-obj), and NSGA-II (3-obj) methods.


Figure 5. Experimental results of our methods with static (20\%) and dynamic mutation probabilities and Pymoo ( 100 solutions and 100 cycles with $40 \%$ mutation probability).

As shown in Figure 5, owing to the exceptionally short execution times of our method, we tested it with various numbers of cycles and solutions to demonstrate its advantages. The experiments used 100, 200 , and 400 solutions coupled with $100,200,400,800,1600,3200,6400$, and 12,800 cycles. At 12,800 cycles, a mutation probability of $20 \%$ yielded the best results among the tested values of $1.25 \%$, $2.5 \%, 5 \%, 10 \%, 20 \%, 40 \%$, and $50 \%$ for all solution counts of 100,200 , and 400 . However, for 100 solutions at 100 cycles, a $40 \%$ mutation probability provided better solutions, indicating that relatively higher mutation probabilities were more effective in yielding high-quality solutions when the number of cycles was low. Similarly, for 200 solutions and 400 solutions, using a mutation probability of $40 \%$ at 100 cycles yielded better hypervolume and minimum distance to the ideal point outcomes. Nevertheless, at 12,800 cycles, a $20 \%$ mutation probability yielded the best results. It was observed that the use of relatively lower mutation probabilities became more effective in enhancing the solutions as their quality improved to a certain extent. Therefore, we also present extended experimental results illustrating the effects of gradual reduction of the mutation probability. The mutation probability starts at $40 \%$ and decreases by a certain percentage every 100 cycles until it falls below $1 \%$, at which point the mutation probability is fixed at $1 \%$. Mutation decrease ratios of $10 \%, 20 \%, 30 \%$, and $40 \%$ were tested.

The experimental results demonstrated that reducing the mutation probability by $10 \%$ every 100 cycles yielded the best outcomes for all solution counts of 100, 200, and 400 at 12,800 cycles. Moreover, the application of dynamically changing mutation probabilities led to superior hypervolume and minimum distance to the ideal point values at 12,800 cycles compared with the use of a fixed $20 \%$ mutation probability. In other words, with an equal number of solutions, dynamically reducing mutation probabilities outperformed the use of a fixed mutation probability at 12,800 cycles. Consequently, initiating higher mutation probabilities in the initial cycles and then gradually reducing them contributed to the improvement in the quality of solutions. The red straight lines in Figure 5 represent the hypervolume and minimum distance to the ideal point values obtained with Pymoo using 100 solutions and 100 cycles with a $40 \%$ mutation probability. In our expanded experiments, our method yielded solutions with significantly better hypervolume and minimum distance to the ideal point values outcomes by increasing both the number of solutions and cycles compared with those achieved by Pymoo. Therefore, our method effectively generates high-quality solutions by increasing both the number of cycles and the number of solutions.

## 5. Conclusions

In this study, we proposed a method for designing a set of CDSs aimed at maximizing protein expression levels by taking into account numerous influential objective functions: CAI, CPB, HSC, HD, GC3, and SL. Our approach, based on NSGA-III, was accelerated using GPUs to optimize efficiently these multiple objectives. As a result, our method generated the set of CDSs with similar quality in a significantly shorter time compared with the use of the Pymoo framework. This acceleration enables an increase in both the number of solutions and the number of cycles, thereby facilitating the maximization of protein expression levels. In other words, our method has the advantage of accommodating a larger number of solutions and cycles. We experimented by increasing the number of solutions to 400 and the number of cycles to 12,800 . As a result, the increase in the number of solutions and cycles led to better hypervolume and minimum distance to the ideal values, demonstrating our method's capacity to provide higher-quality solutions.

In our extended experiments, we observed that a higher mutation probability was effective for relatively short cycles, while a lower mutation probability was preferred for larger cycles. In other words, when solutions attain a certain quality level, employing relatively low-mutation probabilities significantly improves solutions compared with the use of higher mutation probabilities. Consequently, our experiments, which began with a $40 \%$ mutation probability and were progressively reduced by $10 \%$ every 100 cycles until reaching $1 \%$, showed that this gradual reduction in mutation probability yielded better solutions than maintaining a fixed $20 \%$ mutation probability. In addition, our other experimental results revealed that NSGA-II may have been more effective at lower cycle counts. However, beginning at 3200 cycles, NSGA-III consistently outperformed NSGA-II in providing better solutions for all proteins. Finally, our method is available as open-source software, accessible at: https://github.com/CAU-HPCL/Protein_encoding_v2_NSGA-III.

## 6. Discussion and future work

Multi-criteria decision-making (MCDM) method. In real application cases, we need a best compromised solution among Pareto optimal solutions. A common approach for this is the technique for order of preference by similarity to ideal solution (TOPSIS) [61]. TOPSIS is a concept that selects the alternative that is closest to the positive ideal solution (PIS) and farthest from the negative ideal solution (NIS), considering both the best and worst alternatives simultaneously to facilitate rational human decision making. This method allows users to set weights for each objective, thereby enabling them to choose their desired optimal solution.

GPU-accelerated multi-objective optimization. There are numerous challenges in bioengineering beyond simply maximizing protein expression levels. For instance, polymerase chain reaction (PCR) is a technology extensively employed in almost all biotechnology research areas for the mass replication of specific deoxyribonucleic segments. Optimizing primers is crucial for enhancing PCR performance and minimizing biases that could result in inaccurate conclusions during quantitative analysis [62]. Additionally, the early detection of cancer biomarkers can decrease mortality rates through treatments tailored to these biomarkers. Gene expression, a significant biomarker, can be effectively quantified using RNA sequencing technology; however, identifying cancer biomarkers poses a challenge owing to the generation of high-dimensional data. This issue can be addressed by selecting the most relevant genes, with multi-objective optimization methods being particularly well-suited to this gene selection challenge [63]. Furthermore, multi-objective optimization algorithms have found broad applicability in addressing problems across various domains extending beyond the scope of bioengineering. For instance, the adaptive polyploid memetic algorithm was utilized to address the truck scheduling problem, aiming to reduce operational costs at the cross-docking terminal [64]. Song et al. [65] proposed an improved particle swarm optimization algorithm to facilitate smooth path planning for mobile robots taking into account issues of local trapping and premature convergence. Our future work is aimed at modifying various multi-objective optimization algorithms to enable parallel processing and applying them to solve a diverse array of problems using GPUs. Furthermore, we intend to develop enhanced search strategies to identify effectively the Pareto-optimal solutions to various problems.
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