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A B S T R A C T

Video frame interpolation is particularly challenging when dealing with large and non-linear object motions,
often resulting in poor frame quality and motion artifacts. In this study, we introduce a novel dual-approach
methodology for video frame interpolation that effectively addresses these complexities. Our method consists
of two key components: a Region of Motion (RoM) loss and self-attention mechanisms. The RoM loss is
designed to spotlight significant movements within frames. This is achieved by employing feature-matching
techniques that assign tailored weights during the training process, ensuring that areas of intense motion are
given priority. This is facilitated by the computation of optical flow, which identifies crucial feature points
and highlights regions of significant motion for targeted enhancement. Our method incorporates self-attention
mechanisms to maintain inter-frame continuity while emphasizing the unique attributes of individual frames.
The self-attention scores reduce motion discrepancies and enhance the distinctiveness and texture quality of
each frame. We validate the efficacy of our approach through extensive evaluations on benchmark datasets,
including Vimeo-90K, Middlebury, UCF101, and SNU-Film.
1. Introduction

Video Frame Interpolation (VFI) is an essential technique for gener-
ating intermediate frames between two consecutive video frames, play-
ing a crucial role in enhancing video processing applications. This tech-
nique enhances video quality and performance by creating smoother
transitions between frames and improving temporal resolution. VFI is
particularly important for applications like frame rate enhancement,
allowing videos to be played at higher refresh rates, which improves
viewing experiences [1]. Additionally, VFI facilitates the creation of
slow-motion videos [2] by generating additional frames, offering more
detailed visual content. VFI is also used to restore high-definition
frames in low-resolution videos [3–5], thereby enhancing visual clarity.
These advancements are crucial in meeting the growing demand for
high-quality video content on modern platforms, where superior play-
back quality is increasingly expected. Traditional VFI methods involve
a series of steps, including motion estimation, motion compensation,
occlusion detection, and motion-compensated frame synthesis. While
these approaches are foundational in the field, they are often prone to

∗ Corresponding author at: Department of Artificial Intelligence, Chung-Ang University, Seoul, 06974, South Korea.
E-mail addresses: yjkim@ipis.cau.ac.kr (Y. Kim), kwonsk@ipis.cau.ac.kr (S. Kwon), dgkang@ipis.cau.ac.kr (D. Kang), dl218218@ipis.cau.ac.kr (H. Lee),

paikj@cau.ac.kr (J. Paik).
1 These authors equally contributed to this manuscript.

challenges such as blurring, visual artifacts caused by a motion discrep-
ancy, and ghosting effects, which detract from the overall quality of the
interpolated video frames. These issues are especially pronounced in
videos with large or nonlinear object movements, resulting in reduced
interpolation performance.

The integration of deep learning techniques into the realm of com-
puter vision has significantly put forward the field of Video Frame
Interpolation (VFI), catalyzing breakthroughs and expanding research
efforts. Deep learning approaches to VFI typically merge motion esti-
mation with pixel synthesis, where accurately predicting the motion of
objects across frames is crucial for enhancing interpolation outcomes.
Convolutional Neural Networks (CNNs) are at the forefront of motion
estimation, with methods broadly categorized into kernel-based [6–10]
and flow-based algorithms [11–17]. Despite their effectiveness, CNN-
based strategies encounter challenges in handling large motions due
to the localized nature of convolution operations and the limitations
imposed by the size of their receptive fields.

Given the limitations faced by CNNs, the exploration of transformers
has gained momentum, leveraging their adaptability across diverse
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Fig. 1. Comparison of VFI techniques for pronounced motions: While the DQBC method results in artifacts within the shoe region, the proposed method achieves precise rendering
of the shoe region.
applications [18–20]. Unlike CNNs, which are constrained by their
inherent locality, transformers excel through their ability to compute
attention scores globally across all pixels. This global perspective allows
transformer-based VFI models to overcome CNNs’ difficulties in captur-
ing long-range dependencies [21,22], facilitating more precise motion
estimation via the self-attention mechanism [18]. Despite the promis-
ing advancements achieved with these transformer-based approaches,
challenges remain, especially in accurately interpolating videos with
extensive large-scale motion.

The challenges in handling significant object motion in Video Frame
Interpolation (VFI) can be summarized as follows:

• The presence of pronounced non-linear object movements intro-
duces considerable challenges in accurately interpolating video
frames.

• The dependency on receptive fields for motion estimation often
leads to instability and inaccuracies in scenarios involving rapidly
moving objects.

• The task of capturing the intricate dynamics of real-world motion
poses significant obstacles, taking away from the effectiveness of
motion interpolation in replicating true motion behaviors.

In this paper, we present a novel video frame interpolation (VFI)
technique that leverages Region of Motion (RoM) loss and attention
scores, employing an efficient and robust method that utilizes RoM loss
and transformer attention scores. The proposed method enhances the
modeling of relationships between temporally adjacent frames through
a bidirectional correlation technique [23], which not only mitigates
the issues associated with receptive field dependence but also aids in
generating a more accurate motion field. To address the interpolation
problem of large-scale motion, our approach utilizes a feature-matching
algorithm across two consecutive frames. This algorithm identifies
motion intensity, based on which bounding boxes are defined—termed
as RoM. We then compare these motion regions with those from the
ground truth, formulating a RoM loss to minimize the differences be-
tween the predicted and actual motion fields. Moreover, we incorporate
self-attention scores within the foundational encoder of the CNN archi-
tecture, enhancing correlation modeling. This enhancement is further
applied to ContextNet, developed specifically for refining the motion
field. The resulting feature maps are finely tuned to contexts marked by
2 
self-attention, particularly benefiting the depiction of rapidly moving
objects.

Through this advanced technique, our research effectively addresses
the challenges posed by substantial motion, focusing on frame regions
with pronounced movement. By combining RoM loss and self-attention
mechanisms, our method significantly enhances motion estimation ac-
curacy, especially in cases involving large and rapid object move-
ments, thereby overcoming the limitations of traditional CNN-based
methods. As shown in Fig. 1, the proposed VFI method demonstrates
superior performance in generating intermediate frames for videos
featuring dynamic activities, such as running, significantly surpassing
the capabilities of existing methods [23].

The key contributions of this paper are as follows:

• Introduction of the RoM loss: This loss leverages feature-matching
algorithms to identify features indicative of pronounced motion.
During the training phase, these features are emphasized using
tailored weights.

• Implementation of self-attention scores: Self-attention scores are
incorporated to focus on each individual frame. This highlights
the importance of both inter-frame correlation and the extraction
of self-attentive features within individual frames.

• Superior performance in frame interpolation: Our model exhibits
exceptional performance in frame interpolation for VFI tasks,
particularly on benchmarks characterized by substantial motion.

In summary, this study presents a robust and innovative solution
for video frame interpolation, delivering significant improvements in
interpolation quality. Our contributions include the introduction of the
RoM loss, which emphasizes significant frame movements, the imple-
mentation of self-attention scores to enhance inter-frame continuity,
and the demonstration of superior performance in interpolation tasks,
especially on benchmarks characterized by substantial motion. These
advancements have important implications for various video processing
applications.

The structure of the paper is as follows: Section 2 provides an
analysis of video frame interpolation techniques and reviews self-
attention mechanisms. Section 3 describes the proposed model, which
addresses large movements and improves robustness compared to exist-
ing methods. Section 4 presents the experimental results, including the
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Fig. 2. Pixel-based motion estimation via optical flow.
datasets used and various test scenarios. Finally, Section 5 concludes
the study by summarizing the findings and suggesting directions for
future research.

2. Related work

In the field of video processing, the advancement of video frame
interpolation (VFI), motion estimation, and self-attention mechanisms
stand as pivotal areas of research that have significantly contributed
to the development of sophisticated video enhancement techniques.
This section provides an overview of the related work in these do-
mains, setting the stage for our proposed methodology that leverages
Region of Motion (RoM) loss and self-attention mechanisms to ad-
dress the challenges of large and complex motion patterns in video
frame interpolation. Through this exploration, we aim to contextualize
our contributions within the broader landscape of video processing
advancements.

2.1. Video frame interpolation (VFI)

Video Frame Interpolation (VFI) is a research area dedicated to
creating additional intermediate frames within video sequences. In the
field of deep learning-based VFI, methods are generally divided into
two main groups: kernel-based [6–10] and flow-based [11–17]. Kernel-
based approaches estimate spatially adaptive convolution kernels for
synthesizing pixels, whereas flow-based strategies excel in capturing
larger movements without the constraints of kernel sizes. Consequently,
flow-based techniques have gained prominence in the field of VFI,
offering a more flexible solution for accurately representing motion.

2.2. Motion estimation

The distinction in motion between background elements and objects
poses a significant challenge in the creation of intermediate frames,
making precise motion estimation a critical component in Video Frame
Interpolation (VFI). Motion estimation involves identifying motion vec-
tors that delineate the temporal shift from initial to subsequent frames
within a sequence. Motion vectors can be determined through three
primary methodologies: pixel-based [24,25], feature-based [26,27],
and deep-learning-based methods [28,29].

Pixel-based methods. Optical flow [30–34] is a widely used technique
in pixel-based motion estimation, capturing the motion dynamics of
individual pixels across a sequence. As shown in Fig. 2, it calcu-
lates both the direction and magnitude of pixel displacements between
consecutive frames.

Another remarkable pixel-based approach is block-matching [35–
37], which identifies macroblocks in consistent locations across succes-
sive frames for motion estimation. Fig. 3 illustrates the block-matching
technique, where the red box indicates a macroblock and the red arrow
represents the motion vector.
3 
Fig. 3. Pixel-based motion estimation through block matching. The red boxes indicate
macroblocks and the red arrow represents the motion vector.

Feature-based methods. This method employs visual features such as
corners and textured areas to estimate motion by comparing features
between frames. Algorithms like SIFT [38], SURF [39], and ORB [40]
are crucial for feature extraction, detecting points and generating de-
scriptors around them. Feature matching involves comparing these
descriptors across images to find corresponding feature point pairs,
with nearest neighbor matching [41] and RANSAC [42] being primary
techniques for this purpose. Fischler and Bolles proposed an itera-
tive approach to model estimation from randomly sampled feature
points, identifying inliers that fit the model appropriately. Feature-
based methods are employed in image retrieval, object recognition,
image classification, and VFI, where they discern feature points in
adjacent frames.

Deep-learning-based methods. Deep learning methods have introduced
networks that automate the feature extraction process by training on
specific frame features. In this subsection, we will omit basic CNN-
based motion estimation methods and briefly introduce techniques that
utilize the attention mechanism and transformers. Sarlin et al. devel-
oped a context aggregation mechanism using attention [28], which
assigns scores to feature points and filters out mismatches based on
these scores for precise feature point detection. Sun et al. integrated
self and cross-attention layers within a transformer to generate feature
descriptors influenced by both images [29], enhancing the extraction
of quality feature points in challenging conditions. Moreover, recent
advancements in 3D vision have shown that integrating monocular
3D object detection techniques [43,44] with deep learning can sig-
nificantly improve the accuracy of motion estimation. Deep learning
approaches are noted for their accuracy and reliability in motion
estimation.

2.3. Self-attention mechanism

The attention mechanism, originally introduced for neural machine
translation [45], enables the capture of long-range dependencies in
data [18]. Self-attention, a key component of the transformer model,
assesses the relevance of different positions within a sequence, facili-
tating the identification of contextual relationships. This mechanism’s
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scalability has led to its application across various domains, including
vision tasks with the Vision Transformer (ViT) [19].

The self-attention mechanism, also known as scaled dot-product
attention, operates using key, query, and value sequences. It calculates
attention scores and probability distributions to assess the significance
of each element, producing an output as a weighted sum of the value
vectors.

Building on this mechanism, recent developments aim to improve
VFI performance. Zhang et al. re-examine inter-frame attention pro-
cessing to refine appearance features and extract motion data [46].
Additionally, Danier et al. employ a self-attention approach for effi-
cient inference on high-resolution videos, utilizing a multi-axis self-
attention layer that maintains linear complexity relative to input di-
mensions [47]. Furthermore, the self-attention mechanism is suitable
for high-speed data processing and is particularly effective when com-
bined with event-based cameras [48,49] that offer high temporal res-
lution. This combination is expected to significantly enhance inter-
olation quality by accurately capturing object movements. Moreover,

the effectiveness of machine learning algorithms in predicting com-
plex patterns, as demonstrated by Nisa et al. [50], underscores the
potential of integrating such techniques with self-attention models to
further enhance video analysis systems. The self-attention mechanism
is not limited to simple image processing but has also proven to be
effective in other domains such as few-shot object detection [51] and
ision-language interaction [52], highlighting its versatility.

3. Proposed methods

From a generative standpoint in Video Frame Interpolation (VFI),
ur objective is to accurately generate intermediate frames within
ideos, especially in scenarios where both background and objects ex-

hibit significant motion. To solve this problem, we introduce a cutting-
dge VFI model designed to excel in conditions of substantial motion,
acilitating the creation of precise intermediate frames. The proposed
odel, termed ‘‘Nonlinear Video Frame Interpolation with RoM Loss

nd Attention Score’’, features two primary components: (1) Self-
ttention score mechanism dynamically adjusts to emphasize regions
f the frame with significant motion. This mechanism is integrated with
eatures from both the Basic Encoder and ContextNet, enabling the

model to generate a self-attention feature map that captures complex
motion patterns. By focusing on these regions, the model improves the
prediction of motion trajectories for objects and backgrounds across
frames. (2) RoM loss function focuses on large motion features, en-
hancing the model’s performance by selectively minimizing prediction
errors in regions of significant motion. This prioritization is crucial for

aintaining visual coherence in the interpolated frames. Fig. 4 provides
a schematic representation of the proposed methodology, illustrating
how these components interact to produce high-quality intermediate
frames in scenarios with significant motion.

3.1. Self-attention score

To enhance the interpolation quality of video frames characterized
by significant motions, our approach integrates a self-attention mecha-
nism [18,53], with a particular emphasis on key data points involved
in substantial movements. The self-attention mechanism has proven
effective in addressing challenges associated with large motions and
refining the quality of interpolated frames. Its ability to dynamically
adjust weights allows prioritization of areas with intense motion within
the input frame by assigning them higher importance, while areas
with less motion receive lower weights. This strategy aligns with our
method’s focus on addressing large motions in Video Frame Interpola-
tion (VFI). The self-attention mechanism offers several advantages over
traditional interpolation methods. Traditional methods often struggle
to accurately capture and represent large motions within video frames,
4 
leading to artifacts and blurred results. In contrast, self-attention dy-
namically weights different areas within the frame, prioritizing regions

ith significant motion. This approach enhances motion estimation and
roduces higher-quality interpolated frames. Moreover, the flexibility
nd scalability of self-attention make it effective in handling complex
otion patterns that traditional convolutional methods may not ade-

uately address. As shown in Fig. 4, self-attention scores are applied to
the feature maps obtained from both the Basic Encoder and ContextNet.
Once these feature maps are refined, a CNN-based frame synthesis
network generates the final interpolated frame, calculating both image
and occlusion map residuals to enhance interpolation accuracy.

The self-attention scores play a crucial role in maintaining inter-
rame continuity by selectively focusing on regions with high motion,

ensuring these areas are consistently tracked and accurately repre-
sented across frames. Additionally, by highlighting unique attributes
of individual frames, such as areas of sudden or complex motion, the
self-attention scores help preserve the distinct characteristics of these
regions while seamlessly integrating them into the interpolated frames.

The architecture of the self-attention mechanism is illustrated in
Fig. 5, and the procedure to compute the attention map is detailed
below:

𝑆𝑛 =
exp(𝑑𝑛)

∑𝑛
𝑘=1 exp(𝑑𝑛)

, 𝑑𝑛 = 𝑓𝐾 (𝑋𝑛)𝑇 𝑓𝑄(𝑋𝑛), (1)

where 𝑋𝑛 denotes the feature map derived from the input image by the
ackbone. 𝑑𝑛 is derived by taking the transpose of the key from 𝑓𝐾 and
ubsequently computing its dot-product with the query from 𝑓𝑄. The
ttention map 𝑆𝑛 is obtained by applying a softmax function to 𝑑𝑛. The
reviously computed attention weights are then employed to determine
 weighted sum of the value across all sequence elements.

𝐴𝑛 =
𝑁
∑

𝑛=1
𝑆𝑛(𝑓𝑉 (𝑋𝑛)), (2)

where 𝐴𝑛 denotes the attention weight, and 𝑁 represents the number
of positions derived from the feature of the previous hidden layer.

As illustrated in Fig. 5, two consecutive input image frames 𝐼0 and
𝐼1 are processed through the backbone network to produce respective
eature maps. Bilinear correlation is applied to the feature maps ex-
racted from two input frames, serving as a significant prior in the VFI
ask. This enhances the accuracy of motion field generation through
he Densely Quried Bilateral Correlation (DQBC) method [23]. The

self-attention scores improve texture quality by effectively capturing
and emphasizing fine details in areas of significant motion, which
raditional methods might overlook or blur. This ensures that intricate
extures and subtle motion nuances are well-preserved in the interpo-
ated frames, resulting in sharper and more realistic outcomes. In the
roposed method, the utilization of self-attention is key to extracting
ital information from feature maps. This leads to the generation of

a self-attention feature map, which emphasizes critical areas, partic-
ularly those with significant object movement. This approach plays a
crucial role in producing high-quality intermediate frames, particularly
effective in situations with considerable motion.

3.2. Region of motion (RoM) loss

Conventional loss functions, especially 𝓁1 and 𝓁2 losses, are widely
sed in image processing tasks due to their inherent simplicity and
omputational advantages. However, in scenarios characterized by ex-

tensive motion, these mechanisms struggle, as they uniformly assign
qual importance to both stationary and moving regions within a
rame, failing to differentiate between the two. As shown in Fig. 4,

our proposed RoM loss addresses the issue of creating inconsistent
intermediate frames in videos with significant object movement. It
handles large motions by identifying the high-motion areas in a frame
and reducing the difference between the predicted area and the actual

scene. To develop this function, we employed the Shi-Tomasi corner
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Fig. 4. Schematic representation of the proposed framework. Consecutive frames are processed through self-attention in the Basic Encoder and ContextNet, generating a motion-
focused feature map. The proposed RoM loss captures motion magnitude using feature matching and optical flow, leading to the creation of a region of motion box. This box is
then placed on both the ground truth and predicted intermediate frames, facilitating the progressive learning process by minimizing differences between the frames.
Fig. 5. Adapted self-attention architecture in our proposed method. This illustrates the process where two consecutive frames are fed into the Basic Encoder and ContextNet. Here,
a self-attention mechanism is utilized on the extracted feature maps, leading to the creation of a feature map that specifically highlights areas of motion within the frames.
detection [54] and the Lucas-Kanade optical flow estimation [55]
algorithms. These techniques are simpler and more resource-efficient
than other deep learning approaches that rely on vast datasets and
intricate structures [56].

3.2.1. Motion estimation-based feature point matching
Feature point extraction involves identifying key points within an

image or video frame. This technique finds applications in a range
of vision tasks, including object segmentation [57–59], video classifi-
cation [60–62], and video frame interpolation [6,8,11,22,23]. In the
proposed method, we employ the Shi-Tomasi corner detection algo-
rithm for this purpose. This algorithm builds upon the foundational
Harris corner detection method [63]. At its core, the Shi-Tomasi ap-
proach assumes that significant changes in an image during window
movement indicate that the region beneath the original window likely
represents a corner, which can be mathematically expressed as

𝐸(𝑢, 𝑣) =
∑

𝑥,𝑦
𝑤(𝑥, 𝑦)[𝐼(𝑥 + 𝑢, 𝑦 + 𝑣) − 𝐼(𝑥, 𝑦)]2, (3)

where 𝐸(𝑢, 𝑣) represents the difference in intensity between the original
window 𝐼(𝑥, 𝑦) and the moving window 𝐼(𝑥 + 𝑢, 𝑦 + 𝑣) when moving
along the 𝑥 or 𝑦 axis. The function 𝑤(𝑥, 𝑦) is a rectangular or Gaussian
window function. A matrix representing the intensity change around a
specific pixel for corner detection must be defined. The equation for
calculating matrix 𝑀 is as follows:

𝑀 =
∑

𝑤(𝑥, 𝑦)
[

𝐼2𝑥 𝐼𝑥𝐼𝑦
2

]

, (4)

𝑥,𝑦 𝐼𝑥𝐼𝑦 𝐼𝑦

5 
where 𝐼𝑥 and 𝐼𝑦 are the intensity changes in the 𝑥 and 𝑦 directions at
the corresponding pixel location in the image. The set of eigenvalues
𝐸𝑀 = {𝜆1, 𝜆2} of the matrix 𝑀 play a pivotal role in detecting corners.
In Shi-tomasi corner detection algorithm, the minimum value of the
eigenvalues 𝑅 is defined as the corner score:

𝑅 = min(𝜆1, 𝜆2), 𝐶 𝑜𝑟𝑛𝑒𝑟𝑃 𝑜𝑖𝑛𝑡(𝐹 ) = {(𝑥, 𝑦)|𝑅(𝑥, 𝑦) > 𝑅}, (5)

where 𝑅 serves as a threshold, differentiating whether a point is
deemed a corner. Pixels with coordinates (𝑥, 𝑦) exceeding the 𝑅 value
are designated as corner points 𝐹 . These identified corner points 𝐹 in
the image subsequently play a role in the optical flow computation.

Optical flow analysis is crucial for understanding the movement
of objects or pixels across successive video frames, providing essential
insights into motion dynamics. In our approach, we utilize the Lucas-
Kanade method for optical flow estimation [55], a well-regarded and
widely-used technique in various visual computing tasks. This method
relies on the assumption of brightness constancy around a pixel to com-
pute the optical flow vector, which indicates the direction and speed
of motion for an object or pixel. The Lucas-Kanade technique begins
by identifying key feature or corner points in the image, followed by
calculating motion vectors based on the brightness levels of nearby
pixels.

While the Lucas-Kanade method is sometimes criticized for its sen-
sitivity to large-scale motions, it is important to contextualize what
constitutes ‘‘large motion’’ within the realm of Video Frame Interpola-
tion (VFI). In VFI, a significant motion typically spans the gap between
1 and 15 frames, equivalent to half a second at a standard video
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Fig. 6. Illustration of information content. This diagram encapsulates a key principle of information theory: events with a low probability 𝑝(𝑥) are associated with a high information
content 𝐶(𝑥).
frame rate of 30 frames per second. Such a duration generally does
not result in the type of extensive object or background movement
that would compromise the effectiveness of Lucas-Kanade’s optical flow
estimation, thus maintaining its viability and accuracy in our proposed
method.

The mathematical formulation of optical flow is described by the
equation

𝐼𝑥(𝐹 ) ⋅ 𝑢 + 𝐼𝑦(𝐹 ) ⋅ 𝑣 = −𝐼𝑡(𝐹 ), (6)

where 𝐹 = 𝑥𝑖, 𝑦𝑖|𝑖 = 0,… , 𝑛 − 1 denotes the set of feature points, 𝐼𝑥(𝐹 )
and 𝐼𝑦(𝐹 ) represent the spatial gradients in the 𝑥 and 𝑦 directions,
respectively, for pixel intensity at a feature point 𝐹 , identified using the
Shi-Tomasi corner detection method. The variables 𝑢 and 𝑣 denote the
components of the velocity vector at the feature points 𝐹 . 𝐼𝑡(𝐹 ) captures
the temporal intensity change at the feature point. This equation serves
to compute the velocity vectors (𝑢 and 𝑣) at each feature point, thereby
quantifying the motion at those locations. By applying optical flow
calculations, we can accurately estimate motion between video frames,
an essential aspect of our interpolation strategy.

3.2.2. Leveraging partial information to optimize video frame interpolation
Information theory is a framework for quantifying the information

content inherent in an event [64]. At the heart of this theory lies the
principle that events with lower occurrence probabilities (i.e., rarer
events) possess greater informational value than more common ones.
The information content of an event is determined by the following
equation:

𝐶(𝑥) = log𝑎
(

1
𝑝(𝑥)

)

= − log𝑎 𝑝(𝑥), (7)

where 𝑝(𝑥) is the probability of event 𝑥 occurring. This equation outputs
a value that quantifies the amount of information, with the base of
the logarithm, 𝑎, defining the unit of measure for this information.
Specifically, when 𝑎 is set to 2, the information is measured in ‘‘bits’’.

As shown in Fig. 6, which visually illustrates the information con-
tent, it becomes evident that as the probability 𝑝(𝑥) approaches 0,
the value of 𝐶(𝑥) tends towards infinity, while conversely, as 𝑝(𝑥)
approaches 1, 𝐶(𝑥) approaches 0.

Eq. (7) delineates that events occurring with lower probabilities
possess higher information content, whereas events occurring more
frequently have lesser information content. This principle underscores
a fundamental principle of information theory: the greater the in-
formation content, the more significant the information conveyed.
6 
Information theory establishes a method for quantitatively assessing the
information content of an event [64], positing that less probable (rarer)
events are more informative than common occurrences. This theory
articulates the relationship between event probability and information
content through the equation − log𝑎 𝑝(𝑥), where 𝑝(𝑥) is the probability
of an event 𝑥 and 𝑎 denotes the logarithm’s base. According to this re-
lationship, events with lower probabilities are characterized by higher
information content, suggesting that in the realm of information the-
ory, a larger amount of information content signifies more substantial
information.

We have developed a loss function inspired by information theory to
effectively address challenges associated with large motions. Diverging
from the traditional application of information theory, which evaluates
information based on event probabilities, our approach in Video Frame
Interpolation (VFI) assesses it based on the extent of regions within a
video frame. Thus, in scenarios involving significant object movements,
such motions are deemed to carry high informational value. Addition-
ally, we opt to either overlook or assign lesser importance to areas
exhibiting minimal motion, such as backgrounds. As shown in Fig. 7,
this strategy of reallocating focus enhances emphasis on regions experi-
encing substantial motion—highlighted in green to signify the object’s
motion (i.e., crucial information)—and reduces attention on less critical
areas, marked in blue to denote the background (i.e., non-essential
information).

The proposed technique effectively filters out redundant details with
minimal information content from the frame, focusing solely on crucial
details with high informational value for interpolation. As shown in the
right panel of Fig. 7, the cumulative information content of the frame is
significantly reduced, while the informational value of key elements is
preserved. This selective filtering process enables the model to allocate
computational resources more efficiently and produce more accurate
intermediate frames. By selectively focusing on regions of interest,
the attention-based filtering process plays a crucial role in enhancing
the performance of video frame interpolation models. This technique
has shown to be particularly effective in scenarios involving complex
motion patterns and challenging visual elements.

The essential informational content �̂�𝑖 within a frame, focusing
solely on crucial areas, is calculated using the equation:

�̂�𝑖 =
𝑚−1
∑

𝑖=0
𝑤 ⋅ (𝛼 ⋅ 𝑓 (𝛼)) + (1 − 𝛼 ⋅ 𝑓 (1 − 𝛼)), (8)

where 𝑖 signifies the frame permeated with essential information, and
𝛼 denotes the fraction of critical information regions retained after
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Fig. 7. Illustration of large motion within a frame. This example highlights the significant motion of an object, where the primary information content, denoted by �̂�𝑖, is centered
on areas of extensive motion. The region marked by 𝑤 represents the weight assigned to this crucial information, accentuating the importance of movement.
excluding non-essential details. This formula computes the overall in-
formation content by applying the weighting of both essential and
non-essential information across 𝑖 ∈ 0,… , 𝑚 − 1 frames to their corre-
sponding regional values.

The parameter 𝑤 acts as a weighting factor, accentuating the focus
on essential information. Drawing inspiration from information theory,
our methodology prioritizes areas abundant in motion, pivotal for the
interpolation process. As depicted in Fig. 7, the segment where two
frames intersect, denoting essential information, is labeled as 𝑤. This
intersection area 𝑤 between the images �̂�𝑖 and �̂�𝑖+1 signifies motion
within the entire frame. By prioritizing the weighting of essential
informational content, RoM boxes are generated, thereby amplifying
the frame’s motion emphasis.

3.2.3. Region of motion (RoM) box
Once feature points have been detected and optical flow has been

computed, the region of pivotal motion is identified using the prin-
ciple of information theory. This RoM is then encapsulated within a
bounding box.

The procedure for creating the RoM box is outlined as follows:

𝑓 𝑠𝑒𝑡
𝑘 = (𝑓𝐹𝑋

𝑘 , 𝑓𝐹𝑌
𝑘 ), 𝑓𝐹𝑠𝑒𝑡

𝑘+1 = (𝑓𝐹𝑋
𝑘+1, 𝑓

𝐹𝑌
𝑘+1), (9)

𝑓(𝑊 ,𝐻) = 𝑓𝐹𝑠𝑒𝑡
𝑘+1 − 𝑓𝐹𝑠𝑒𝑡

𝑘 , (10)

𝑃𝑟𝑜𝑚 =
𝑚−1
∑

𝑗=0
max(‖𝑢𝑖, 𝑣𝑖‖)
𝑤∈𝑊 , ℎ∈𝐻

, (11)

where the detected feature points(𝑓𝐹𝑠𝑒𝑡
𝑘 , 𝑓𝐹𝑠𝑒𝑡

𝑘+1 ) represent the change
in position between two consecutive video frames, with each feature
point moving from (𝑓𝐹𝑋

𝑘 , 𝑓𝐹𝑌
𝑘 ) to (𝑓𝐹𝑋

𝑘+1, 𝑓
𝐹𝑌
𝑘+1). Here 𝐹𝑠𝑒𝑡 is defined as

𝐹𝑠𝑒𝑡 = 𝐹(𝑋 ,𝑌 ) = {𝑥𝑖, 𝑦𝑖|𝑖 = 0,… , 𝑛 − 1}, where 𝑛 represents the total
number of feature points. Following the initial steps, RoM boxes are
constructed by determining their width 𝑓𝑤 and height 𝑓ℎ based on the 𝑥
and 𝑦 coordinates of identified feature points. These feature points also
serve to calculate the magnitude of motion vectors (𝑢, 𝑣), employing
the Lucas-Kanade method for precision. Our main goal is to boost
interpolation accuracy in scenarios characterized by intense motion,
necessitating a focus on isolating significant motion values.

To achieve this, we select only the top 𝑚 motion vectors, which
are then used to construct RoM boxes 𝑃𝑅𝑜𝑀 𝑏𝑜𝑥𝑗 for 𝑗 ∈ 0,… , 𝑚 − 1,
specifically targeting areas with the most pronounced motion. This
7 
approach ensures that regions experiencing considerable movement
are accurately represented. Consequently, the critical information dis-
cussed in Section 3.2.2 is aggregated from these RoM boxes (𝛼 = 𝑃 𝑟𝑜𝑚),
capturing the essence of significant motion within the frame. Upon
forming the RoM boxes, they are organized according to their motion
magnitude, streamlining the focus on areas of utmost relevance to the
interpolation task.

As shown in Fig. 8 and (12), this prioritization strategy ensures that
regions with substantial motion are tackled first, in line with our goal
of focusing on pivotal movements.

𝑃𝑝𝑟𝑒𝑑 = 𝑆desc(𝑃𝑟𝑜𝑚), (12)

where 𝑆desc(⋅) represents the descending order sorting operation.

3.3. Loss function

Our model is trained end-to-end with four distinct loss functions:
reconstruction loss 𝑟𝑒𝑐 , teacher reconstruction loss 𝑡𝑒𝑎, distillation
loss 𝑑 𝑖𝑠𝑡𝑖𝑙 𝑙 as per DQBC [23], and region of motion(RoM) loss 𝑟𝑜𝑚.

The reconstruction loss, denoted by 𝓁𝑟𝑒𝑐 , is the 𝓁1 loss between the
predicted intermediate frame 𝐼𝑘+0.5 and its ground truth 𝐼𝑔 𝑡𝑘+0.5:
𝓁𝑟𝑒𝑐 = ‖𝐼𝑘+0.5 − 𝐼𝑔 𝑡𝑘+0.5‖1. (13)

Adopting a strategy from Huang et al., we employ a teacher model
for superior guidance in learning motion estimation. This approach
involves using an auxiliary IFBlock [13], which, having access to 𝐼𝑔 𝑡𝑘+0.5,
processes the initially proposed motion fields 𝑀𝑡→0, 𝑀𝑡→1 to produce
refined versions 𝑀 𝑡𝑒𝑎

𝑡→0, 𝑀
𝑡𝑒𝑎
𝑡→1. The teacher loss is calculated as follows:

𝓁𝑡𝑒𝑎 = ‖𝑂 ⋅𝑤(𝐼𝑘, 𝑀 𝑡𝑒𝑎
𝑡→𝑘) + (1 − 𝑂) ⋅𝑤(𝐼𝑘+1, 𝑀 𝑡𝑒𝑎

𝑡→𝑘+1) − 𝐼𝑔 𝑡(2𝑘+1)∕2‖1, (14)

where 𝑂 represents the occlusion map generated by the proposed
model.

The distillation loss, 𝓁𝑑 𝑖𝑠𝑡𝑖𝑙 𝑙, accumulates the 𝓁2 losses from the
refined motion fields 𝑀 𝑡𝑒𝑎

𝑡→0, 𝑀
𝑡𝑒𝑎
𝑡→1, and all intermediary motion fields

produced by the proposed model throughout the motion wstimation
and refinement stages.

The Region of Motion (RoM) loss, denoted as 𝑟𝑜𝑚, is designed to
encapsulate a bounding box that aligns with the location of significant
motion in the ground truth. It evaluates the difference in values within
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Fig. 8. Arranging RoM boxes in descending order of motion magnitude optimizes the interpolation process by prioritizing areas with the most substantial motion, ensuring these
critical regions are addressed first.
this designated box across both the ground truth and our model’s
predictions, with the objective of minimizing discrepancies. By doing
so, it directs the model’s attention towards key areas of motion, en-
hancing the fidelity of interpolated frames in regions characterized by
substantial movement. The formulation of the RoM loss is as follows:

𝑟𝑜𝑚 =
𝑛−1
∑

𝑖=0
|𝐼

𝑃𝑝𝑟𝑒𝑑
(2𝑘+1)∕2 − 𝐼

𝑃𝑝𝑟𝑒𝑑
(2𝑘+1)∕2|. (15)

The RoM loss is specifically designed to address challenges in scenes
with extensive motion by targeting regions exhibiting significant move-
ment. By guiding the model to emphasize critical information crucial
for effective interpolation, this loss function significantly enhances the
accuracy and visual quality of the generated intermediate frames. The
overall loss function, denoted as 𝑡𝑜𝑡𝑎𝑙, is formulated as the aggregation
of the distinct loss components:

𝑡𝑜𝑡𝑎𝑙 = 𝑟𝑒𝑐 + 𝑡𝑒𝑎 +𝑤1𝑑 𝑖𝑠𝑡𝑖𝑙 𝑙 +𝑤2𝑟𝑜𝑚, (16)

where 𝑤1 and 𝑤2 serve as weight hyper-parameters to fine-tune each
individual loss term.

4. Experimental results

This section presents the experimental assessment of the proposed
model, evaluating its effectiveness across multiple datasets and per-
formance metrics to compare it against current methodologies. We
aim to establish the model’s baseline performance with a focus on its
ability to handle challenging scenarios, such as large, nonlinear object
motions. To optimize the model, we conduct parameter fine-tuning,
examining the effects of various factors, such as learning rates and
network configurations, on overall performance. This analysis identifies
key elements that contribute to the model’s effectiveness and highlights
areas for potential improvement. Performance is assessed using both
quantitative metrics, such as PSNR and SSIM, and qualitative methods,
including visual inspections. These evaluations demonstrate the model’s
strengths in specific areas, providing insights into its robustness and
adaptability. The experiments are designed to comprehensively test the
model, offering a clear comparison with existing methods and exploring
its potential for practical applications.

4.1. Evaluation datasets and metrics

We assess the proposed algorithm across various video datasets
featuring different image resolutions, providing an overview of the
datasets and metrics used for evaluation:

Vimeo90K [17]. A popular benchmark in the field of video frame
interpolation (VFI), the Vimeo90K test dataset comprises 3782 triplets,
each with a resolution of 448 × 256, making it a standard choice for
VFI evaluation.

UCF-101 [65]. Featuring a wide array of human actions, the UCF-101
dataset includes 379 triplets, each sized at 256 × 256. This diversity
makes it an excellent resource for testing VFI models across various
dynamic scenes.
8 
Middlebury [66]. Known for its detailed evaluation framework, the
Middlebury benchmark is divided into two sets: Other and Evaluation.
For our study, we engaged with the Other set, which is composed of 12
triplets that include ground truth intermediate frames, offering precise
benchmarks for VFI performance.

SNU-FILM [67]. The SNU-FILM dataset features 1240 frame triplets
with resolutions ranging from 368 to 720 in width and from 384 to
1280 in height. It is divided into four categories based on the level
of motion difficulty: Easy, Medium, Hard, and Extreme, providing a
comprehensive testbed for evaluating VFI models under varying motion
conditions.

Metrics. We compute the average Interpolation Error (IE) on the Mid-
dlebury dataset. Lower IEs indicate better performance. We evaluate
the PSNR and SSIM on the Vimeo90K, UCF101, and the SNU-FILM
datasets for comparisons.

4.2. Model analysis

In this section, we detail the steps involved in carrying out the
proposed model’s experiments, including the parameters used, the pro-
cedural steps followed, and the specific conditions under various sce-
narios. Additionally, we explain how the model computations are con-
figured and executed.

Experimental procedure. The experimental procedure to evaluate the
proposed model involves several key steps. The process begins with
model training using the Vimeo90K training set. The training is con-
ducted on four Nvidia RTX 4090 GPUs with batch sizes 64 and handles
patches of 256 × 256. Data augmentation techniques such as random
cropping, flipping, rotating and inverting are extensively used to im-
prove the robustness of the model and its ability to generalize across
different video sequences.

After initial training, parameter fine-tuning is performed to optimize
the performance of the model. This includes testing configurations with
varying number of feature points, number of RoM boxes, and batch
size. The model is evaluated under various motion complexities and
scene dynamics, in particular categorized by the SNU-FILM dataset
as easy, moderate, hard, and extreme motion difficulties. From differ-
ent datasets, we select the best configurations based on performance
metrics including PSNR, SSIM, and IE.

In the model evaluation stage, the performance of the trained model
is quantitatively evaluated using the aforementioned metrics. These
metrics are computed for each dataset to provide a comprehensive
understanding of how well the model interpolates video frames. The
results are compared with those of existing state-of-the-art VFI mod-
els, with an emphasis on performance at different levels of motion
complexity.

Computational setup. The computational setup is crucial for effectively
managing the intensive training and evaluation processes required for
video frame interpolation. The experiments are conducted on a high-
performance computing environment consisting of 4 Nvidia RTX 4090
GPUs, which provide the necessary computational power for handling
large datasets and performing complex calculations.
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Table 1
Performance evaluation of the proposed VFI model versus established methods across Vimeo90K, UCF-101, Middlebury, and SNU-FILM datasets. This analysis
utilizes average Interpolation Error (IE) for Middlebury and PSNR/SSIM metrics for the remaining datasets to measure performance: lower IE values and
higher PSNR/SSIM scores reflect enhanced performance. The highest-ranking outcomes are highlighted in RED for the top performer and BLUE for the
runner-up. The proposed method’s performance is shown in two configurations: Set 1 (4096 feature points, 16 boxes) and Set 4 (8192 feature points, 24
boxes).

Method Year Vimeo90K UCF-101 Middlebury SNU-FILM

Easy Medium Hard Extreme

SepConv ICCV’17 33.79/0.9702 34.78/0.9669 2.27 39.41/0.9900 34.97/0.9762 29.36/0.9253 24.31/0.8448
ToFlow IJCV’19 33.73/0.9682 34.58/0.9667 2.15 39.08/0.9890 34.39/0.9740 28.44/0.9180 23.39/0.8310

CyclicGen AAAI’19 32.09/0.9490 35.11/0.9684 – 37.72/0.9840 32.47/0.9554 26.95/0.8871 22.70/0.8083
DAIN CVPR’19 34.71/0.9756 34.99/0.9683 2.04 39.73/0.9902 35.46/0.9780 30.17/0.9335 25.09/0.8584
CAIN AAAI’20 34.65/0.9730 34.91/0.9690 2.28 39.89/0.9900 35.61/0.9776 29.90/0.9292 24.78/0.8507

AdacoF CVPR’20 34.47/0.9730 34.90/0.9680 2.24 39.80/0.9900 35.05/0.9753 29.46/0.9244 24.31/0.8439
BMBC ECCV’20 35.01/0.9764 35.15/0.9689 2.04 39.90/0.9902 35.31/0.9774 29.33/0.9270 23.92/0.8432
ABME ICCV’21 36.18/0.9805 35.38/0.9698 2.01 39.59/0.9901 35.77/0.9789 30.58/0.9363 25.42/0.8639
RIFE ECCV’22 35.61/0.9779 35.29/0.9690 1.96 40.02/0.9904 35.72/0.9786 30.07/0.9326 24.82/0.8529
DQBC IJCAI’23 36.37/0.9812 35.35/0.9696 1.86 40.15/0.9907 36.10/0.9796 30.78/0.9371 25.41/0.8628

Proposed Set 1 – 36.38/0.9812 35.32/0.9696 1.84 40.18/0.9906 36.13/0.9795 30.80/0.9371 25.46/0.8629
Proposed Set 4 – 36.33/0.9811 35.39/0.9698 1.81 40.28/0.9908 36.16/0.9796 30.76/0.9369 25.44/0.8627
Table 2
Performance comparison of augmented dataset: Evaluating the proposed enhanced method (Proposed-Aug) against various video frame interpolation (VFI)
techniques.

Method Year Vimeo90K UCF-101 Middlebury SNU-FILM

Easy Medium Hard Extreme

VFIformer CVPR’22 36.50/0.9816 35.43/0.9700 1.82 40.13/0.9907 36.09/0.9799 30.67/0.9378 25.43/0.8643
IFRNet CVPR’22 36.20/0.9808 35.42/0.9698 – 40.10/0.9906 36.12/0.9797 30.63/0.9368 25.27/0.8609

UPR-Net CVPR’23 36.42/0.9815 35.47/0.9700 – 40.44/0.9911 36.29/0.9801 30.86/0.9377 25.63/0.8641
DQBC-Aug IJCAI’23 36.57/0.9817 35.44/0.9700 1.78 40.31/0.9909 36.25/0.9799 30.94/0.9378 25.61/0.8648

Proposed Set 1-Aug – 36.58/0.9818 35.42/0.9700 1.79 40.33/0.9908 36.26/0.9798 30.94/0.9379 25.63/0.8647
Proposed Set 4-Aug – 36.53/0.9816 35.47/0.9701 1.76 40.40/0.9909 36.30/0.9799 30.93/0.9377 25.60/0.8645
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During training, the AdamW optimizer is used, with a weight decay
f 10−4 to regularize the model and prevent overfitting. The learning
ate follows a cosine annealing schedule, starting at 2 × 10−4 and
radually reducing to 2 × 10−6 over 540 epochs. This approach ensures
hat the model learns efficiently, with a controlled reduction in the

learning rate to achieve better convergence.
Data is processed in batches of 64, where each batch consists of

56 × 256 image patches. Given the significant memory demands of
uch large-scale processing, the batch size is chosen to maximize the use
f available GPU memory while maintaining computational efficiency.
he model’s loss function is a combination of distillation loss and RoM

oss, with weights of 0.01 and 0.02, respectively. This loss function
nsures that the model learns to interpolate frames accurately while
reserving the integrity of motion regions.

Memory management is carefully handled to optimize the use of
GPU resources. The number of feature points and RoM boxes is adjusted
based on the available GPU memory, with feature points set to either
4096 or 8192 and RoM boxes ranging from 16 to 24. Techniques such
as gradient accumulation and mixed precision training are employed to
manage memory usage effectively, allowing for larger models or higher
resolutions to be processed without exceeding the GPU memory limits.
These optimizations are essential for ensuring that the model performs
well under the constraints of the available hardware, enabling the effi-
cient training and evaluation of the proposed video frame interpolation
model.

4.3. Comparison with existing methods

We conducted extensive evaluations against a range of leading
Video Frame Interpolation (VFI) models, such as SepConv [7], ToFlow
17], CyclicGen [68], DAIN [11], CAIN [67], AdaCoF [10], BMBC [69],

ABME [70], RIFE [13], and DQBC [23]. The results, shown in Table 1,
9 
indicate that on average, the proposed technique outperforms other
models in terms of PSNR, SSIM [71], and IE metrics. Particularly, the
roposed approach achieved the highest PSNR scores on the Vimeo90K
nd SNU-FILM datasets, with SSIM results on par with DQBC, recog-
ized for its efficacy in VFI.

To enhance the performance of the propose method, we imple-
mented a data augmentation scheme that leverages temporal reversal
nd spatial rotation of 90◦, effectively quadrupling the dataset for test-
ng. The final interpolation results were derived by averaging the out-
uts from these four diversified sets, yielding a marginal improvement

over the initial approach. This augmented iteration of the proposed
odel is identified as Proposed-Aug in Table 2, where it is compared

against recent models like VFIformer [21], IFRNet [72], UPR-Net [73],
and DQBC [23].

We provide visual comparisons of our interpolated results in Fig. 9,
showing the qualitative performance of our model against other no-
able methods such as ABME, RIFE, VFIformer, and DQBC. The figure
llustrates the interpolation challenges and achievements in a video
equence characterized by nonlinear motion and significant variations.

For instance, in a frame capturing a golf swing, common challenges
bserved with other methods include blurring or loss of detail in the
olf club’s portrayal. The proposed method, however, reproduces the

scene with exceptional fidelity, particularly in capturing the golf club
with enhanced clarity.

In another example of a flying bird, although our method slightly
isrepresents the right wing’s position relative to the original, it no-

ably circumvents the instability in wing depiction seen with other
ethods. This results in a more accurate representation of the bird’s
ing structure.

Lastly, in a scene depicting children running, competing methods
struggle to accurately capture the structure of the hands. In contrast,
the proposed model provides a clearer and more precise representation
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Fig. 9. Visual assessment of nonlinear and large motion video. The proposed method outperforms competing approaches in producing sharp and precise imagery, adeptly handling
scenes characterized by nonlinear movements and significant variations.
Table 3
Hyperparameter tuning analysis: Evaluation of the impact of three key hyperparameters
including feature points, RoM boxes, and batch size on the performance of the proposed
VFI model.

Set 1 Set 2 Set 3 Set 4 Set 5
Feature point 2048 4096 4096 4096 8192
RoM box 8 16 20 24 24
Batch size 16 16 22 22 16

of the fingers, enhancing the overall detail and realism of the scene’s
subjects.

4.4. Parameter fine-tuning

We conducted a parameter fine-tuning to determine the optimal
performance settings by adjusting hyperparameters such as batch size,
number of feature points, and the number of RoM boxes. We tested four
different settings, which are summarized in Table 3.

To design the proposed RoM loss, we first created a RoM box by
determining the number of feature points to extract during the feature
point extraction process. By calculating optical flow and detecting
feature points, we can create a moving area that is ordered by the
amount of movement. We tested different numbers of feature points to
determine the optimal setting. We optimized the model’s performance
by adjusting memory usage. Specifically, we expanded the number of
feature points and RoM boxes, and in Settings 3 and 4, we increased
the batch size to 22. After experimentation, we determined that the
most favorable results were achieved with 16 batches. Additionally,
we observed improved performance when augmenting the number of
feature points in Settings 2 and 5, along with the utilization of more
RoM boxes. However, it is important to note that we faced memory
constraints, which limited our ability to further increase the number of
RoM boxes.
10 
Table 4 shows the evaluation metrics (PSNR, SSIM, IE) on the
Vimeo90K, Middlebury, UCF-101, and SNU-FILM datasets for each
setting. Setting 2 provided the best performance on Vimeo90K, while
Setting 5 showed the best performance on the other datasets.

The results suggest that improvements in performance can be at-
tained through increasing the number of extracted feature points and
the quantity of generated boxes. Nonetheless, such enhancements did
not lead to parallel gains in performance on the Vimeo90K dataset.
Moving forward, our research will focus on developing approaches to
consistently optimize performance across all datasets within a uniform
framework.

4.5. Discussions and limitations

Experimental results reveal several key phenomena related to the
performance of the proposed model. In particular, increasing the num-
ber of extracted feature points and the amount of RoM boxes generated
improved performance on certain datasets such as UCF-101 and SNU-
FILM, but these improvements did not lead to parallel gains on the
Vimeo90K dataset. This discrepancy suggests that the sensitivity of the
model to these parameters may depend on the specific characteristics
of the dataset, such as motion complexity or scene diversity.

The underlying cause of this phenomenon may lie in inherent dif-
ferences between datasets. For example, Vimeo90K with certain motion
patterns and scene structures may not benefit from additional feature
points and RoM boxes as much as other datasets. This indicates that
while the current configuration of the model is usually effective, further
adjustments or adjustments may be required to maximize performance
on different types of data.

Based on these results, we consider a more adaptive approach
that allows us to dynamically adjust the model’s parameters based
on the characteristics of the dataset being processed. This can in-
clude implementing a framework that uniformly optimizes performance
across all datasets by analyzing the characteristics of the dataset and
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Table 4
Performance evaluation of settings 2 to 5 on Vimeo90K, UCF-101, Middlebury, and SNU-FILM datasets. The best results for each dataset are indicated
by underlined values.

Vimeo90K UCF-101 Middlebury SNU-FILM(Mean) Average

Setting1 36.53/0.9815/1.92 35.45/0.9701/2.70 38.63/0.9880/1.80 33.27/0.9434/3.90 35.97/0.9708/2.58
Setting2 36.58/0.9818/1.91 35.42/0.9700/2.71 38.68/0.9881/1.79 33.29/0.9433/3.90 36.00/0.9708/2.58
Setting3 36.49/0.9816/1.93 35.41/0.9700/2.71 38.48/0.9881/1.81 33.15/0.9432/3.91 35.88/0.9707/2.59
Setting4 36.52/0.9816/1.92 35.42/0.9700/2.71 38.51/0.9873/1.81 33.25/0.9435/3.90 35.93/0.9706/2.59
Setting5 36.53/0.9817/1.92 35.47/0.9701/2.70 38.82/0.9883/1.76 33.31/0.9433/3.90 36.03/0.9709/2.57
o
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automatically adjusting the settings of the model. Furthermore, other
ways to improve the robustness of the model must be studied, espe-
cially if the efficiency of the current configuration is limited. This in-
cludes investigating more sophisticated data augmentation techniques
or loss functions that can better capture the nuances of various video
sequences.

In summary, while the proposed model shows strong performance
on various datasets, there are clear limitations to generalizing im-
rovements uniformly. To address these limitations, it is important to
ncrease the efficiency of the model across a wide range of applications
hrough targeted adaptation and improvement.

5. Conclusion

In this paper, we present an innovative approach to video frame
interpolation that leverages Region of Motion (RoM) loss and self-
attention mechanisms. This technique is specifically designed to over-
ome the complexities of interpolating frames involving large and
onlinear movements of objects. By utilizing RoM loss, the proposed

model identifies and prioritizes regions of interest based on motion
intensity through optical flow analysis between feature points. This
nables precise interpolation in scenes characterized by significant
otion by aligning the interpolated regions closely with the ground

ruth.
Furthermore, the integration of self-attention scores with features

extracted from the Basic Encoder and ContextNet directs the model’s
focus towards critical motion areas within the frame, facilitating more
accurate predictions.

Our approach advances video frame interpolation by introducing a
loss function specifically tailored for complex motions. The method’s
capability to handle challenging scenarios makes it applicable to real-
world tasks such as video enhancement, compression, and surveillance.

Our evaluation of this method across renowned benchmark datasets
uch as Vimeo-90K, Middlebury, UCF101, and SNU-Film demonstrates
ts superior performance, both quantitatively and qualitatively, against
xisting state-of-the-art methods.

Key contributions of our research include:

• Introducing the novel application of RoM loss in a video frame
interpolation framework, enabling focused processing on signifi-
cant motion regions for enhanced accuracy, particularly in videos
featuring large and nonlinear object movements.

• Implementing self-attention scores to refine the model’s under-
standing of frame dynamics, resulting in more coherent and life-
like interpolated frames.

• Achieving a balance between efficacy and efficiency, allowing for
training and deployment on a single GPU, making it accessible for
practical applications.

Our proposed method demonstrates strong interpolation capabilities
or large object motions in video frame interpolation, leveraging arti-
icial intelligence technology to efficiently deliver high-quality frames,
aking it suitable for real-time processing and large-scale applications.
owever, the research does have some limitations. While increasing

he number of feature points and generated boxes can improve per-
ormance, these adjustments did not consistently yield gains on the
11 
Vimeo-90K dataset. Future work will focus on optimizing performance
uniformly across all datasets.

Future research directions include exploring hybrid loss functions
for better handling of subtle motions, optimizing self-attention mecha-
nisms to reduce computational complexity, and extending the method
to 3D interpolation or GAN-based enhancements.
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Appendix A. Region of motion loss weight

The Region of Motion (RoM) Loss does not simply minimize the
verall loss between ground truth and predictions; instead, it selectively
inimizes the loss by concentrating on regions with significant motion
uring training. This is accomplished by refining these high-motion
egions to effectively differentiate and prioritize them. The selected re-
ions, referred to as RoM boxes, are divided into union and intersection
omponents, as shown in Fig. A.10. The overlapping portions of the

RoM boxes are used as weights for the regions with significant motion.
To reformulate the equation to calculate the total area covered by

k boxes, considering their overlapping regions. This formula accounts
for the weights of the overlapping areas, providing a comprehensive
alculation of the total area.

• Area of Each Box: Simply sum the areas of all individual boxes.

𝐴

( 𝑘
⋃

𝑖=1
RoMBox𝑖

)

https://github.com/VFI-FIRMA/FIRMA
https://github.com/VFI-FIRMA/FIRMA
https://github.com/VFI-FIRMA/FIRMA
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Fig. A.10. The image illustrates the overlap of bounding boxes and how these regions correspond to the equations for calculating the total covered area. The arrows indicate
specific overlapping regions: one arrow marks the overlap between two boxes (denoted as 𝐴(Inter𝑖,𝑗 )), and another marks the overlap among three boxes (denoted as 𝐴(Inter𝑗 ,𝑚)).
The equation near the top represents the total area calculation, accounting for both individual and overlapping areas with appropriate weights.
• Area of Overlapping Between Two Boxes: Sum the areas of over-
lapping regions between two boxes, considering the weight of
each intersection.
∑

2≤𝑖<𝑗≤𝑘
𝐴(Inter𝑖,𝑗 )

• Area of Overlapping Among Three Boxes: Sum the areas of over-
lapping regions among three boxes, considering the weight of
each intersection.

∑

3≤𝑖<𝑗 <𝑚≤𝑘
𝐴(Inter𝑖,𝑗 ,𝑚)

• Area of Overlapping Among Multiple Boxes: Sum the areas of
overlapping regions among multiple boxes, considering the
weight of each intersection.
𝑘
∑

𝑛=2

𝑖𝑛≤𝑘
∑

1≤𝑖𝑛

(𝑛 − 1) ⋅ 𝐴(Inter𝑖1 ,𝑖2 ,…,𝑖𝑛 )

This formula ensures that the overlapping areas are appropriately
weighted, allowing for a precise calculation of the total area cov-
ered by 𝑘 boxes in a scenario where boxes may overlap in various
configurations.

We consider a set of 𝑘 bounding boxes, each defined by its coordi-
nates (𝑥𝑖, 𝑦𝑖) and dimensions (𝑤𝑖, ℎ𝑖). These boxes may overlap, forming
complex intersection regions. Our goal is to calculate the union of all
these areas, reflecting the true extent of coverage without duplication
from overlaps.

The total area, 𝐴𝑡𝑜𝑡𝑎𝑙, is computed not by simply summing the areas
of all boxes, but by considering the union of all boxes, thereby adjusting
for any overlaps:

𝑅𝑜𝑀𝑤𝑒𝑖𝑔 ℎ𝑡𝑒𝑑
𝑡𝑜𝑡𝑎𝑙 = 𝐴

( 𝑘
⋃

𝑖=1
RoMBox𝑖

)

+
𝑘
∑

𝑛=2

𝑖𝑛≤𝑘
∑

1≤𝑖𝑛

(𝑛 − 1) ⋅ 𝐴(Inter𝑖1 ,𝑖2 ,…,𝑖𝑛 )

where, 𝐴𝑡𝑜𝑡𝑎𝑙, is calculated by considering the union of all bounding
boxes, 𝐴

(

⋃𝑘
𝑖=1 RoMBox𝑖

)

, which represents the area without double-
counting overlaps, and adding the weighted areas of intersections,
∑𝑘

𝑛=2
∑𝑖𝑛≤𝑘

1≤𝑖𝑛
(𝑛 − 1) ⋅ 𝐴(Inter𝑖1 ,𝑖2 ,…,𝑖𝑛 ), where 𝑘 is the total number of

bounding boxes, 𝐴(RoMBox𝑖) is the area of the 𝑖th box, Inter𝑖1 ,𝑖2 ,…,𝑖𝑛
represents the intersection region where 𝑛 boxes overlap, and (𝑛 − 1)
serves as a weighting factor to adjust for overlapping redundancy and
prevent multiple counting.
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Appendix B. Additional experiments

We conducted additional experiments comparing our proposed in-
terpolation method with the existing interpolation method. Fig. B.11
shows results in a video containing general linear movement. As ex-
pected, in linear motion, any model accurately predicts intermediate
frames, closely resembling the ground truth.

In addition to the general video interpolation results tested in the
paper, we also conducted experiments on complex videos with long
distances between frames. Fig. B.12 shows the experimental results
of interpolating frame 3 between frame 1 and frame 5. In the initial
frame depicting a backflip, none of the models accurately generated the
shoe’s position. However, while the existing method does not properly
understand the shape of the shoe, the proposed method can be seen to
express the shape of the shoe well. The second frame shows a sword
fight scene. where RIFE and VFIformer fail to shape the sword and
DQBC succeeds, but the tip appears blurry. On the other hand, our
proposed method faithfully renders the complete shape of the knife
without any blurring. The concluding frame depicts a fish at a fishing
spot, with our proposed method naturally reproducing the fish’s shape.

To perform a slightly more difficult experiment, Fig. B.13 shows
the results of an experiment with frame 4 interpolated between frames
1 and 7. The first frame shows a dog jumping, but in experiments
where the period between frames 1 and 7 is long, the shape of the long
tail is not properly recognized in all methods and is generated short.
Nevertheless, the proposed method is significant in that it attempts to
capture finely elongated shapes. In the second frame, where two girls
are dancing, our model generates one girl’s shoelaces in an accurate
shape similar to ground truth.

Fig. B.14 is an enlarged version of some of the experimental re-
sults of Figs. B.12 and B.13. Specifically, in comparison to DQBC,
which serves as the baseline model for our proposed method, our
model demonstrates superior performance. This is evidenced by our
method’s ability to generate intermediate frames that closely resemble
the ground truth more effectively than DQBC.

Data availability

Data will be made available on request.
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Fig. B.11. Visual comparison of the proposed method and other methods on a video containing linear and small movements. All methods produce sharp visual results that are
similar to the ground truth.

Fig. B.12. More visual evaluation on a video containing nonlinear and large movements. Experiment with interpolating frame 3 from frame 1 to frame 5.
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Fig. B.13. More visual evaluation on a video containing nonlinear and large movements. Experiment with interpolating frame 4 from frame 1 to frame 7.
Fig. B.14. Comparison of the proposed model with DQBC.
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