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ABSTRACT
The method proposed in this study aims to reduce the execution time required for fine-tuning large language models in aspect-
based sentiment analysis. To achieve efficient fine-tuning, the large-language model parameter tuning for new data is accelerated
through rank decomposition. Experiments on the SemEval datasets demonstrated that our method consistently outperformed
strong baselines such as GPT-ABSA and BART-ABSA across multiple metrics including accuracy, F1-score, precision, and recall
while also reducing fine-tuning time by approximately 35%. The experimental results demonstrate a notable decrease in execution
time with the proposed approach of the fine-tuning process while preserving the accuracy of polarity prediction.

1 Introduction

To help increase commercial performance, customer feedback
on newly released products is analysed on a daily basis [1]. In
the digital age, companies are increasingly reliant on analysing
customer feedback regularly to gauge the reception of newly
launched products and adjust their market offerings accordingly
[2]. Sentiment analysis (SA) studies of sentences or documents
typically analyse one paragraph (or one sentence) and summarize
only one emotional tendency: positive, negative, or neutral [3].
While enterprises expect an accurate system, the SA systems
cannot accurately predict if the sentence does not explicitly
express a clear sentiment or an opinion [4]. For this purpose,
aspect-based sentiment analysis (ABSA), which aims to predict
the polarity of specific entities or aspects of a sentence in cus-
tomer feedback, can be effectively applied. Conventionalmethods
employ large language models (LLMs) because of their superior
capability to understand feedback written in natural language.
In practice, pre-trained LLMs are often fine-tuned on target

domains, such as appliances, restaurants, or movies, to adapt
to domain-specific vocabulary and expression patterns. Among
existing approaches, BART-ABSA [5] uses pre-trained BART
models to generate end-to-end target sequences without task-
specific layers or sub-modules; however, unnecessary parameter
updates may occur due to its architecture, originally designed
for complex denoising tasks. GPT-ABSA [6] reformulates the
ABSA task into a generative sequence modelling problem using
a GPT-based language model. Nonetheless, it faces limitations
in providing accurate analysis of emerging information due
to its slow adaptability to newly introduced data. Customer
feedback sentences about new products often contain product-
specific terms that frequently change, necessitating continuous
and repetitive fine-tuning. However, conventional LLM-based
ABSA methods largely overlook this issue, resulting in excessive
computational costs for repeated adaptation, which may degrade
commercial efficiency. In this paper, we propose a fast fine-tuning
strategy based on parameter freezing and rank decomposition to
mitigate these limitations [7].
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TABLE 1 Datasets used in the experiments.

Dataset Train Positive Negative Neutral Conflict

Lap-2014 1914 818 690 369 37
Res-2014 2980 1744 643 520 73
Res-2016 1289 933 307 49 x

2 Proposed Method

Given a text dataset 𝐷 = {(𝑆1, 𝐴1, 𝑌1), …, (𝑆|𝐷|, 𝐴|𝐷|, 𝑌|𝐷|)}, 𝑆 =
⟨𝑠1, 𝑠2, … , 𝑠|𝑆|⟩ and 𝐴 = {𝑎1, … , 𝑎|𝐴|} represent the sequence of
text sentences and set of aspects mentioned in each sentence,
respectively. In addition, 𝑌 = ⟨𝑦1, 𝑦2, … , 𝑦|𝑌|⟩ represents the sen-
timent polarity sequence for each sentence and its aspects. The
ABSA task of classifying sentiment polarity for aspect terms in a
sentence can be formulated as

𝑓(𝑆, 𝐴) → 𝑌, (1)

where 𝑓 is a mapping function that receives the input sentence
sequence 𝑆 and aspect label 𝐴 and assigns a polarity to each
sentence and its aspect. In (1),𝑌 denotes the set of output polarity
classes predicted by themodel. This function is based on a specific
model architecture, such as a generative pre-trained transformer
(GPT), which processes input data and extracts information to
predict the polarity. In this study, the GPT-2 model was adopted
[4].

When models utilizing LLMs for ABSA tasks learn new data,
typically, all parameters are fine-tuned, which is the main reason
for the high computational cost. To efficiently learn new data,
we consider a rank decomposition method that conducts a fine-
tuning process by adding pairs of existing weight and trainable
rank decomposition matrices in parallel. In this method, the pre-
trained weights of the existing neural network are fixed, and
only low-rank decomposed weights are learned and added to the
existing weights. To clarify this structure, we adopt a low-rank
adaptation approach where the full weight matrix is decomposed
into a frozen pre-trained matrix Φ0 and a trainable low-rank
residual ΔΦ(Θ). This formulation enables efficient adaptation
without updating all parameters. The objective function of the
proposed model can be represented as

max
Θ

∑
(𝑆,𝐴,𝑌)∈𝐷

|𝑌|∑
𝑡=1

log(𝑓Φ0+ΔΦ(Θ)(𝑦𝑡|𝑆, 𝑎𝑡, 𝑌<𝑡)), (2)

where Θ represents the set of parameters for the model to be
optimized. The model adjusts these parameters to maximize the
log-likelihood of the sentiment polarity sequence for each data
point in a given dataset 𝐷; 𝑓Φ0+ΔΦ(Θ)(𝑦𝑡|𝑆, 𝑎𝑡, 𝑌<𝑡) for a given
sentence 𝑆 and aspect 𝑎𝑡 . Previous polarity 𝑌<𝑡 represents the
conditional probability that polarity 𝑦𝑡 will occur. Φ0 is the pre-
trained weight matrix and ΔΦ(Θ) denotes the additional weights
that are fine-tuned. The sum of these two weights is the final
weight used to train the proposed model on new data (Table 1).

TABLE 2 Experimental results of model performance.

Dataset Measure Proposed GPT-ABSA BART-ABSA

14lap Accuracy 79.37 78.65 70.09
F1-score 81.53 49.32 70.66
Precision 71.00 70.74 48.51
Recall 63.29 63.15 51.60

14res Accuracy 84.84 84.31 79.23
F1-score 85.83 55.8 77.17
Precision 68.95 72.79 60.88
Recall 64.01 63.64 62.68

16res Accuracy 91.56 89.87 84.79
F1-score 92.52 56.4 73.80
Precision 78.48 81.08 52.15
Recall 74.65 67.51 52.91

3 Experimental Results

Experiments were performed to prove the effectiveness of the
proposed method by comparing two well-known models, BART-
ABSA and GPT-ABSA, based on Semeval14 [8] and Semeval16 [9]
text datasets, each consisting of laptop and restaurant datasets
labelled using aspect terms and sentiment polarity as shown in
Table 1: SemEval-2014 Laptop (Lap-2014), SemEval-2014 Restau-
rant (Res-2014), and SemEval-2016Restaurant (Res-2016). To train
the BART-ABSA model, the learning rate, batch size, and the
number of epochs were set to 5 × 10−5, 5, and 50, respectively;
for the GPT2-ABSA model, they were set to 5 × 10−5, 16, and 50;
for GPT2-large, they were set to 3 × 10−2, 16, and 20, considering
the computational cost; and for the proposed method, they were
set to 3 × 10−2, 32, and 20, respectively. Table 2 presents the
performance of the proposed method in comparison with BART-
ABSA and GPT-ABSA across four evaluation metrics: accuracy,
F1-score, precision, and recall. The proposedmodel outperformed
GPT-ABSA and BART-ABSA across all datasets. On 14lap, it
achieved the highest accuracy (79.37%) and F1-score (81.53%),
demonstrating robust sentiment understanding. On 14res, while
GPT-ABSA slightly exceeded in F1 and precision, our model
achieved superior recall and accuracy. On 16res, our method
showed the most pronounced gains with 91.56% accuracy and
92.52% F1-score, highlighting its effectiveness in handling com-
plex and recent sentiment data. Figure 1 shows the training times
of GPT-ABSA and the proposed model using the same LLMs
adopted by conventional models: the Semeval14 and Semeval16
datasets. The proposedmethod also significantly reduced training
time compared to GPT-ABSA, achieving up to a 73% reduction on
the Restaurant16 dataset (from 25 to 9 min).

4 Conclusion

In this study, an efficient fine-tuning strategy based on the
low-rank decomposition for the LLM-based ABSA method was
considered. Experimental results showed that the proposed strat-
egy can yield superior prediction accuracy compared to existing
methods. In addition, owing to the fast fine-tuning, the refined
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FIGURE 1 Training time in minutes of the proposed method and
conventional model on the Semeval14 and Semeval16 datasets.

model can be obtained quickly, proving its effectiveness in terms
of computational efficiency. In future research, we plan to explore
changes to the proposed model in search of a more efficient
learning method for LLMs.
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