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Abstract
We report the synthesis andmagnetic properties of themolecular cluster Cu3(μ3−OH)(μ-OH)
(μ-O2Ar −F4 Ph)2(py)3(OTf)2, abbreviated as (Cu3(OH)). Usingmagnetization, electron paramagnetic
resonance and spin dimer analysis, we derive amicroscopicmagneticmodel of (Cu3(OH)) and
measure the electronT1 andT2 relaxation times. TheCu2+ ions are arranged to form a distorted
triangular structurewith the three different exchange coupling constants = −J 43.51 K, = −J 53.02 K,
and = −J 37.73 K.AtT=1.5 KT1 is of the order of 10

−4 s andT2 is evaluated to be μ0.26 s.Wefind
that the temperature dependence of T1 1 and T1 2 is governed byOrbach process and spin bath
fluctuations, respectively.We discuss the role of spin–phononmechanism in determining a spin
decoherence time in a class of spin triangular clusters.

1. Introduction

Over the last decade, there has been a huge resurgence of interest inmolecularmagnets with the aimof
elucidating the crossover fromquantum to classical physics [1].Molecularmagnets as nanoscale quantum
objects lead to a variety of quantum effects and potential applications to spintronics and quantum computing
[2–4]. The prominent examples include quantum tunneling ofmagnetization [5, 6], a quantized rotation of a
Néel vector [7–10], Berry phase interference [11], Landau–Zener effect [12], and a coherentmanipulation of
spins [13–15].

The =S 1 2 spin triangle represents one of themost interesting class amongmolecularmagnets [16–19].
The antiferromagnetically coupled spin triangle provides the basic building unit for frustratedmagnetism. Its
chirality can inducemagnetoelectric coupling aswell as observations ofmagnetization hysteresis when the field
sweep rate is an order of electron spin–lattice relaxation time [18, 20–24]. From thematerial point of view, the
spin triangular core structure is realized in diversemolecularmetallo-organic compounds; (V15)[15–19], (V6)
[20, 21], and (Cu3) clusters [22–24], the chiral (Dy3) cluster [25], the two corner-sharing triangles (Cu5) [26]
and the giant icosidodecahedral keplerates (Mo72Fe30) [27].

An alternating sequence of two different isosceles antiferromagnetic spin triangles provides a genuine
scheme for quantumgates [28–30]. This possibility has been experimentally tested in the isosceles triangle
clusters (Cu3–X) (X=As, Sb) impregnated in nanoporous silicon [31]. The entanglement andmanipulation of
electron spins is achieved by using a pulsed electron spin resonance [31]. The spin coherence time reaches an
order ofmicroseconds. However, the coherence time is found to be limited by structural distortions from an
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equilateral triangle and dynamic spin–phonon coupling. Thus, it is necessary to investigate a broad class of spin
triangular clusters to rationalize key factors to govern relaxation processes.

We here report on themagnetic behavior and spin dynamics of Cu3(μ3-OH)(μ-OH)(μ-O2Ar
−F4 Ph)

2(py)3(OTf)2 (hereinafter abbreviated as (Cu3(OH))). It forms the distorted scalene triangle, yielding three
nonequivalent Cu(II) positions, denoted byCu1, Cu2, andCu3 (see figure 1). Cu1 andCu3 sites have slightly
distortedNO4 square pyramids while Cu2 site has aN2O3 square pyramidal surrounding. The pyramids are
elongated axially due to Jahn–Teller distortion.

The three Cu(II) sites are linked by the oxygen atomof an hydroxo (OH−) unit withCu–O1bond distances
of 1.941(4), 2.023(4) and 1.990(5) Å. TheCu1 site is additionally bridged to eachCu2 andCu3 site by two
terphenyl-based carboxylates with aCu⋯Cu separation of 3.2832(13) Å and 3.3920(13) Å, respectively. In
contrast, Cu2 andCu3 ions are linked by the additional OH− unit, instead of the carboxylate ligand, with aCu⋯
Cu separation of 2.9770(12) Å. The bridged hydroxide and terminalmonodentate triflates create a tight intra-
cluster network of hydrogen bondswith an averageO⋯Oseparation of ca. 2.922 Å. Such hydrogen bonding
interactionsmay help assemble theCu3(μ3–OH)(μ2–OH) core. The closest intermetallic distance between the
triangular clusters in the crystal lattice is 8.504 Å. The large separation suggests that there are no significant
interactions between (Cu3(OH)) triangular clusters and themajormagnetic coupling interaction originates
from exchange couplings between three copper(II) ionswithin the triangular cluster.

In this work, we report spin dimer analysis,magnetization, and electron spin resonancemeasurements of
(Cu3(OH)). Ourmajor experimental finding is that the spin–lattice relaxation rate is dominated byOrbach
process in the narrow low-temperature range of T= 1.45–2.4 K. This phononmechanismprovides an effective
route to limit a spin decoherence time.

2. Experimental details

Crystals of (Cu3(OH))were prepared by the procedure described in supplementarymaterials. A crystal structure
was characterized by a single crystal x-ray diffractometer. The results are summarized in tables 1 and 2 of
supplementarymaterials (stacks.iop.org/NJP/17/033042/mmedia).

Magnetic susceptibility χ T( )wasmeasured by quantumdesignMPMSSQUID in the temperature range of
T= 2–220 Kunder an applied field of μ =H 0.10 T. TheM(H) curvewasmeasured atT=2 K infields up to 14 T
using the vibrating samplemagnetometer (VSM) of quantumdesign PPMS. In addition, pulsed field
magnetizationmeasurements were carried out at theDresdenHighMagnetic Field Laboratorywith a pulsed
fieldmagnet (20 ms duration) and a standard inductionmethod atT=1.5 K [32].

Continuous and pulse electron paramagnetic resonance (EPR) experiments were performed by using
240 GHz superheterodyne detection scheme quasi-optical spectrometer, developed at theNationalHigh
Magnetic Field Laboratory, Tallahassee, USA.

Figure 1. (a)ORTEPdiagramof (Cu3(OH)). For clarity, the aromatic rings of −Ar F4 PhCO2
− ligands, pyridine, and triflate are omitted

and hydrogen bonding interactions are depictedwith dotted lines. (b) Cu3O8N4 cluster unit in (Cu3(OH)), where the blue, white, and
yellow circles represent Cu,O, andN atoms, respectively. The gray cylinders indicate theCu–OandCu–Nbonds in an equatorial
plane. The red cylinders are the spin exchange paths, J1, J2, and J3.
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3. Results and discussion

3.1. Spin dimer analysis
In order to estimate the exchange coupling constants, wemade spin dimer analysis. A spin exchange parameter J
can bewritten as = +J J JF AF, where >J ( 0)F is the ferromagnetic component and <J ( 0)AF is the
antiferromagnetic component. For a spin dimer inwhich each spin site contains unpaired spin, JAF is expressed
as [33, 34]

Δε≈ −J
U

( )
(1)AF

2

eff

whereUeff is the effective on-site repulsion, which is essentially constant for a given compound. If the two spin
sites are equivalent, Δε is the energy difference ΔE between the twomagnetic orbitals representing the spin
dimer.When the two spin sites are nonequivalent, Δε Δ Δ= −E E( ) ( ) ( )2 2 0 2, where ΔE0 is the energy difference
between themagnetic orbitals representing each spin site of the spin dimer (Δ =E 00 if the two spin sites are
equivalent).

In our case, the ΔE and ΔE0 values for various spin dimers are evaluated by performing extendedHückel
tight binding (EHTB) calculations[35]. For a variety ofmagnetic solids of transition-metal ions, it has been
found that theirmagnetic properties arewell described by the Δε( )2 values obtained fromEHTB calculations
[36], when both the d orbitals of the transitionmetal and s/p orbitals of its surrounding ligands are represented
by double-ζ–Slater-type orbitals (DZ–STO) [37].Our calculations were carried out using the atomic parameters
summarized in table 1. A radial part of theDZ–STO is expressed as

ζ ζ− + −− ( ) ( )r c r c rexp exp , (2)n 1
1 1 2 2

⎡⎣ ⎤⎦
where n is the principal quantumnumber and the exponents ζ1 and ζ2 describe contracted and diffuse STOs,
respectively (i.e., ζ ζ>1 2). The Δε( )2 values are a sensitive function of the exponent ζ2 of the diffuseO 2p orbital.
The ζ2 values taken from the results of electronic structure calculations for neutral atomsmay not be contracted
enough to describeO2− ions [37]. Tomake theO 2p orbitalmore contracted, the ζ2 value should be increased.
To quantify how the contraction of theO 2p orbital affects the relative strengths of the spin exchange
interactions, we replace ζ2 with ζ+ x(1 ) 2 and calculate the Δε( )2 values for =x 0.00, 0.025, and 0.05.

The relative values of Δε( )2 for the superexchange (SE) paths J1, J2, and J3 are summarized in table 2. The
strongest SE interaction takes place through J2, while theweakest SE interaction occurs through J3. J1 lies
between J2 and J3 for all x. These results are compatible with the fact that the bond angle Cu1–O1–Cu3 of J2 is
slightly larger than that Cu1–O1–Cu2 of J1, i.e. 119.2° versus 111.4°, respectively. In addition, J3 ismediated by
two exchange paths Cu2–O1–Cu3 andCu2–O2–Cu3 but their bond angles of 95.8 and 101.1° are smaller than

Table 1. List of exponents ζi (i=1, 2) and valence shell ionization potentialsHii

of Slater-type orbitals χi used for the extendedHückel tight-binding
calculation.a

Atom χi Hii (eV) ζ1 C1 ζ2 C2

Cu 4s −11.4 2.151 1.0

Cu 4p −6.06 1.370 1.0

Cu 3d −14.0 7.025 0.4473 3.004 0.6978

O 2s −32.3 2.688 0.7076 1.675 0.3745

O 2p −14.8 3.694 0.3322 1.659 0.7448

N 2s −26.0 2.261 0.7297 1.425 0.3455

N 2p −13.4 3.249 0.2881 1.499 0.7783

a Hii are the diagonalmatrix elements 〈 ∣ ∣ 〉i H ieff , whereHeff is the effective

Hamiltonian. In our calculations of the off-diagonalmatrix elements

= 〈 ∣ ∣ 〉H i H jij eff , theweighted formulawas used. See [38].

Table 2.Relative strengths of spin exchange interactions evaluated from
spin dimer analysis and exchange coupling constants extracted from afit
to experimental data.

Exchange path x=0.00 x=0.025 x=0.05 Exp (K)

J1 0.89 0.86 0.82 −43.5

J2 1.00 1.00 1.00 −53.0

J3 0.51 0.62 0.71 −37.7
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those of J1 and J2. The relative strengths of the spin exchange interactions obtained from the spin dimer analysis
give a reasonable description ofmagnetic behaviors, whichwill be discussed in the following section.

3.2.Magnetic susceptibility andmagnetization
Figure 2(a) shows χ T T( ) versusTmeasured in the temperature range of T= 2–220 K at an externalfield of
μ =H 0.10 T. χ T T( ) is weakly temperature dependent in the temperature range of 120–220 K and then
decreases rapidly for temperatures below 120 K. The nearly constant χ T T( ) at higher temperatures is
associatedwith themixture of both =S 1 2T and =S 3 2T spin states while the decrease of χ T T( ) at lower
temperatures is due to the predominant occupation of the =S 1 2T state over the =S 3 2T one.Wefind no
difference between field-cooling and zero-field-cooling data. This is consistent with a =S 1 2T ground state.

Since =S 1 2Cu2+ ions in the scalene triangle (Cu3(OH)) are coupled byHeisenberg exchange
interactions, theminimal spinHamiltonian in an externalfield can bewritten as

∑μ= + + −
=

H J J J gS S S S S S H Sˆ · · · · , (3)B
i

i1 1 2 2 2 3 3 3 1

1

3

where g is the average g-factor, μB is the Bohrmagneton, Ji is the exchange coupling constant, and Si is the spin
operator. For a realisticHamiltonian, Dzyaloshinskii–Moriya (DM) interactions and a site-dependent g-tensor
should be added to equation (3) as (Cu3(OH)) has the structural distortions from an equilateral triangle.We
note that theHamiltonian (3) cannot open anti-crossing energy gaps between the =S 1 2T and the =S 3 2T

state. As a consequence, themagnetization jumps in amagnetization curve cannot be described strictly within
thisHamiltonian (see figure 2(b)). Since the level crossings occur around 50 T, however, it is practically
impossible to determine uniquely all possiblemagnetic parameters includingDM interactions. Therefore, we
will proceedwith theHamiltonian (3) for the sake of simplicity.

For the calculation of the equilibriummagnetization, we used theMAGPACK software, which employs an
irreducible tensor operator technique [39].We obtain a satisfactory agreement between the theoretical and the
magnetic susceptibility datawith thefitting parameters = −J 43.51 K, = −J 53.02 K, and = −J 37.73 K, and

Figure 2. (a) χ T T( ) versusT of (Cu3(OH)) forfield cooling (green open triangles) and zero-field cooling (black full squares)
measured in an externalfield of μ =H 0.10 T. The solid line is a fit to equation (3). (b)Magnetization curvemeasured atT=1.5Kby
usingVSM (green open circles) in afield range of μ0H=0–14T aswell as by using a pulsedfieldmagnetometer (blue solid lines) in a
field range of μ0H=0–60T together with the numerically simulatedmagnetization curve (red solid line) based on the dynamic
magnetization process equation (4). (c) Energy level diagramdetermined by the spinHamiltonian (3). See the text forfitting
parameters.
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g=2.16 (see the solid line infigure 2(a)).We note that the determined g-factor corresponds to an average of
Cu2+ ions (see section 3.3). In addition, themagnetic parameters are in linewith the ratios of Ji extracted from
the spin dimer analysis as listed in table 2.

Based on the obtainedfitting parameters, we determine the energy level diagram versus an appliedmagnetic
field as plotted infigure 2(c). The two degenerated =S 1 2T states are lifted due to strong distortions to an
scalene triangle. The splitting energy between doublets amounts to about 10 K, which corresponds to an average
of the energy difference between Ji, that is, ∣ − ∣J Ji j = 5.8–15.3 K. The energy separation between the =S 1 2T

doublet and =S 3 2T quartet state is given by about 70 K. The =S 1 2T state crosses successively with the
=S 3 2T state at μ =H 48c0 1 and μ =H 56c0 2 T. This induces afield-induced switching of the ground state to

the =S 3 2T state, leading to the μ2 B magnetization jump. Infigure 2(b)we plot the pulsedfieldmagnetization
curve (violet lines) alongwith the static fieldmagnetization one (green open circles).

To crosscheck the validity of the determinedmagnetic parameters, we simulate the pulsed field
magnetization curve as detailed below. In doing that, we introduce the anti-crossing energy gap at μ =H 56c0 T
(see equation (7)), which is absent in equation (3). The resulting ground state is shown as the dashed line in
figure 2(c). This procedure is justified because the distorted triangle cluster usually hosts theDM interaction,
allowing an avoided level crossing gap [15, 23, 24]. In contrast to themagnetization below 15 T, the pulsed field
magnetization above 15 T lacks hysteresis. Thus, the equilibriummagnetization processmay suffice to describe
the high-fieldmagnetic behavior. The equilibriummagnetization is calculatedwith a usual thermodynamic
average. Due to a large energy separation between the ground and thefirst excited states only the ground state is
relevant. The nice agreement between the calculated and the experimental curve is found for fields up to 40 T
(see the red line infigure 2(b)). The discrepancy seen forfields above 40 Tmay be due to the presence of another
avoided level crossing at 48 T in the upper doublet state, which is not considered in the equilibrium
magnetization simulation. Themagnetization process below 15 Twill be discussed below.

Wemeasured hysteresis loopwith themaximumpulsefield of μ =H 160 max T. As shown infigure 3(a), the
detailed feature ofM(H) relies on the time structure of a pulsefield (see the inset offigure 3(b)). In the up sweep,
the pulsedfieldmagnetization is smaller than the equilibriumonewhile in the down sweep it becomes bigger.
Thismeans that a spin temperature is significantly higher (lower) than a bath temperature in the up (down)
sweep.We take the derivative of themagnetization, M H Hd ( ) d to detail themagnetization structure. The
results are plotted infigure 3(b).We can identify a sharp peak at a zerofield, suggesting the presence of a zero-

Figure 3. (a)Hysteresis loop (open circles)measured atT=1.5 K using a fast sweeping pulsedfieldwith amaximum field of
μ =H 160 max T. The dotted line is the equilibriummagnetizationmeasured byVSM.The red line is the simulatedmagnetization
curve. (b)Derivative M Hd d of themagnetization curve. The sharp peak at zerofield in M Hd d corresponds tomagnetization jump.
The inset plots the time dependence of a pulsedmagnetic field.
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field gap.When afield sweep is sufficiently slow, the transition probability between the =S 1 2T levels is
determined by the Landau–Zener–Stückelberg (LZS)model and their populations equilibrate with the
Boltzmann distribution through spin–phonon transitions. In a fastfield sweep, amajority of spins in the higher

=S 1 2T levels are out of equilibriumbecause the energyflow from the lattice to the spins is not sufficient to
reach equilibrium. Indeed, thefield sweep rate of − × −4 8 10 4 T s−1 is comparable to the electron spin–lattice
relaxation time of ∼ −T 101

4s (vide infra). As a consequence, the spin temperature is higher than the cryostat

temperature. In the down sweep, conversely, thefield variation is too fast for the spins in the lower =S 1 2T

levels to populate to the higher levels.
To describe this behavior quantitatively, we simulate numerically themagnetization hysteresis based on the

Bloch-typemaster equation [40, 41]

θ
τ θ

θ θ= −
t

M t
T B t

M T B t M t
d

d
( , )

1

( , ( ), )
( , ( ), ) ( , ) , (4)d deq

⎡⎣ ⎤⎦

where τ is the relaxation time andMeq(Md) is the equilibrium (dynamic)magnetization as a function of time and
angle θ. The relaxation rate comprises three terms τ τ τ τ= + +1 1 1 1thermal LZS res: (i) thermal relaxation

τ1 thermal, (ii) LZS transition τ1 LZS, and (iii) residual relaxation τ1 res. τ1 res represents the relaxation processes
other than the thermal relaxation.

Among different thermal relaxation processes, we consider a single-phonon relaxation process given as [42]


τ

μ

πρ

μ

μ

=

=

g V

v
B t

g B t

k T

AB t
g B t

k T

1
3

2
( ) coth

( )

2

( ) coth
( )

2
, (5)

B B

B

B

B

thermal

3 3
sp
2

5 4
3

3

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

where g is the Lande g-factor, ρ is themass density, v is the sound velocity,B(t) is the time-varying field strength
andVsp is the characteristic energymodulation of the spin–phonon couplingmechanism.

The LZS transition rate is related to the LZS transition probability PLZS through τ α= P1 LZS LZS where α is a
proportionality constant. PLZS is given as [43]


πΔ

μ
= − −

− ′
→ ′

′
P

g M M
1 exp

2
. (6)M M

M M

B
B

t

LZS,
,

2

d

d

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

Here Δ ′M M,
2 is the anti-crossing energy gap between the two states with spin quantumnumberM andM′

expressed as [41]

Δ Δ μ μ= + − ′ − − ′′ ( ) g M M B g M M B( ) ( ) , (7)M M B B,
2

zf
2 2⎡⎣ ⎤⎦

where Δzf is theminimumenergy gap between unperturbed energy levels.
Bestfits of the experimental data were obtainedwith the parameters:A= 81.0 Hz T−3, τ =1 324.0res Hz,

Δ = 5.1zf K and α = 1386 Hz. The simulated curve is plotted as the red solid lines infigure 3(a). As can be seen,
the simulation reproduces reasonably the up sweep of the hysteresis loop.However, there is a noticeable
discrepancy between the calculated and experimentalmagnetization curve in the down sweep. Thismay be due
to the fact that the thermal relaxation rate is not describedwithin the single-phonon relaxation process (see
section 3.4). Further, it should be noted that the anti-crossing gap Δzf at μ =H 00 T ismuch larger than the
magnitude of intermolecular dipole and hyperfine interactions. This indicates that the zero-fieldmagnetization
jump is linked to the energy splitting between the doublets rather than in the intra-doublets.

3.3. CWelectron paramagnetic resonance
Figure 4(a) shows the temperature dependence of the EPR signal recorded at ν = 240 GHz. AtT=5 K, a single
peak originates from the electron spin transition between the =S 1 2T level, i.e., ∣ − 〉 → ∣ 〉; ;1

2

1

2

1

2

1

2
.With

increasing temperature, the signal shifts to lowerfields and broadens.We plot the temperature dependences of
the peak-to-peak linewidth (ΔHpp) and resonance field (Hres) infigures 4(b) and (c). ΔH T( )pp [Hres(T)]
increases (decreases) in amonotonicmanner for temperatures above 30 K. This is attributed to a gradual
population of spins to the excited =S 3 2T levels. At high temperatures, the EPR signal is given by a sumof the
three resonance lines; ∣ − 〉 → ∣ − 〉; ;3

2

3

2

3

2

1

2
, ∣ − 〉 → ∣ 〉; ;3

2

1

2

3

2

1

2
, and ∣ 〉 → ∣ 〉; ;3

2

1

2

3

2

3

2
. Due to the structural

distortions and anisotropies, the energy separation between the higher levels increases slightly. This leads to the
shift ofHres(T) to lowerfields and the increase of ΔHpp at elevated temperatures.

Figure 5 shows the angular dependence of the EPR spectra recorded atT= 5 Kby varying from−2° to 179°.
The angle ismeasured between the triangle plane and the externalmagnetic field. The angular dependence of
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Hres(T) is described by the standard relation θ θ= +⊥ ∥H H Hsin cosres
2 2 , where ⊥H and ∥H is the resonance

field perpendicular and parallel to the triangular plane, respectively. By using the relation ν μ=g h HB res, we
can determine anisotropy in g-factors, =⊥g 2.10(4) and =∥g 2.21(3). The substantial deviation of the g-factor

from2 confirms the structural analysis that shows the axial elongation of square pyramid environments.

3.4. Pulsed EPR
Tocharacterize spindecoherenceprocesses,weperformeda240GHzpulsedEPRexperiment.The spin–lattice
relaxation timeT1wasmeasuredbyusing an inversion-recoverypulse sequence (π π τ π τ− − − − − −t 2 echo)
with varying t andfixed τ = 300 ns.Themaximumavailablepower is about20mWand the typical π 2 pulse length is
260 ns. Figure6(a) shows the echodecay curve recordedat μ =H 7.8130 TandT=1.45 K. It isfitted to adouble

Figure 4. (a)Derivative of the EPR absorption of (Cu3(OH))measured at ν = 240 GHz as a function of temperature. (b) and (c)
temperature dependences of the the peak-to-peak linewidth, ΔH T( )pp , and the resonancefield,Hres(T), respectively. The solid lines
are guides to the eyes.

Figure 5. (a) Angular dependence of the EPR spectra (derivative of the absorption spectra versus field, vertically shifted for clarity)
measured at ν = 240 GHz and atT=5K. (b) Angular dependence of the resonance fields. The solid line is afit to the conventional

expression θ θ= +⊥ ∥H H Hsin cosres
2 2 .
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exponential function, = − + −I A T T B T Texp ( ) exp ( )long short with μ=T 153 slong and μ=T 63 sshort . The
shortT1 is likely related to a fast spectral diffusionwhile the longT1pertains to the spin–lattice relaxation time.The
spectral diffusion canbe causedbymolecularmotion, exchange interactions, nuclear spinflip-flops, or electron–
nuclear cross-relaxation.Herewenote that theobtainedT1 is shorter than thatof (Cu3–X) by a factor two [31].

Figure 6(c) plots T1 1 versus T1 in a semi-logarithmic scale. The spin echo signal becomes significantly
weak for temperatures above 2.4 K so thatT1 cannot be unambiguouslymeasured for >T 2.4 K. In general, a
spin–lattice relaxation rate is given by a combination of three terms [42]: (i) direct process with

ω∝T k T1 coth ( 2 )B1 , (ii) Raman process with ∝ +T T1 m
1

3 2 wherem is the spectral dimensionality, and (iii)
Orbach process with Δ∝ −T k T1 1 [exp ( ) 1]O B1 .Wefind that our data arewell described by an activation
form Δ∝ −T T1 exp ( )O1 with Δ = 7.4(6)O K. This corresponds to the approximation of theOrbach process
when Δ ≫ k TO B . This suggests that theOrbach process governs the relaxation in a low-temperature regime.
Wenote that the Raman process is negligible as theT1 calculation for the (V15) cluster shows [44]. In addition,
the direct process is temperature independent at low temperatures. TheOrbach process involves a transfer of
spins between the ground doublet =S 1 2T via phonons. Thus, the relaxation rate relies on the number of
phononswith energy ΔO. Noticeably, the intra-doublet splitting of Δ = 10.2(3)K at μ =H 7.8130 T is close to
the value of Δ = 7.4(6)O K. Therefore, we conclude that theOrbach process takes place through the transition

between the =S 1 2T states. This is further supported by the failure of the single-phonon relaxation process in
describing the dynamicmagnetization process discussed above.We note that our result is contrastedwith the
case of (Cu3–X) where the spin–lattice relaxation is dominated by a direct process [31]. The absence of the
Orbach process in (Cu3–X) can be ascribed to a small energy scale of Ji, which is one order ofmagnitude smaller
than that of (Cu3(OH)).

Using the standardHahn echo pulse sequence (π τ π τ− − − −2 echo) wemeasured the variation of a
spin–spin relaxation time,T2 with temperature. Figure 6(b) exhibits decay of the integratedHahn echo at
μ =H 7.8130 T (the transition 1 in the inset offigure 6(d)) as a function of the delay time τ2 . The echo intensity
decay isfitted to a single exponential function τ∝ −I Texp ( 2 )2 with =T 264. (7)2 ns atT=1.45 K.

From extensive theoretical and experimental works [14, 15, 45], it is well known that formolecularmagnets,
decoherence is solely determined by three environmental sources: (i) phonons, (ii) nuclear spins, and (iii)
intermolecular dipolar interactions. The environmental decoherence time for (Fe8) can be theoretically
extended up to about μ500 s by optimizing temperature and externalfields. Under accessible experimental

Figure 6. (a) Echo decaymeasured by a recovery pulse sequence at μ =H 7.8130 T andT=1.45 K. The red solid line is a fit to a double
exponential function. (b)Decay of the integratedHahn echo area as a function of delay time, τ2 . The red solid line is a fit to a single
exponential function. (c) A spin–lattice relaxation rate, T1 1, versus T1 in a semi-logarithmic scale. The solid line is afit to an
activation function, Δ∝ −T T1 exp ( )1 . (d) Temperature dependence of a spin–spin relaxation rate, T1 2. The solid line is a fit to
equation (8). The inset shows a spin-echo signal recorded by sweeping an external field atT=1.5 K.
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conditions, however, the decoherence time is limited to an order ofmicroseconds: μ∼T 0.632 s for (Fe8) [14],
μ0.34 s for (V15) [15], and μ0.75 s for (Cu3–X)moleculemagnet [31]. The nuclear spins were identified as a

main source of decoherence for (V15), inwhichT2 wasmeasured at a lowfield of μ =H 0.3360 T [15].
Takahashi et al [14] have shown that at high fields the nuclear spin decoherence becomes less significant than the
dipolar and the phonon decoherence. AsT2 of (Cu3(OH))was determined at a highfield of μ =H 7.8130 T,we
expect an appreciable contribution of aT1mechanism to decoherence in case of (Cu3(OH)) in contrast to (V15).

Similar to theT1 relaxation time, μ∼T 0.262 s of (Cu3(OH)) is also reduced by several factors compared to
that of (Cu3–X). Since both (Cu3(OH)) and (Cu3–X) weremeasured at the samefield and contain the same type
of nuclear spins, the shortening ofT2 in (Cu3(OH)) ismainly caused by theOrbachmechanism.

Lastly, we turn to the temperature dependence of T1 2. Under a high external field of μ =H 7.8130 T,most

of the spins are polarized to the ∣ − 〉;1

2

1

2
state and thus a spin flip-flop process ismainly responsible for theT-

dependence of T1 2 [46]. This ismodeled by a spin bath fluctuation theory [45, 47];

∑ Γ= + +
=

( )
T

A W m P m P m
1

( ) ( ) 1 , (8)
m

S S S
2 1

7

res

S

where A is a temperature independent parameter, Γres a residual relaxation rate,W m( )S theflip-flop transition
probability for themSth state with Δ = ±m 1S , and = −P m E m k T Z( ) exp ( ( ) )S S B , whereZ is the partition
function. The experimental data agreewith the theoretical calculation obtained by equation (8)with thefitting
parameters μ= −W (1) 1.2(2) s 1 and Γ μ= −4.0(7) sres

1. This result does not necessarily contradict the above
conclusion that the phonon process is substantially involved in decoherence. This is because themeasured
temperaturewindow of T= 1.45–2.4 K is rather narrow to examine an additional contribution from theOrbach
process which has the similar functional form and energy gap of Δ = 7.4(6)O Kas the spin bath theory.

4. Conclusions

Wehave presented detailedmagnetization, EPR, and relaxationmeasurements aswell asmicroscopicmagnetic
calculations on the newly synthesizedmagnetic cluster (Cu3(OH)). Thismoleculemagnet realizes a strongly
distorted scalene triangle with the antiferromagnetic coupling constants = −J 43.51 K, = −J 53.02 K, and

= −J 37.73 K. By using a 240 GHz pulsed EPRwe evaluated the relaxation timesT1 andT2.T1 is an order of 10
−4

s atT=1.5 K. The temperature dependence of T1 1 is governed byOrbach process at low temperatures. A spin
decoherence time is determined to be μ∼T 0.262 s. The temperature dependence of T1 2 is well described by
spin bathfluctuations. Compared to the isosceles triangle (Cu3–X), theT1 andT2 times are reduced by several
factors. Since theOrbach process is present only in (Cu3(OH)), the shortening of a spin decoherence time is
caused by the additional spin–phononmechanism in spin triangular clusters.
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