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#### Abstract

In the ant colony system (ACS) algorithm, ants build tours mainly depending on the pheromone information on edges. The parameter settings of pheromone updating in ACS have direct effect on the performance of the algorithm. However, it is a difficult task to choose the proper pheromone decay parameters $\alpha$ and $\rho$ for ACS. This paper presents a novel version of ACS algorithm for obtaining self-adaptive parameters control in pheromone updating rules. The proposed adaptive ACS (AACS) algorithm employs Average Tour Similarity (ATS) as an indicator of the optimization state in the ACS. Instead of using fixed values of $\alpha$ and $\rho$, the values of $\alpha$ and $\rho$ are adaptively adjusted according to the normalized value of ATS. The AACS algorithm has been applied to optimize several benchmark TSP instances. The solution quality and the convergence rate are favorably compared with the ACS using fixed values of $\alpha$ and $\rho$. Experimental results confirm that our proposed method is effective and outperforms the conventional ACS.


Keywords-Ant colony system (ACS), adaptive parameters control, traveling salesman problem

## I. Introduction

Ant colony optimization (ACO) [1] is a new metaheuristic inspired by the foraging behavior of real ants. These ants find the shortest path from their nest to a food source by using an indirect form of communication called stigmergy. When the ants are walking, they lay a certain amount of pheromone on the ground and decide a direction to move by detecting the pheromone previously deposited by other ants. Supposing that all ants walk at approximately the same speed, more ants will visit the shorter paths than the longer paths. Therefore, a greater amount of pheromone is accumulated on the shorter paths and thus attracts more new ants to follow. Based on this positive feedback effect, all ants will eventually choose the shortest path.

ACO algorithms have been successfully applied to many applications, such as the traveling salesman problem (TSP) [2][3], workflow scheduling problem [4], job scheduling problem (JSP) [5], protein folding problem [6], continuous optimization problem [7]-[9], and other industrial problems [10]-[12]. The traveling salesman problem (TSP) is one of the most studied NP-hard problems of combinatorial optimization. An algorithm called ant system (AS) inspired by the ants' behavior was first applied to TSP by Dorigo and his colleagues
[2]. However, the AS is not suitable for solving large TSP problems. Thus, the successor of AS-ant colony system (ACS) [3] was developed for achieving improvements on the performance.

How to properly update the pheromone level is the key of the ACS algorithm. In the ACS algorithm, pheromone updating rules include global updating and local updating. The values of $\alpha$ and $\rho$, which are the two corresponding parameters of the pheromone updating rules, have significant effect on the performance of the ACS. Many studies have been done in the literature for analyzing the influence of proper parameter values [3][13][14] and attempting to find the best parameter values of ant-based algorithms [15]-[17]. As described in [18], fine-tuning the best parameter values for solving an optimization problem is time-consuming. Moreover, the best parameter values are problem-dependent, which means that the best parameter values for an instance may not be as good for the other instances. Various methods have been proposed for searching the best ACO parameter values, such as computational intelligence algorithms (e.g., genetic algorithms [15][16] and particle swarm optimization [17]) and experimental methods in [18] and [19]. However, in these methods, the evaluation of each combination of parameter values needs to run the ACO algorithm several times. The computation for finding the best parameter values by these methods is thus quite heavy.

In this paper, we propose an adaptive ACS (AACS) algorithm, which is characterized by an online parameter tuning mechanism for adapting the optimization situation. Similar to the work in [20], the parameter values in AACS are not fixed but dynamically changed during the search process. We use the Average Tour Similarity (ATS), which measures the differences among the ants' tours, as the indicator of the optimization state in the ACS. In the initial state, the value of the global pheromone decay parameter $\alpha$ is maintained to be large and the value of the local pheromone decay parameter $\rho$ is small. On the contrary, when the mature state is detected, the value of $\alpha$ is reduced whereas the value of $\rho$ is increased.

The rest of this paper is organized as follows. Section II presents the structure of the ACS algorithm for solving TSPs. Section III describes the adaptive version of the ACS algorithm in detail. Section IV shows the experimental results of AACS
compared with the conventional ACS. Conclusions are made in Section V.

## II. ACS Algorithms For the TSP

## A. Framework of the ACS Algorithm

The TSP can be represented by a graph $G=(N, E)$, where $N$ is the set of cities and $E$ is the set of edges between cities. It is a problem of finding a shortest closed tour that visits every city once. The ACS algorithm for a TSP is described as follows [3]:

Step 1) Initialization: The parameters in the ACS are initialized and all ants are randomly placed on cities as the beginning of the tours.

Step 2) Building Tour: Each ant builds a tour by repeatedly applying a pseudo-random-proportional rule. When located at city $r$, ant $k$ chooses the next city $s$ to move to according to the rule given by

$$
s= \begin{cases}\arg \max _{u \in J_{k}(r)}\left\{[\tau(r, u)] \cdot[\eta(r, u)]^{\beta}\right\}, & \text { if } q \leq q_{0}  \tag{1}\\ S, & \text { otherwise }\end{cases}
$$

where $\tau(r, u)$ is the pheromone level between city $r$ and city $u$, $\eta(r, u)$ is the inverse of the distance between city $r$ and city $u$, $J_{k}(r)$ is the set of unvisited cities of ant $k, \beta(\beta>0)$ is the heuristic factor which determines the relative importance of pheromone versus distance, $q$ is a random number uniformly distributed in [0,1], $q_{0}\left(0 \leq q_{0} \leq 1\right)$ is a parameter, and $S$ is a random variable selected according to the probability distribution given by

$$
p_{k}(r, s)=\left\{\begin{array}{ll}
\frac{[\tau(r, s)] \cdot[\eta(r, s)]^{\beta}}{\sum_{u \in J_{k}(r)}[\tau(r, u)] \cdot[\eta(r, u)]^{\beta}}, & \text { if } s \in J_{k}(r)  \tag{2}\\
0, & \text { otherwise }
\end{array} .\right.
$$

The above procedure is repeated until every ant has visited all of the cities. Then all ants move back to the initial cities.

Step 3) Local Pheromone Updating: During the construction of a tour, ants use a local updating rule to change the pheromone level of the edge $(r, s)$ that they have passed as

$$
\begin{equation*}
\tau(r, s) \leftarrow(1-\rho) \cdot \tau(r, s)+\rho \cdot \tau_{0} \tag{3}
\end{equation*}
$$

where $\rho(0<\rho<1)$ is the local pheromone decay parameter, $\tau_{0}$ is the initial pheromone level.

Step 4) Global Pheromone Updating: The global pheromone updating occurs once all ants have completed their tours. Only the edges $(r, s)$ belonging to the best tour have the pheromone level updated as

$$
\begin{equation*}
\tau(r, s) \leftarrow(1-\alpha) \cdot \tau(r, s)+\alpha \cdot \Delta \tau(r, s) \tag{4}
\end{equation*}
$$

where $\alpha(0<\alpha<1)$ is the global pheromone decay parameter. The value of $\Delta \tau(r, s)$ is determined by (5)

$$
\Delta \tau(r, s)=\left\{\begin{array}{l}
\frac{1}{L_{\mathrm{ib}}}, \text { if }(r, s) \in \text { best - tour }  \tag{5}\\
0, \quad \text { otherwise }
\end{array}\right.
$$

where $L_{\mathrm{ib}}$ is the length of the best tour found in this iteration.
The iteration is then repeated from step 2) again until the algorithm meets an ending condition.

## B. Discussion on the Pheromone Decay Parameters

Cooperation among ants plays a key role in the ACS algorithm. Real ants coordinate their behaviors via stigmergy, a form of indirect communication mediated by modifying the environment [1]. In the ACS algorithm, modifications of the environment are achieved by the pheromone updating.

Based on the description of the ACS algorithm, the pheromone decay parameters $\alpha$ and $\rho$ have direct influence on the effect of pheromone in guiding ants' solution construction, moreover, on the performance of the algorithm.

The global pheromone updating in ACS is intended to reinforce the shortest tour by depositing a great amount of pheromone on the corresponding edges. $\alpha$ is the decay parameter for the global pheromone updating rule. If the value of $\alpha$ is larger, a greater amount of new pheromone will be added on the best tour in each iteration. Although the search will be more direct with a larger $\alpha$, the optimization is easily trapped into local optima. On the contrary, if the value of $\alpha$ is small, the global searching ability of the algorithm is improved, but the convergence rate is reduced.

In contrast, the effect of the local pheromone updating is to make the edges less desirable for the other ants. $\rho$ is the decay parameter for the local pheromone updating rule. If the value of $\rho$ is large, the tour just visited by ants will be weaken by the high pheromone evaporation. Therefore, the search randomness is improved, but the search is less direct. Conversely, if the value of $\rho$ is small, the algorithm converges faster, but it may easily lead to premature convergence.

In the conventional ACS, the values of $\alpha$ and $\rho$ are fixed throughout the optimization process. There are two drawbacks. First, the best values of $\alpha$ and $\rho$ are instance-dependent. The best setting of $\alpha$ and $\rho$ for solving an instance may not be as good when applied to another instances. Second, the importance of reinforcing the pheromone on a high quality tour or decreasing the desirability of an edge is different during the optimization process.

According to the above analysis, if the parameter values are not set properly, the optimization may stagnate from achieving the optimum. Using proper values of $\alpha$ and $\rho$ in different optimization states not only helps find high quality tours but also accelerates the search speed. Hence, an adaptive version of the ACS is proposed in the next section.

## III. ADAPTIVELY ADJUSTING $\alpha$ AND $\rho$

## A. Strategies for Adjusting the Values of $\alpha$ and $\rho$

Instead of using fixed values of $\alpha$ and $\rho$, we propose a novel adaptive method to adjust the values of $\alpha$ and $\rho$ according to the optimization state. Equations (6) and (7) present the adjustment of the values of $\alpha$ and $\rho$ in a general form.

$$
\begin{align*}
& \alpha=F_{\alpha}(\Phi)  \tag{6}\\
& \rho=F_{\rho}(\Phi) \tag{7}
\end{align*}
$$

where $\Phi$ is an indicator of the optimization state in the ACS algorithm. Based on the state $\Phi, F_{\alpha}()$ and $F_{\rho}()$ make suitable strategies for adjusting the values of $\alpha$ and $\rho$.

In the initial state, a great amount of pheromone is deposited on the shorter tours for attracting more ants to follow. Thus, the value of $\alpha$ should be large and the value of $\rho$ should be small. On the contrary, the shorter tour should be weakened by pheromone evaporation to avoid being trapped in local optima in the mature state. Thus, the value of $\alpha$ should be small and the value of $\rho$ should be large. Fig. 1 and Fig. 2 illustrate the strategies for adjusting the values of $\alpha$ and $\rho$ in different optimization states, respectively.


Figure 1. Adjusting the value of $\alpha$ in different optimization states


Figure 2. Adjusting the value of $\rho$ in different optimization states

## B. Computation of the Average Tour Similarity

As shown in Fig. 3, the flowchart of the proposed adaptive ACS (AACS) algorithm, the adaptive adjustment of $\alpha$ and $\rho$ occurs after all ants have completed their tours in each iteration. In the AACS, we use the Average Tour Similarity (ATS) to measure the optimization state.


Figure 3. The flowchart of the Adaptive ACS (AACS) algorithm
Step 1) Compute the similarity $s\left(T_{k}, T_{\text {best }}\right)$ between the tour $T_{k}$ of every ant $k$ and the best tour $T_{\text {best }}$ in the current iteration, $k=1,2, \ldots, m . m$ is the number of ants. We define $s\left(T_{k}, T_{\text {best }}\right)$ as the number of edges contained in $T_{k}$ as well as in $T_{\text {best. }}$.

$$
\begin{equation*}
s\left(T_{k}, T_{\text {best }}\right)=\left|T_{k} \cap T_{\text {best }}\right|, \tag{8}
\end{equation*}
$$

Because the number of edges contained in a tour equals to the number of cities, we have $s\left(T_{k}, T_{\text {best }}\right) \in\{0,1, \ldots, n\}$.

Step 2) Compute the Average Tour Similarity (ATS) according to the equation given by

$$
\begin{equation*}
A T S=\frac{1}{m} \cdot \sum_{k=1}^{m} s\left(T_{k}, T_{\text {best }}\right) . \tag{9}
\end{equation*}
$$

We also have $A T S \in\{0,1, \ldots, n\}$. The normalized value of $A T S$ is denoted as

$$
\begin{equation*}
\overline{A T S}=A T S / n \tag{10}
\end{equation*}
$$

where $\overline{A T S}$ ranges from zero to one.
Fig. 4 shows the development of the normalized value of the $A T S$ throughout the optimization process on the benchmark TSP instance eil76. The Y-axis represents the value of $\overline{A T S}$ and the X -axis represents the number of iterations. According to the figure, the value of $\overline{A T S}$ is relatively small in the initial state. Then the value of $\overline{A T S}$ becomes larger, showing the transition from the initial state to the mature state.


Figure 4. Development of the normalized value of the Average Tour Similarity (ATS) throughout the optimization process on the TSP instance eil76

The figure indicates that ants built tours that have more and more edges in common with the best tour during the optimization process. This is achieved by applying the pseudo-random-proportional transition rule and the global pheromone updating rule in ACS. Thus, the probability with which ants choose the same shorter tours increases when the optimization process transfers from the initial state to the mature state, which leads to providing a greater amount of pheromone with the best tour that can attract more and more ants to visit.

## C. Realization of Adaptively Adjusting Values of $\alpha$ and $\rho$

The values of $\alpha$ and $\rho$ are adjusted adaptively according to the value of $\overline{A T S}$, which is the indicator of the optimization state. The realization of (6) and (7) for the adaptive adjustment of the values of $\alpha$ and $\rho$ is implemented as

$$
\begin{align*}
& \alpha=a_{\alpha} \cdot \overline{A T S}+b_{\alpha},  \tag{11}\\
& \rho=a_{\rho} \cdot \overline{A T S}+b_{\rho} \tag{12}
\end{align*}
$$

In the initial state, i.e., the value of $\overline{A T S}$ is small, we need a relatively large value of $\alpha$ and a relatively small value of $\rho$ to accelerate the convergence speed. When the value of $\overline{A T S}$ increases to a high value, indicating the optimization enters the mature state, a relatively small value of $\alpha$ and a relatively large value of $\rho$ are needed to weaken the attraction of short edges.

According to the correlation between $\overline{A T S}$ and parameters $\alpha$ and $\rho$, the value of $a_{\alpha}$ is negative while the value of $a_{\rho}$ is positive. The constants $b_{\alpha}$ and $b_{\rho}$ are used for keeping the adjusted values of $\alpha$ and $\rho$ in a proper interval.

## IV. EXPERIMENTAL COMPARISONS

In order to demonstrate the efficiency of the Adaptive ACS (AACS) proposed in this paper, we compare the conventional ACS [3] with the AACS on three symmetric TSP instances, including eil51, eil76 and eil101 from the TSPLIB. Table I tabulates the size and the optimal tour length of each instance. The objective is to find the optimal tour length fast and accurately.

TABLE I. BENCHMARK TSP Instances

| Instance | Number of cities | Optimum tour length |
| :---: | :---: | :---: |
| ei151 | 51 | 426 |
| eil76 | 76 | 538 |
| eil101 | 101 | 629 |

## A. Parameters and Settings

In both the conventional ACS and the proposed AACS algorithms, the following parameters are set the same for all of the instances: $m=10, \beta=3.5, q_{0}=0.9$, and $\tau_{0}=\frac{1}{n \cdot L_{n n}}$, where $L_{\mathrm{nn}}$ is the tour length computed by nearest neighbor heuristic and $n$ is the number of cities. The conventional ACS uses a fixed value 0.1 for $\alpha$ and $\rho$ according to [3]. In the proposed AACS algorithm, the values of $\alpha$ and $\rho$ are adjusted adaptively. Each instance is tested 100 times independently. The maximum number of iterations is defined as 5000 .

## B. Results and Analysis

Table II summarizes the results of the conventional ACS and AACS on geometric instances of the symmetric TSP. The average tour length, the best solution, the worst solution, and the standard deviation generated by each algorithm are listed. The "Opt-times" column represents the number of times the optimum solutions found.
table II. Comparison Between the Conventional acs and the PROPOSED AACS

| Instance | Algorithm | Average | Best | Worst | Std.dev. | Opt-times |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| eil51 | ACS | 428.21 | 426 | 435 | 2.05 | 18 |
|  | AACS | 426.51 | 426 | 430 | 0.89 | 73 |
| eil76 | ACS | 541.55 | 538 | 550 | 2.97 | 17 |
|  | AACS | 538.91 | 538 | 543 | 1.17 | 50 |
| eil101 | ACS | 640.67 | 630 | 655 | 5.86 | 0 |
|  | AACS | 635.85 | 629 | 647 | 4.75 | 8 |

It can be seen from Table II that AACS performs better than ACS. As smaller average tour lengths and much larger values of opt-times than those of ACS are obtained by AACS, AACS has a stronger ability to find better solutions than ACS. In addition, AACS is more stable than ACS because the standard deviation of the tour lengths (denoted as "std.dev.") generated by AACS is smaller than ACS.

Fig. 5 compares the cumulative frequency of obtaining the optimal solutions in every 500 iterations of ACS with that of AACS. One can observe that AACS searches the optimum solutions much faster than ACS on all the three TSP instances.



Figure 5. Comparison of ACS and AACS for cumulative frequency of optimum solutions obtained in every 500 iterations. (a) TSP instance eil51. (b) TSP instance eil76. (c) TSP instance eill01.

## V. CONCLUSION

In this paper, a self-adaptive method to adjust values of the pheromone decay parameters $\alpha$ and $\rho$ for ACS has been proposed. The values of $\alpha$ and $\rho$ are adapted to the Average Tour Similarity (ATS), which is an indicator of the optimization state.

The adaptive ACS (AACS) algorithm has been implemented and tested on benchmark TSP instances. The experimental results show that the proposed AACS algorithm gives better performance than the one with fixed pheromone decay parameters settings in terms of both the solution quality and the searching speed.
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