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Abstract—Clustering ensemble (CE) takes multiple clustering
solutions into consideration in order to effectively improve the
accuracy and robustness of the final result. To reduce redundancy
as well as noise, a CE selection (CES) step is added to further
enhance performance. Quality and diversity are two important
metrics of CES. However, most of the CES strategies adopt
heuristic selection methods or a threshold parameter setting to
achieve tradeoff between quality and diversity. In this paper, we
propose a transfer CES (TCES) algorithm which makes use of the
relationship between quality and diversity in a source dataset, and
transfers it into a target dataset based on three objective func-
tions. Furthermore, a multiobjective self-evolutionary process is
designed to optimize these three objective functions. Finally, we
construct a transfer CE framework (TCE-TCES) based on TCES
to obtain better clustering results. The experimental results on 12
transfer clustering tasks obtained from the 20newsgroups dataset
show that TCE-TCES can find a better tradeoff between qual-
ity and diversity, as well as obtaining more desirable clustering
results.

Index Terms—Clustering ensemble selection (CES), machine
learning, multiobjective, transfer learning.

I. INTRODUCTION

W ITH the successful application of ensemble theory in
the domain of classification, such as Adaboost [1],

GBDT [2], Randomforest [3], andso on [52]–[55], [73],
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researchers are turning their attention to clustering ensem-
ble (CE). Different CE approaches have been widely used in
the area of bioinformatics [4]–[6], multimedia [7], and pat-
tern recognition [8]–[16]. These research works show that
CE strategies contribute to better and more robust results
due to the fusing of multiple base clustering members
strategically.

According to Kleinberg’s theorem, it is not possible to find
a single clustering algorithm suitable for all datasets [17].
Inspired by the idea of ensemble learning, the CE framework
is proposed [18]. It mainly consists of two steps: 1) clus-
tering members generation and 2) ensemble consensus. In
the first step, diverse clustering members are generated based
on different techniques, for example, different single cluster-
ing algorithms, random initialization, resampling [19]–[21],
and feature subspaces [22]. We usually require the cluster-
ing members to be as diverse as possible since we can obtain
more information from distinct views. In the second step,
all clustering members in step one are taken into consider-
ation, and a consensus function is designed to produce the
final clustering result. A number of consensus methods have
been proposed based on different perspectives to observe clus-
tering members. Voting-based methods, which are directly
inherited from ensemble classification, are the most straight-
forward techniques for result aggregation, expect for the need
of an alignment process. Zhou and Tang [23] proposed four
types of voting strategies: 1) simple voting; 2) weighted-
voting; 3) selective voting; and 4) selective weighted-voting.
Co-association matrix-based methods have been designed by
Fred and Jain [24]. For these types of method, a co-association
matrix extracts the association information of two data points
in the same cluster from the clustering members, then hier-
archical agglomerative clustering algorithm is applied to the
matrix to obtain the final result. Graph-based methods also
take advantage of the co-association matrix to construct a
hypergraph whose nodes are data points or clusters, and the
graph cut algorithm can be applied for partitioning the nodes.
CSPA, HGPA, and MCLA are three graph-based consensus
algorithms proposed by Strehl and Ghosh [18]. They produce
hypergraphs in different ways, and METIS is used as the final
graph cut algorithm.

In later studies, researchers found that better clustering
results could be obtained without using all clustering mem-
bers [26]–[35], because redundancy and noise also exist in
these members. Redundancy not only affects the ensemble
efficiency but also leads us to ignore other clustering mem-
bers’ contributions. The presence of noise also disturbs the
intrinsic structure of the dataset and degrades the performance.
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As a result, a CE selection (CES) step is proposed to solve
these two problems [26], [27]. Instead of using all cluster-
ing members which may contain redundant members, CES
selects a subset of clustering members before the consensus
step. It is obvious that how to evaluate a subset of cluster-
ing members is the main consideration of a CES algorithm.
Quality and diversity [25] are two of the most common
metrics. They indicate the degree of agreement and disagree-
ment between clustering members in the subset, respectively.
Higher quality indicates that the data partition is gener-
ally agreed to by clustering members, while higher diversity
can take advantage of different types of contributions. As a
result, how to determine the tradeoff relationship between
quality and diversity becomes a challenge. Previously, this
relationship was chosen according to experience or specific
parameter settings [14], [25]–[30], which is too dependent on
the datasets. Based on the above observation, an algorithm that
can adaptively search for the suitable tradeoff relationship is
desired.

In traditional clustering tasks, all the data come from the
same domain. There is not sufficient information to obtain
the tradeoff relationship between quality and diversity in an
unsupervised environment. In order to solve the problem of
information deficiency, transfer clustering is proposed [37].
Unlike traditional clustering approaches, transfer clustering
takes the data in similar domains into consideration. It aims
at learning clustering knowledge from a source domain with
or without supervision, and then transferring the knowledge
to a target domain. However, to the best of our knowledge,
almost all the existing transfer clustering algorithms focus on
the improvement of single clustering algorithms, and transfer
CE has not been studied.

In this paper, the idea of transfer learning is utilized. We
consider selecting clustering member subset in the target
domain with the help of the dataset in the source domain. Then
three objective functions are formulated as transfer objec-
tives, and a multiobjective self-evolutionary process (MOSEP)
is designed to optimize them. Finally, we construct a trans-
fer CE framework (TCE-TCES) based on the transfer CES
(TCES) algorithm. The main contributions of this paper are as
follows.

1) We propose a TCES algorithm that can learn the tradeoff
relationship between quality and diversity, and adap-
tively select the clustering members.

2) To our best knowledge, we are the first to combine
transfer learning with CE to obtain better clustering
results.

3) We design an MOSEP to optimize the selection of
clustering members.

4) A transfer CE framework is constructed based on TCES
and tested on 12 transfer clustering tasks.

The rest of this paper is organized as follows. Section II
introduces the related work on CES and transfer cluster-
ing. Section III presents the proposed TCE-TCES framework.
Section IV applies a series of experiments on 20newsgroups
(20NG) to verify the performance of the proposed method.
Section V concludes the proposed work and provides some
future research directions.

II. RELATED WORK

Given a dataset X = {x1, . . . , xn} that has n data points for
a CE task. The clustering members generation step applies
base clustering algorithms with different strategies to X to
produce a clustering member set � = {π1, . . . , πm}. Each
clustering member πi represents a partition for X, where
πij denotes that the jth data point is assigned to the ith
partition. The aim of the CES step is to choose a subset
�∗ = {π1, . . . , πm∗}(�∗ ⊆ �, m∗ ≤ m) that can be integrated
to produce a better clustering result.

The key problem of CES is how to evaluate the member
subset. Quality and diversity-based methods [14], [25]–[32]
are the most common ones. First, NMI [18] or ARI [46] is
used to measure the similarity between two clustering mem-
bers without an alignment process. The normalized mutual
information NMI(π, π ′) is defined as follows:

NMI
(
π, π ′) = 2ϕ

(
π, π ′)

ϕ(π) + ϕ(π ′)
(1)
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The adjusted Rand index ARI(π, π ′) is defined as follows:
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where π and π ′ are two clustering members. k and k′ are the
number of clusters in π and π ′, respectively. Ch denotes the
data points in the hth cluster of π , while C′

l denotes the data
points in the lth cluster of π ′. | · | denotes the number of data
points. We can see that NMI(π, π ′) ∈ [0, 1] and ARI(π, π ′) ∈
[ − 1, 1], the greater NMI(π, π ′) or ARI(π, π ′) is, the more
similar π and π ′ are.

Next, NMI(π, π ′) or ARI(π, π ′) is calculated to serve as
a similarity measure Sim(π, π ′). Quality and diversity are
defined based on NMI or ARI according to [25] as follows:

Quality
(
�∗) =

m∗∑

i=1

SNMI(πi,�) (6)

SNMI(πi,�) =
m∑

j=1&j �=i

Sim
(
πi, πj

)
(7)

Diversity
(
�∗) =

∑

πi �=πj&πi,πj∈�∗

(
1 − Sim

(
πi, πj

))
. (8)

Now, we can evaluate a clustering member subset in two
ways. On the one hand, a high quality subset indicates
that most of the members agree with the result. On the
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other hand, a subset with high diversity can absorb a wide
variety of views. Therefore, there were different CES strate-
gies according to different understandings in previous works.
Kuncheva and Hadjitodorov [26] studied the diversity within
a CE, and observed that a higher diversity leads to a bet-
ter consensus result. Hadjitodorov et al. [27] observed two
trends of the relationship between diversity and accuracy
in their experiments. In order to achieve an overall better
performance, they suggested choosing a moderate level of
diversity. Fern and Lin [25] were the first to consider the
tradeoff relationship between quality and diversity, and they
proposed three CES strategies based on this relationship.
Azimi and Fern [28] designed a threshold-based selection
method, which compared the similarity between clustering
members and the full ensemble result. Then a clustering mem-
ber subset was chosen based on a preset similarity threshold.
According to Hong et al. [29], multiple subset ensemble results
obtained from resampling were used as indicators to measure
the quality and diversity, and clustering members were selected
through a threshold as well. Jia et al. [30] took advantage
of spectral clustering (SC) to generate clustering members,
and sorted them according to their similarity to the tempo-
rary ensemble results obtained through a bagging technique.
Naldi et al. [14] used six relative clustering validity indices to
evaluate the quality, and integrated them to create a final eval-
uation. Wang et al. [31] used rough set theory to find a better
clustering member subset. Lu et al. [32] defined a new diver-
sity measure based on covariance, and proposed a covariance-
based selective CE algorithm. Akbari et al. [35] first computed
a pair-wise diversity measure matrix, then applied hierarchi-
cal clustering algorithm to take both quality and diversity
into consideration. Yang et al. [59] designed a unified frame-
work that simultaneously considered the quality and diversity
under the prior background knowledge of pairwise constraints.
Zhao et al. [60] utilized multiple indices to measure the
quality and diversity, then the clustering member subset is iter-
atively expanded based on the previous one to maximize these
indices. In addition to the quality-diversity-based selection
strategies, there are other methods. Alizadeh et al. [33], [71],
Nazari et al. [70], and Parvin and Minaei-Bidgoli [68], [69]
designed several methods to select clusters instead of cluster-
ing members. Yu et al. [34] viewed the clustering members
as new features of the data points, and they applied four fea-
ture selection methods to obtain the final subset. Yu et al. [61]
also designed a distribution-based method to measure the sim-
ilarity between two clustering members, and further utilized
it to select the subset of clustering members. To overcome
the weakness of quality, Yousefnezhad et al. [62] proposed an
independency index to be applied. Alizadeh et al. [67] com-
bined the idea of wisdom of crowds into the selection process.
Minaei-Bidgoli et al. [72] adapted the resampling schemes to
select the clustering members. Instead of the hard selection
strategies mentioned above, there are soft selection methods
based on weighting the members. Zhou and Tang [23] reduced
the weight of clustering members that were similar to other
members. Li and Ding [63] proposed a consensus approach
that integrated the weighted clustering members based on the
NMF framework [64].

Previous CES methods are mostly based on quality or diver-
sity, and we can summarize them as follows: 1) approaches
that only use quality [14], [30]; 2) approaches that only use
diversity [26], [27], [31], [32]; and 3) approaches that com-
bine quality with diversity [25], [28], [29], [35], [59], [60].
We can see that only some of them consider both quality
and diversity. Furthermore, they determine the tradeoff rela-
tionship between quality and diversity according to heuristic
techniques, and specific parameter or threshold settings. These
methods cannot be easily adapted to a variety of complex
datasets because some datasets prefer higher quality while
others need more diversity. As a result, how to search for
the suitable tradeoff relationship between quality and diversity
becomes a challenge.

To address this challenge, we take advantage of the idea
of transfer learning. Traditional machine learning only uti-
lizes data in a target domain, while transfer learning have
access to data in similar domains [36]. Transfer learning in
classification, feature extraction and regression has been exten-
sively studied in a number of previous works, but there is
a few research on transfer clustering [36]. Dai et al. [37]
have proposed a self-taught clustering (STC) algorithm, which
clusters data points in a target domain with the help of a
large number of unlabeled data points in a source domain.
STC assumes that both domains share the same feature clus-
tering, and it minimizes the MI value between data points
and features to achieve improved results on the target domain.
Jiang and Chung [38] improved SC through a transfer learning
formulation [transfer SC (TSC)]. TSC looks for potential data
manifolds of both domains, and uses co-clustering to perform
knowledge transfer. Yu et al. [39] designed a topic-constraint
transfer clustering (TCTC) algorithm for text information
transfer. TCTC attempts to extract must-link constraints from
the potential topics in both domains, and a semisupervised
clustering approach is adopted. Samanta et al. [40] con-
structed two iterative frameworks for knowledge transfer.
Sun et al. [41] improved the maximum entropy clustering
(MEC) algorithm through transfer learning, which is referred
to as TL_MEC, which corrects clusters in the target domain
by the historical cluster centers and clustering membership
degree values in the source domain. Deng et al. [42] proposed
transfer fuzzy C-means (TFCM) and transfer fuzzy subspace
clustering (TFSC), which incorporates clustering information
of the source domain into the original FCM and FSC objec-
tive functions to guide the prototypes of the target domain.
Qian et al. [51] proposed a new framework which jointly lever-
ages specific cluster prototypes and fuzzy membership values
to improve the effectiveness and robustness of the classical
MEC approach.

At present, the research of transfer learning is focused on
the improvement of traditional single clustering algorithms,
and the area of transfer CE has not been sufficiently studied.
Compared with a single clustering algorithm, the ensem-
ble method has better robustness and accuracy [47], [48].
Therefore, transfer CE is worthy of research.

In this paper, we propose a transfer CE framework based on
a new ensemble selection strategy, which combines the idea
of transfer learning with CE. TCES attempts to achieve the
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Fig. 1. Overview of the TCE-TCES.

tradeoff between quality and diversity, and it can adaptively
find out the suitable relationship instead of using an artificial
setting. TCES not only improves the performance of CES but
also explores the combination between transfer learning with
CE. Besides, we design an MOSEP to optimize the selection
of clustering members, which can find the suitable member
subset of both domains simultaneously.

III. TRANSFER CLUSTERING ENSEMBLE SELECTION

Among the different CES strategies, quality and diversity
are two important factors to be considered [14], [25]–[32],
[35]. However, determining the suitable tradeoff relationship
between these two factors according to human experience or
parameter settings lacks adaptability when applied to different
datasets. In addition, using a greedy algorithm cannot fully
optimize the clustering member subset search process. With
the rapid development of machine learning, a large number
of related datasets have been accumulated in various fields.
We consider taking advantage of the idea of transfer learning
to utilize the data in a source domain to guide the clustering
member subset selection in a target domain. Fig. 1 provides an
overview of the TCE-TCES. TCE-TCES first generates clus-
tering members in both domains, and then applies an MOSEP
to optimize three objective functions for achieving the tradeoff
relationship. After obtaining the Pareto frontier, each cluster-
ing member subset in the frontier is integrated. Finally, two
Pareto frontier ensemble methods are proposed to obtain the
final result.

We first describe the clustering task for TCE-TCES. A
source domain dataset Xs = {xs

1, . . . , xs
ns} and a target domain

dataset Xt = {xt
1, . . . , xt

nt } are given with ns and nt data points,
respectively. The source feature space F s contains nfs features,
while the target feature space F t contains nft features. In other
words, Xs ∈ Rnfs×ns

and Xt ∈ Rnft×nt
. Meanwhile, the label of

Xs is Ys and c is the number of clusters in both domains. TCE-
TCES aims at obtaining a better ensemble clustering result in
Xt with the help of Xs.

Fig. 2. Overview of the MOSEP for the clustering member subsets.

The first step of TCE-TCES is the generation of cluster-
ing member sets �s = {π s

1, . . . , π
s
m} and �t = {π t

1, . . . , π
t
m}

(m is the number of clustering members) in the source and
target domains, respectively. To obtain more comprehensive
clustering members, K-means (KM) and SC [43] are used as
base clustering algorithms. KM iteratively improves the cluster
centers by directly utilizing the distance between data points,
while SC is based on graph theory, and its purpose is to find
the optimal subgraph partition that divides the graph into sev-
eral parts. These two approaches partition the dataset from
different perspectives and provide more comprehensive base
clustering results. Besides, the strategies of using random ini-
tialization and random numbers of clusters in the range of
[c, 2c] are adopted for generating more diversified results.

The second step of TCE-TCES focuses on finding an
optimal clustering member subset �t∗ = {π t

1, . . . , π
t
mt∗} ⊆ �t.

Considering the idea of transfer learning, we utilize the data
in similar domains to guide the CES step in the target dataset.
Although the distributions of the data in the source and target
domains are different, we assume from a more abstract level
that the quality and diversity distributions of the clustering
members are similar because these data have similar clustering
properties. Therefore, we may suppose that the tradeoff rela-
tionship of quality and diversity of a good clustering member
subset in the source domain can be transferred to that in the
target domain. Three objective functions are designed for the
transfer task.

We intend to transfer the tradeoff relationship of a good
clustering member subset in the source domain to the tar-
get domain, so the first objective function measures the
performance of the selected subset �s∗ = {π s

1, . . . , π
s
ms∗} ⊆ �s

in the source domain. TCE-TCES integrates �s∗ using a con-
sensus method in Algorithm 2, and a temporary ensemble
result π se is obtained. The performance of �s∗ is indicated
by the NMI value between π se and Ys, and the better the
performance is, the higher the NMI value becomes. We sub-
tract the NMI value from 1 and minimize the following
objective function:

min F1 = 1 − NMI
(
π se, Ys). (9)

The second objective function minimizes the difference
between the quality indices of the selected subsets in the
source and target domains. Considering that the number of
clustering members selected in both domains may be distinct,
and the quality measures defined in (6) is not normalized, it
is difficult to compare the difference. Due to this limitation,
we propose an adjusted quality index as follows:

quality_adj(E) =
∑

π∈E SNMI(π,�)

|E| · Z
(10)
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Z = max
{
SNMI(π1,�), . . . , SNMI

(
π|E|,�

)}

(11)

where E is the clustering member set, | · | stands for the
size of the set, and Z is the normalization factor to ensure
quality_adj(E) ∈ [0, 1]. Next, the difference between the qual-
ity indices of the selected subsets in both domains can be
defined based on the adjusted quality index as follows:

min F2 = ∣∣quality_adj
(
Es) − quality_adj

(
Et)∣∣

=
∣∣∣∣∣

∑
π∈Es SNMI(π,�s)

|Es| · |Zs| −
∑

π∈Et SNMI
(
π,�t

)

|Et| · |Zt|

∣∣∣∣∣

(12)

where Es and Et are the selected clustering member subsets in
the source and target domains, respectively. When the qualities
of Es and Et are similar, F2 is close to 0.

The third objective function minimizes the difference
between the diversity indices of the selected subsets in the
source and target domains. For the same reason of incom-
patible numbers of clustering members and normalization
problem, we redefine the diversity as follows:

diversity_adj(E) =
∑

i �=j&i,j≤|E| NMI
(
πi, πj

)

0.5 × |E| × (|E| − 1)
. (13)

We can see that diversity_adj(E) also ranges in [0, 1], and we
define the final objective function as follows:

min F3 = ∣
∣diversity_adj

(
Es) − diversity_adj

(
Et)∣∣

=
∣
∣∣
∣
∣

∑
i�=j&i,j≤|Es| NMI

(
πi, πj

)

0.5 × |Es| × (|Es| − 1)
−

∑
i�=j&i,j≤|Et| NMI

(
πi, πj

)

0.5 × |Et| × (|Et| − 1)

∣
∣∣
∣
∣
.

(14)

Obviously, the smaller F3 is, the more similar the diversity of
Es and Et are.

These three objective functions transfer the quality and
diversity relationship and guide the choice of the subset in the
target domain, while selecting a subset in the source domain
with good performance. However, it is difficult to directly
optimize these objective functions at the same time. Instead
of finding a single optimal subset, we attempt to obtain the
Pareto frontier where none of the subsets performs better than
others on all three objective functions. Therefore, we design
an MOSEP which iteratively optimizes the three objective
functions, while selecting member subsets of both domains.
Fig. 2 provides an overview of the MOSEP. It consists of five
steps to optimize the member subsets with the three objective
functions.

For representing member subsets, MOSEP uses one-hot
coding for both domains, then concatenates them as follows:

� = {
φs

1, . . . , φ
s
m, φt

1, . . . , φ
t
m

}
(15)

φs
i =

{
1, if π s

i is selected

0, otherwise
(16)

φt
j =

{
1, if π t

j is selected

0, otherwise.
(17)

The size of � is 2 m, where the first half of the components
represents a member subset in the source domain, while the
rest of the components represents a member subset in the target
domain. MOSEP first generates O different member subsets
� = {�1, . . . , �O} with a random initialization strategy. Next,
two operations, which are referred to as two-segment local
adjustment and two-segment global replacement, are applied.

For the two-segment local adjustment operation, a subset �

is randomly selected. Then two random index sets denoted as
ϒ s = {rs

1, . . . , rs
κs} and ϒ t = {rt

1, . . . , rt
κ t } are generated with

replacement, where rs
i and rt

j are random integers in [1, m], and
κs and κ t are random integers in [1, (m/2)]. A new subset �′
is generated according to the following operations:

φ′s
i =

{
1 − φs

i , if i ∈ ϒ s

φs
i , otherwise

φ′t
j =

{
1 − φt

j , if i ∈ ϒ t

φt
j , otherwise.

(18)

The two-segment local adjustment operation is iteratively
applied until (O/2) new subsets are generated.

For the two-segment global replacement operation, two
subsets �a and �b are randomly selected as follows:

�a =
{
φs

a1, . . . , φ
s
ai, . . . , φ

s
am, φt

a1, . . . , φ
t
aj, . . . , φ

t
am

}

�b =
{
φs

b1, . . . , φ
s
bi, . . . , φ

s
bm, φt

b1, . . . , φ
t
bj, . . . , φ

t
bm

}
. (19)

Then two replacement indices rs
i and rt

j are randomly chosen
in the interval [1, m]. The global replacement operations in the
index intervals [rs

i , m] and [rt
j, m] result in the following two

new subsets:

�′
a =

{
φs

a1, . . . , φ
s
bi, . . . , φ

s
bm, φt

a1, . . . , φ
t
bj, . . . , φ

t
bm

}

�′
b =

{
φs

b1, . . . , φ
s
ai, . . . , φ

s
am, φt

b1, . . . , φ
t
aj, . . . , φ

t
am

}
. (20)

The two-segment global replacement operation is iteratively
applied until (O/2) new subsets are generated.

After the two-segment local adjustment and two-segment
global replacement operations, there are totally 2O cluster-
ing member subsets combining the original subsets with the
newly generated subsets, which can be denoted as �candidate =
{�1, . . . , �O,�′

1, . . . , �
′
O}. Next, MOSEP applies the fast

nondominated sorting algorithm [45] to stratify �candidate
according to the dominance relationship, then crowded com-
parison and elitist strategy are used to select O subsets to form
a new � with overall better performance. The subsets assigned
to the first layer during the fast nondominated sorting process
means that none of them is dominated by others. The subsets
in the second layer mean that each of them is dominated by
only one subset in the first layer, and the rest of the layers are
determined in a similar way. The fast nondominated sorting
algorithm sorts the subsets according to the crowding distance
defined in [45] layer by layer, then the first O subsets are
chosen to form �.

MOSEP repeats the above three operations until the preset
maximum number of iterations is reached. In the last iteration,
we choose the subsets in the first layer after fast nondominated
sorting to form the Pareto frontier P = {�1, . . . , �μ}, where
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Algorithm 1 MOSEP
Require:

Input: the clustering members in the source domain �s =
{π s

1, ..., π
s
m};

the clustering members in the target domain �t =
{π t

1, ..., π
t
m};

the ground truth clustering labels in the source domain Ys;
the maximum number of iterations β

Ensure:
1: Randomly generate O clustering member subsets � =

{�1, ..., �O} according to (15);
2: For t = 1 to β

3: Set newly generated subsets � ′ = ∅;
4: Repeat
5: Generate two random index sets ϒ s and ϒ t;
6: Produce a new subset �′ according to (18);
7: Until O

2 new subsets are added to � ′;
8: Repeat
9: Randomly select two subsets �a and �b from �;

10: Randomly generate two replacement indices rs
i and

rt
j ;

11: Produce two new subsets �′
a and �′

b according to
(20);

12: Until O
2 new subsets are added to � ′;

13: Obtain candidate clustering member subsets �candidate =
� ∪ � ′;

14: If t �= β

15: Apply the fast non-dominated sorting algorithm on
�candidate, choose the first O subsets to form �;

16: Else
17: Apply the fast non-dominated sorting algorithm on

�candidate to obtain the Pareto frontier P = {�1, ..., �μ};
Output: Pareto frontier P = {�1, ..., �μ}.

each subset is one of the optimal solutions under the proposed
three objective functions. Algorithm 1 shows the complete
process of MOSEP.

After the Pareto frontier is obtained, each �i contains
a selected clustering member subset in the target domain.
A consensus ensemble method based on a hypergraph is
applied to the Pareto frontier to obtain μ ensemble results
�e = {πe

1 , . . . , πe
μ}. Given a clustering member subset

� = {π1, . . . , πι}, TCE-TCES uses the method proposed
by Strehl and Ghosh [18] to obtain the similarity matrix.
TCE-TCES constructs the binary membership indicator matrix
Mi ∈ N

n×ki (ki is the number of clusters) for each πi whose
elements mab are defined as follows:

mab =
{

1, if xa ∈ Cb

0, otherwise
(21)

where Cb is the bth cluster in πi. The adjacency matrix
of a hypergraph with n vertices and

∑ι
t=1 kt hyperedges is

defined as M = (M1 · · · Mι). Then the similarity matrix can
be calculated as follows:

W = 1

ι
MMT (22)

Algorithm 2 Consensus Ensemble Method Based on a
Hypergraph
Require:

Input: the clustering member subset � = {π1, ..., πι};
the dataset in the target domain Xt;
number of clusters c;

Ensure:
1: For each πi in �

2: Construct a binary membership indicator matrix Mi

according to (21);
3: Construct adjacency matrices M = (M1...Mι);
4: Calculate a similarity matrix W according to (22);
5: Construct a hypergraph G = (Xt, W);
6: Obtain the graph cuts for G using the Ncut algorithm;

Output: consensus ensemble result πe.

where the element wij in W is the weight between xi and
xj. Based on Xt and W, a hypergraph is constructed as
G = (Xt, W). Specifically, the vertices of G represent data
points in Xt, while the edges of G specify the correlation
between two data points. The relaxation of normalized cut
(Ncut) algorithm [44], [56], [57] can be applied to partition
the graph G into c parts, which solves the first k eigenvectors
of Lu = λDu (where L is the unnormalized Laplacian and D
is the degree matrix) to obtain new data representation, and
applies KM to obtain the clustering result.

After the consensus ensemble step, the ensemble results
�e = {πe

1 , . . . , πe
μ} are obtained. We propose two Pareto fron-

tier ensemble strategies to obtain the final clustering result
from �e as follows.

1) Considering that the ensemble results in �e are reliable,
we choose the one with the highest agreement as the
final clustering result, which is denoted as

π∗ = arg maxπ∈�e SNMI
(
π,�e). (23)

2) We can view the ensemble results in �e as new base
clustering members, then perform a double consensus
ensemble step on �e by using Algorithm 2. The final
clustering result is denoted as

π∗ = ConsensusEnsemble(�e). (24)

IV. THEORETICAL ANALYSIS

We also perform a theoretical analysis of TCE-TCES with
respect to its computational cost. Assume that the numbers of
data points in the source and target domains are both n, and
the numbers of features are both f for concise description of
complexity analysis. We divide the time complexity into three
components: TGCM, TMOSEP, and TPFE. They denote the step
of generating clustering members, the step of MOSEP, and the
step of Pareto frontier ensemble, respectively.

TGCM includes the time complexity of KM and SC, which
can be expressed as

TGCM = MTKM + MTSC (25)

where M is the number of clustering members generated in
each domain. The time complexity of KM is O(G1Cnf ), where
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G1 stands for the number of iterations and C denotes the num-
ber of clusters. Because M, G1 and C are significantly smaller
than n and f , MTKM can be approximated as O(nf ). The time
complexity of SC is O(n3). As a result, the computational cost
for the step of generating clustering members is O(n3 + nf ).

Before analyzing TMOSEP and TPFE, we consider the time
complexity of ensemble consensus with Ncut TES which is
O(n3). To reduce the computational cost, it can be realized
by transforming into weighted KM clustering according to the
SEC algorithm proposed by Liu et al. [58]. Based on the tech-
nique of SEC, the time complexity of ensemble consensus can
be reduced to TES = O(n).

TMOSEP includes the step of initial generation TIG, two-
segment local adjustment TTLA, two-segment global replace-
ment TTGR, calculation of objective functions TCOF, and fast
nondominated sorting TFNS, which can be expressed as

TMOSEP = TIG + G2(TIG + TTLA + TTGR + TCOF + TFNS).

(26)

G2 is the maximum number of iterations in MOSEP. TIG,
TTLA, TTGR, and TFNS are all O(1) because they are only
related to M, S (the number of clustering member subsets) and
B (the number of objective functions) which are significantly
smaller than n and f . TCOF contains the cost of computing
three objective functions, which can be expressed as

TCOF = S(TF1 + TF2 + TF3). (27)

TF1 consists of two steps: 1) integrating the selected source
clustering members and 2) computing the NMI value, which
are both O(n), so TF1 = O(n). For TF2 and TF3, the NMI value
between each pair of clustering members can be precomputed
to improve the efficiency to O(S2). Therefore, TCOF = O(S(n+
S2)) = o(n) and the time complexity of MOSEP is O(n).

TPFE is related to the time complexity of ensemble con-
sensus TEC and the Pareto frontier ensemble strategy TPFES,
which is expressed as

TPFE = UTEC + TPFES (28)

where U is the number of clustering member subsets in the
Pareto frontier, which is also significantly smaller than n and f .
The time complexity of the Pareto frontier ensemble strategy 1
is O(Un) = O(n) for computing the NMI values, while the
complexity of strategy 2 is O(n) as well for the ensemble
consensus. As a result, the computational cost TPFE = O(Un+
n) = O(n).

In summary, the time complexity of TCE-TCES can be
estimated as follows:

TTCE−TCES = TGCM + TMOSEP + TPFE

= O
(

n3 + nf
)

+ O(n) + O(n) = O
(

n3 + nf
)
.

(29)

It can be noticed that the main calculation is focused on the
generation of the base clustering members, which can be easily
parallelized to reduce the computational time.

TABLE I
OVERVIEW OF THE 20NG DATASET

V. EXPERIMENT

In this section, the performance of the proposed TCE-TCES
is evaluated using 12 transfer clustering tasks obtained from
20NG1 which is preprocessed by Cardoso-Cachopo [50]. As
shown in Table I, 20NG divides all the news texts into seven
top-level classes: alt, comp, misc, rec, sci, talk, and soc.
Furthermore, classes comp, rec, sci, and talk are subdivided
into several secondary-level classes. We use the method
similar to Jiang and Chung [38] to construct the 12 transfer
clustering tasks as shown in Table II. Tasks C2-1 to C2-6 have
two clusters, tasks C3-1 to C3-4 have three clusters, while
tasks C4-1 and C4-2 have four clusters. Four top-level classes
(comp, rec, sci, and talk) are used, then the secondary-level
classes can be divided into two similar domains. Taking task
C2-1 as an example, it aims at clustering data into two top-
level classes (comp and sci) in the target domain with the help
of data in the source domain. Besides, the secondary-level
classes in the source domain (comp.graphics + comp.os.ms-
windows.misc and sci.crypt + sci.electronics) belong to the
same top-level classes as the secondary-level classes in the
target domain (comp.sys.ibm.pc.hardware + comp.windows.x
and sci.med + sci.space), so their domains are similar to
each other.

20NG contains a total of 18 821 texts, 60% of them are
included in the training set, while the rest are included in the
testing set. We only use the training set in our experiments.
The vector space model is applied, in which each term rep-
resents a feature in the text vector. The feature weights are
computed using TF-IDF and l2-normalization is performed.
In order to preprocess the data for filtering infrequent terms,
we only retain the terms with df ≥ 5 (df is the document
frequency). The data composition for each task is shown in
Table III, where n is the number of data points and nf is the
number of features.

The clustering performance in our experiments is measured
by the NMI and ARI values between the predicted clustering

1http://ana.cachopo.org/datasets-for-single-label-text-categorization
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TABLE II
OVERVIEW OF THE 12 TRANSFER CLUSTERING TASKS

result and the ground truth clustering result. NMI and ARI are
defined in (1) and (4), respectively. We run every algorithm
ten times, then the average value and standard deviation of
NMI and ARI are calculated as the final performance mea-
sures. The number of clustering members of both domains
generated in the first step is set to 50. In MOSEP, the size of
� is set to O = 20 and the maximum number of iterations
is set to β = 50. Besides, we provide the detailed parameter
descriptions of the other related algorithms in Table XI in the
supplementary material.

In the following experiments, we first compare TCES with
other CES algorithms. Then TCE-TCES is compared with a
number of transfer clustering algorithms. Next, the effect of
the size of clustering member subset is studied. The effect
of the base clustering algorithm and the ensemble consen-
sus method in TCE-TCES is studied as well. In addition, we
adopt a number of nonparametric tests to compare multiple
algorithms. Finally, the robustness of TCES is analyzed.

A. Comparison of Clustering Ensemble Selection Strategies

To evaluate the capability of TCES in selecting cluster-
ing member subsets adaptively, we use the clustering member

TABLE III
SUMMARY OF THE 12 TRANSFER CLUSTERING TASKS

FROM THE 20NG DATASET

generation strategy in TCE-TCES to produce the clustering
members pool for all selecting methods and keep the method
of ensemble consensus in TCE-TCES unchanged, we then
compare TCES with other CES strategies, including selecting
subset with highest quality (HQ) [25], selecting subset with
moderate diversity (MD) [27], selecting subset with highest
diversity (HD) [25], [26], combining quality and diversity by
parameter setting (JS) [25], combining quality and diversity
by threshold setting (ACES) [28], and the weighted method
(WCES) [23]. Specifically, HQ and HD are applied based on
a greedy strategy according to [25], the joint parameter in JS
and the threshold in ACES are set to 0.5, and the size of subset
is set to 30. Tables IV and V provide the comparison result of
TCES with different CES strategies with respect to NMI and
ARI. TCES-1 and TCES-2 are TCES with two Pareto frontier
ensemble strategies as expressed in (23) and (24), respectively.
The best result in each task is highlighted in bold.

It can be seen in Tables IV and V that:
1) good clustering member subsets in different tasks have

their own tendencies toward quality or diversity. For
example, C2-5 and C3-3 prefer subsets with higher qual-
ity (HQ is better than MD and HD); C2-1, C2-4, and
C2-6 prefer subsets with moderate diversity (MD is bet-
ter than HQ and HD); the rest of the tasks prefer subsets
with higher diversity (HD is better than HQ and MD).
If only quality or diversity is considered, the algorithm
may perform well on certain tasks, but not on others;

2) jointly considering quality and diversity (TCES, JS, and
ACES) results in a better overall clustering performance
than the CES strategies, in which only quality or diver-
sity is considered (HQ, MD, and HD). This indicates
that quality and diversity are both important metrics in
CES which should be considered comprehensively;
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TABLE IV
COMPARISON OF TCES WITH DIFFERENT CES STRATEGIES WITH RESPECT TO NMI

TABLE V
COMPARISON OF TCES WITH DIFFERENT CES STRATEGIES WITH RESPECT TO ARI

3) WCES performs similarly to ACES except for the
unsatisfactory performance in C2-3 and C2-5. The pos-
sible reason could be that WCES can consider all the
clustering members with different confidence;

4) TCES obtains the best clustering result in 8 out of
12 tasks, and it provides comparable, or even better
performance comparing with other quality and diversity-
based CES strategies. The possible reasons could be that
TCES adaptively finds the suitable tradeoff relationship
between quality and diversity from the source domain to
guide subset selection in the target domain for different
tasks, while other CES strategies only rely on human
experience or specific parameter settings to determine
the tendencies between quality and diversity, which lacks
adaptability;

5) the performances of the two Pareto frontier ensem-
ble strategies are similar, and TCES-1 is preferable to
TCES-2 on about half of the tasks and vice versa.

B. Comparison of Transfer Clustering Algorithms

In this experiment, we compare TCE-TCES with four trans-
fer clustering algorithms, including STC [37], TSC [38],
TFCM [42], and TFSC [42]. These transfer clustering algo-
rithms are the improvements of single clustering algorithm by
transfer learning, while TCE-TCES is the ensemble version.
Tables VI and VII provide the comparison results of TCE-
TCES with other transfer clustering algorithms with respect
to NMI and ARI.

We can observe the following.
1) TCE-TCES-1 and TCE-TCES-2 obtain the best cluster-

ing results in 10 out of 12 tasks. TCE-TCES improves
the performance by about 1%–5% comparing with

other transfer clustering algorithms. We believe that the
ensemble method combines multiple clustering mem-
bers and adds relevant knowledge of the source domain
to facilitate the selection of clustering member sub-
set, which can significantly improve the clustering
performance.

2) TFCM and TFSC have unsatisfactory performance, and
we consider that they may not be effective on high-
dimensional datasets.

C. Effect of the Clustering Member Subset Size

From the generation of subsets in MOSEP, we can notice
that there is no need to specify the size of the clustering mem-
ber subset. With the alternation of generation and elimination,
subsets with suitable size will remain. To study the effect of
the size of clustering member subset, we compare TCES with
the CES strategies (HQ, MD, HD, JS, and ACES) as described
in Section V-A, and set the subset size to 10, 20, 30, 40, and
50. The result is shown in Fig. 3. The horizontal axis corre-
sponds to the subset size, while the vertical axis is the NMI
value. The horizontal solid line stands for TCES. We can see
that the performance of other CES strategies fluctuates with
the subset size, and it is not easy to determine the maximum
point, while TCES maintains a high level performance on
the average. Generally speaking, TCES can adaptively choose
the size of subsets, and achieves a comparable or even better
performance than the other approaches.

D. Effect of the Base Clustering Algorithm

In the first step of TCE-TCES, we generate clustering mem-
bers by KM as well as SC. In order to study the effect of
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TABLE VI
COMPARISON OF TCE-TCES WITH DIFFERENT TRANSFER CLUSTERING ALGORITHMS WITH RESPECT TO NMI

TABLE VII
COMPARISON OF TCE-TCES WITH DIFFERENT TRANSFER CLUSTERING ALGORITHMS WITH RESPECT TO ARI

these base clustering algorithms, we keep TCE-TCES with
the first Pareto frontier ensemble strategy unchanged except
for the clustering member generation method: 1) using only
KM to generate clustering members (TCE-KM); 2) using
only SC to generate clustering members only (TCE-SC); and
3) using both KM and SC to generate clustering members
(TCE-KMSC). The result in terms of NMI is shown in Fig. 11
in the supplementary material. It can be seen that TCE-KM
has better results than TCE-SC in some tasks (C2-1, C2-4, and
C4-2), while TCE-SC outperforms TCE-KM in the remain-
ing tasks. However, by taking KM and SC into consideration,
TCE-KMSC obtains the best performance in most of the tasks.
The possible reason could be that KM and SC can view the
dataset from different perspectives, based on which diverse
and complementary clustering members are produced.

E. Effect of Ensemble Consensus Method

TCE-TCES integrates clustering member subsets through
a hypergraph. To explore the effect of ensemble consensus
methods, we compare our method, which uses Ncut as the
consensus function (TCE-Ncut), with a number of alterna-
tive consensus functions: 1) using KM (TCE-KM); 2) using
hierarchical clustering (TCE-HC); and 3) using the METIS
algorithm (TCE-METIS) [18], [49]. The result is shown in
Fig. 5 in the supplementary material. TCE-Ncut outperforms
the other approaches on 10 out of 12 tasks. TCE-KM, TCE-
HC, and TCE-METIS have their own advantages on certain
tasks but they perform unsatisfactorily on other tasks. For
example, TCE-HC is comparable to TCE-Ncut on tasks C2-4,
C2-5, C3-1, and C4-2, but its performance is not as good on

tasks C2-1, C2-3, C2-6, C3-4, and C4-1. Generally speaking,
TCE-Ncut is able to integrate the subsets in a more stable and
accurate way by balancing between the degree of compactness
within clusters with the degree of scatter between clusters.

F. Nonparametric Tests

We further adopt a number of nonparametric tests [65], [66]
to compare multiple algorithms, including TCES-1, TCES-2,
HQ, MD, HD, JS, ACES, WCES, STC, TSC, TFCM, and
TFSC over the 12 clustering tasks. Tables VIII–X in the sup-
plementary material show the significant difference among
various algorithms mentioned above by using different non-
parametric statistical procedures, such as the Bonferroni–Dunn
test, the Holm test, the Hochberg test, and the Hommel test.
It can be seen in Table VIII in the supplementary material
that the average ranking of TCES-1 and TCES-2 are 2.25 and
1.99, respectively, which are higher than other approaches, and
indicates that TCES obtains an overall better performance on
these clustering tasks. Tables IX and X in the supplementary
material list the p-values in control tests and multiple tests,
which indicate that TCES-2 has very close performance with
TCES-1 and TCES outperforms other algorithms to different
degrees of significance.

G. Robustness Analysis

We further analyze the robustness of TCE-TCES from the
two aspects of tasks and noise. Fig. 6 in the supplementary
material shows the performance bias of the top 6 algorithms
in Table VIII in the supplementary material (TCES-1, TCES-
2, HS, ACES, WCES, and TSC) over all clustering tasks.
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Fig. 3. Effect of the clustering member subset size with respect to NMI.

The vertical axis indicates the NMI value bias from the best
results, and 0 means the best result among these six algo-
rithms. It can be seen that TCES-1 and TCES-2 have overall
lower bias and more robust performance for all tasks, while
other algorithms fluctuate significantly on some tasks. The
possible reason could be that the competing methods can-
not adaptively adjust themselves to fit all the tasks, therefore
they perform poorly on some tasks. In addition, we evalu-
ate the performance of TCES with noisy clustering members
and noisy data. First, we generate different numbers of noisy
clustering members ranging from 5% to 10%, each of which
partitions the target dataset randomly, and these members
are used to replace the same number of normal clustering

members in the pool. Fig. 7 in the supplementary material
shows the performance of TCES with different numbers of
noisy clustering members. We can observe that TCES has
high robustness to these types of noise. Next, different lev-
els of Gaussian noise (σ ranges from 0.1 to 0.5) are added
to selected data points (1%–3%) in the six tasks to test the
robustness of TCES-1. Fig. 9 in the supplementary material
shows the results, where the horizontal axis corresponds to the
standard deviation of the Gaussian noise and the vertical axis
corresponds to the NMI values. It can be seen that an increase
of noise level affects the clustering performance to a certain
extent due to the inclusion of fewer high quality clustering
members.
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H. Comparison of Cluster Selection Algorithms

Instead of selecting clustering members, some CES algo-
rithms select useful clusters among all these members. In
this section, we compare the performance of TCES with
three state-of-the-art cluster selection methods, including
EEAC [71], CLWEAC [70], and AAPMM [33] (the detailed
parameter settings are shown in Table XI in the supplemen-
tary material). We use the same strategy as before to generate
the clustering members, then run these algorithms 30 times
and take the average NMI values as the final results. We test
their performance over all the 12 tasks which are shown in
Table XII in the supplementary material. TCES outperforms
EEAC, CLWEAC, and AAPMM on most of the tasks. The
possible reason could be that these three cluster selection
methods choose 33% or 50% of the clusters in an empiri-
cal way that may lead to poor performance on some tasks,
while TCES can adaptively select a suitable clustering member
subset to balance between quality and diversity. In addition,
the computation time of the selection process in TCES is
also studied. The running time and performance of TCES-1
is closely related to the number of iterations of MOSEP, so
we study the performance trend with respect to the number
of iterations over tasks C2-1, C3-1, and C4-1, as shown in
Fig. 10 in the supplementary material. We can observe that
the performance becomes relatively stable when the number of
iterations is around 10. Table XIII in the supplementary mate-
rial lists the average execution time of the selection processes
in TCES-1, EEAC, CLWEAC, and AAPMM on task C2-1.
The required time of TCES-1 with 5, 10, and 20 iterations
of MOSEP is given, which is longer than the other three
methods. The possible reason for the increased time could
be due to the additional step of transferring knowledge from
the source domain to adaptively balance between quality and
diversity, and TCES improves clustering performance at the
cost of additional execution time.

VI. CONCLUSION

In this paper, we focus on the problem of CES. Specifically,
we propose a TCES algorithm, which combines the idea of
transfer learning and CES to adaptively select clustering mem-
bers based on a tradeoff between quality and diversity, the
MOSEP which selects the clustering members while opti-
mizing the proposed three objectives, and the transfer CE
framework (TCE-TCES). We perform a thorough study of
TCE-TCES on 12 clustering tasks constructed from the 20NG
dataset, and obtain a number of conclusions. First, the trade-
off relationship between quality and diversity, as well as the
size of the clustering member subset, affect the performance.
Second, TCES can adaptively determine the tradeoff relation-
ship and the subset size, which leads to better performance on
most of the tasks when compared with other CES strategies.
Third, TCE-TCES combines transfer learning with CE, and
outperforms other traditional transfer clustering algorithms.
Fourth, the selection of a suitable basic clustering algorithm
and consensus method can improve the performance as well.
Fifth, the performance of TCES based on nonparametric tests

is studied, and its robustness is analyzed. Finally, we com-
pare TCES with a number of state-of-the-art cluster selection
methods. In the future, we shall further deploy TCE-TCES in
a distributed environment to enhance its efficiency, and test it
with different types of datasets. Besides, we will explore other
combination strategies between transfer learning and CE.
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