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Abstract—Insurance has been increasingly realized as an
important way of investment and risk aversion. Fruitful insur-
ance products are launched by insurers, but there is little research
on how to make a proper insurance investment plan for a spe-
cific policyholder given different kinds of policies. In this paper,
we aim to propose a practical approach to multipolicy insurance
investment planning with a data-driven model and an estima-
tion of distribution algorithm (EDA). First, by making use of
the insurance data accumulated in the modern financial mar-
ket, an optimization model about how to choose endowment and
hospitalization policies is built to maximize the yearly profit of
insurance investment. With the model parameters set accord-
ing to the real data from insurance market, the resulting plan
is practical and individualized. Second, as the optimal solution
cannot be achieved by mathematical deduction under this data-
driven model, an EDA is introduced. To adapt the EDA for the
considered problem, the proposed EDA is mixed with both the
continuous and discrete probability distribution models to handle
different kinds of variables. In addition, an adaptive scheme for
choosing suitable distribution models and an efficient constraint
handling strategy are proposed. Experiments under different con-
ditions confirm the effectiveness and efficiency of the proposed
model and method.

Index Terms—Data-driven, endowment insurance, estimation
of distribution algorithm (EDA), hospitalization insurances,
mixed-variable optimization.

I. INTRODUCTION

INSURANCE is an important way for people to cope with
risk. With the development of modern economy, more and

more people realize the significance of insurance and consider
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it a key part of their investment plan [1], [2]. As the insurance
industry grows rapidly in recent years, insurance products and
behaviors become more diverse and sophisticated. It becomes
increasingly important and challenging to study the actuarial
models of insurance.

In the literature, various mathematical models for insurance
have been developed, most of which focused on insurance pric-
ing on behalf of the insurers, e.g., insurance companies. In the
1970s, Brennan and Schwartz [3] proposed the first pricing
model that considered the equity-linked life insurance poli-
cies with an asset value guaranteed. Since then, researchers
have developed a plethora of models to address the problem
of insurance pricing under different circumstances. Some of
the representative works include the pricing of an endowment
insurance policy paid by annual premium [4], the models for
equity-linked life insurance policies [5]–[7] and fixed income
linked life insurance policies [8]. Also, there are dozens of
researchers studying the pricing model of nonlife policies.
Please refer to [9] for a detailed survey on such pricing
models.

In contrast to the pricing models for insurers, the research
into insurance investment models on behalf of the policyhold-
ers is far less matured. In the literature, the investments of
insurance were mostly considered as a complementary part
of the entire property investment plan. The first insurance
investment model was proposed by Hakansson [1], which con-
sidered life insurance as a part of the property investment plan
and established a discrete model to calculate the return of life
insurance. Later the model was extended to a continuous form
for enhancing its practical value [2], as the investment pro-
cess into insurance is actually a continuous procedure. Based
on these two models, a number of improved models have
been developed. Pliska and Ye [10] studied the optimal invest-
ment strategy for a wage earner with uncertain lifetime. The
model was then extended to take risky assets [11]–[13] and
different kinds of life insurance products [14] into account.
Besides the above models that consider the investment strat-
egy of a single person, investment models for the collective
situation [15], [16] were also developed. However, all the
above models share a vital defect. That is, only one type of
insurance policies, i.e., life insurance, is considered. In fact,
to fulfill desires of different policyholders, the modern insur-
ance market offers many different types of insurance policies,
including but not limited to endowment policies, hospitaliza-
tion policies, property policies, auto policies, etc. To make the
insurance investment models better suit the modern insurance
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market and better satisfy the practical need of policyholders,
it is necessary to take more types of policies into account.

In order to overcome the above deficiency, this paper intends
to establish an insurance investment model that considers
different kinds of endowment and hospitalization policies.
However, the fact that different insurance policies calculate
their premiums and profits in different ways increases the com-
plexity of the proposed model and brings up the following two
challenges.

On the one hand, in the case that only life insurance
is considered, it is possible to use mathematical expres-
sions to deduce the price and the profit of an insurance
policy [10]–[14]. As for the case of multipolicy insurance
investment, since many factors (e.g., wealth condition, health
condition, age, etc.) must be taken into account, it is diffi-
cult or even impossible to deduce the price and the profit of
each policy mathematically. For instance, to mathematically
model a multipolicy insurance investment plan that consid-
ers the health condition of a policyholder, a mathematical
expression of the health condition is needed at first. However,
since it is hard to establish an accurate mathematical expres-
sion to assess the health condition of the policyholder, the
establishment of the mathematical model for the multipolicy
insurance plan becomes difficult. With the rapid development
of insurance business, a wealth of insurance data (settings of
insurance policies, demographic information of policyholders,
real insurance cases, etc.) has been accumulated. Instead of
using mathematical expressions, it might be more practical
and promising to build the insurance investment model based
on data. Inspired by this idea, this paper proposes a data-driven
multipolicy insurance investment model.

On the other hand, the simplicity of the existing invest-
ment models for life insurance makes it possible to derive
the optimal investment plan by mathematical deduction.
However, the proposed multipolicy insurance investment
model becomes so complex that it may not have the mathe-
matical properties (e.g., continuity or differentiability) required
by traditional optimization methods based on mathematical
deduction. Therefore, this paper proposes the use of estimation
of distribution algorithms (EDAs) [17], a simple yet effec-
tive evolutionary algorithm [18]–[22], to address the proposed
multipolicy insurance investment model. There are two advan-
tages of utilizing EDA. First, EDA is a stochastic optimization
algorithm based on statistical learning theory, and thus has
inherent coherence with the proposed insurance investment
model established based on statistical data. Second, it has been
shown that EDA has good global search capability, which
makes it promising for optimization of the investment plan
involving multiple insurance policies.

In order to tailor the original EDA to the proposed insur-
ance investment model, the following improvements are made.
First, since the multipolicy insurance investment model has
both of continuous and discrete decision variables, a mixed
variable framework that enables EDA to handle different types
of variables simultaneously is proposed in this paper. Second,
to avoid the premature convergence, an adaptation strategy
that can choose the probabilistic model in EDA according
to the performance is developed. Third, to ensure that the

insurance investment plan obtained is feasible, a novel con-
straint handling strategy is designed and embedded. Finally,
a local search strategy is utilized to further improve the
search efficiency. Experiments under different conditions con-
firm the effectiveness and efficiency of the proposed model
and method.

The rest of this paper is organized as follows. Section II
briefly introduces the background of insurance investment
models and EDAs. Section III formally defines the proposed
multipolicy insurance investment model. Section IV intro-
duces the details of the proposed EDA for optimization of the
proposed model. Section V presents a series of experiments to
prove the effectiveness and efficiency of the proposed model
and method. Finally, the conclusion of this paper is drawn in
Section VI.

II. BACKGROUND

A. Insurance Investment Model

Insurance is a kind of investment strategy that can help
the policyholder to avoid risks. In particular, life insurance
takes the life expectancy of the insured as the subject of insur-
ance, and the payment condition is the survival or death of the
insured. Most existing works about insurance investment only
considered a single life insurance policy [10]–[13], in which
a continuous investment model is employed and the return of
the life insurance, Z(t), is calculated according to the following
formula:

Z(t) = I(t)

η(t)
(1)

where I(t) is the amount that the policyholder purchases at
time t and η(t) is the premium-payout ratio at time t.

With the rapid development of insurance business, a vari-
ety of life insurance policies with different characteristics
have been developed. The necessity of studying the invest-
ment strategy involving more than one life insurance policy
thus becomes more and more obvious. Mousa et al. [14]
proposed the first and, so far, the only one insurance invest-
ment model that considered different kinds of life insurance
policies. Yet the difference in different policies was limited
to their premium-payout ratios. The model considering k life
insurance policies was thus extended to

Z(t) = Z1(t) + · · · + Zk(t) = I1(t)

η1(t)
+ · · · + Ik(t)

ηk(t)
. (2)

Here, Zi(t), Ii(t), and ηi(t), i = 1, 2, . . . k, denote the return
of the ith policy, the amount of purchasement of the ith policy
at time t, and the premium-payout ratio of the ith policy at
time t, respectively. With the model, it is obvious that the
policy with the lowest premium-payout ratio at time t would
be chosen, while the purchase amount of the other policies
would be zero.

From the above, it can be known that the previous models
have many limitations on the type and the amount of insurance
policies in consideration. In fact, nowadays, few companies
offer life insurance policies that only have death compensa-
tion. Most companies provide endowment policies that add
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Fig. 1. Flowchart of insurance investment model for endowment policies.

the function of saving to life insurance [23]. As the calcula-
tion of the return of endowment policies is more complex, the
previous models are no longer suitable for studying. To show
the insurance investment model for endowment policies, the
flowchart is given in Fig. 1.

Besides the endowment policies, this paper also takes a kind
of popular nonlife insurances, the hospitalization policies [24],
into account. A hospitalization policy is an insurance contract
that helps the policyholder to avoid the risk of incurring med-
ical expenses when getting certain kind of diseases. Suppose
that the premium of a hospitalization policy is z(t), if the pol-
icyholder gets sick with certain disease specified in the policy
at time t, the medical expenses Y(t) will be reimbursed by
the insurer, that is, the policyholder can get a return of Y(t).
If the policyholder remains healthy, he will get no return. In
summary, the total return R(t) can be calculated as

R(t) =
{−z(t), if the policyhoder is fine

Y(t) − z(t), otherwise.
(3)

Taking multiple endowment and hospitalization policies into
account significantly improves the practicality of the insurance
investment model. However, it also makes the model more
complex, which increases the difficulty of finding the optimal
investment plan of the model. Considering that the model may
not have the mathematical properties required by traditional
optimization methods, usage of a new kind of optimizer, the
EDA, is proposed.

B. Estimation of Distribution Algorithm

EDA [17] is an evolutionary algorithm based on statisti-
cal learning theory. As shown by the flowchart in Fig. 2,
EDA starts from initializing a population, in which each indi-
vidual represents a candidate solution to the problem. Based
on the existing population, it utilizes the statistical learning
method to estimate a probability model for describing the dis-
tribution of promising solutions in the search space. Then the

Fig. 2. Flowchart of EDAs.

probability model is sampled to generate a new population. By
repeating the steps of estimating and sampling the probability
model of promising solutions, EDA can evolve the population
toward the optimum of the problem.

Building a probability model that can accurately describe
the distribution of promising solutions in the search space
is the key to enhance the efficiency of EDAs. Considering
the characteristics of different kinds of problems, EDAs
with different model estimation methods are developed.
Population-based incremental learning (PBIL) [25], univariate
marginal distribution algorithm (UMDA) [26], and compact
genetic algorithm (cGA) [27] are proposed to deal with the
optimization of variable independent binary coding problems.
Mutual information maximization for input clustering [28],
combining optimizers with mutual information trees [29], and
bivariate marginal distribution algorithm [30] are proposed
to solve the optimization problems of bivariate correla-
tion binary coding. Factorized distribution algorithms [31],
extended cGA [32], and Bayesian optimization algorithm [33]
are proposed to deal with the optimization of multivariate cor-
relation binary coding problems. PBILc [34], UMDAc [35],
and stochastic hill climbing with learning by vectors of nor-
mal distributions [36] are proposed for variable independent
real-number coding problem. Estimation of multivariate nor-
mal algorithm [37] and IDEA [38] are proposed to solve the
multivariate correlation real-number coding problem. In recent
years, many EDA variants have been proposed [39]–[44]
and it is extensively applied to solve many problems,
such as multimodal problems [45], [46] and multiobjective
problems [47].

However, none of the above EDAs are sufficiently suit-
able for the insurance investment problem considered in this
paper. The reasons are as follows. First, the multipolicy insur-
ance investment model proposed in this paper consists of both
discrete and continuous variables. To ensure precision and effi-
ciency of optimization, instead of encoding all of the variables
into a binary vector or a real-number vector, it is more desired
to adopt a mixed coding scheme. Yet all the above EDAs are
designed using a single (either binary or real-number) cod-
ing scheme. Second, there are specific constraints among the
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variables. The problem cannot be easily transformed into any
multivariate correlation problems dealt by the above EDAs.
In order to conquer the above problems, this paper develops
an adaptive EDA (AEDA) to address the proposed multipol-
icy insurance investment model, which will be elaborated in
Section IV.

III. MULTIPOLICY INSURANCE INVESTMENT MODEL

This paper focuses on optimization of insurance investment
plan that involves endowment and hospitalization policies. For
simplicity, we only consider the situation that the policyholder
is also the insured.

In the proposed model, different kinds of endowment and
hospitalization policies are considered. One can purchase as
many kinds of endowment policies and invest as much as he
wants, but the investment for each payment period must ful-
fill the minimum request. As for the hospitalization policies,
the premium is determined based on the coverage scope as
well as the holder’s situation. Only one hospitalization policy
can be purchased, and to keep the policy effective, the poli-
cyholder must pay the same amount of premium every year.
In exchange, he no longer needs to pay the medical expenses
incurred by the diseases covered by the policy.

Given the initial wealth and the policyholder’s initial age,
the optimization objective is to maximize the statistical value
of the yearly profit by tuning the amount of investment for each
payment period of the endowment policies and the choice of
hospitalization policy.

A. Parameters of the Model and Their Settings

From the above description, it can be seen that a number
of parameters must be defined at first to make the proposed
model work. The parameters are listed as follows.

1) Parameters Related to Endowment Policies: The fol-
lowing parameters are needed to compute the profit of the
ith endowment policy with the jth payment period (i =
1, 2, . . . , n1, j = 1, 2, . . . , mi):

1) η1ij(t0, t) return rate at time t if invested at t0;
2) η2ij(t0, t) death compensation rate at time t if invested

at t0;
3) qij latest time to purchase;
4) lijt minimum amount of investment;
5) T1 guarantee period.
2) Parameters Related to Hospitalization Policies: The

following parameters are needed to analyze the investment
efficiency of the hospitalization policies:

1) δk(t0) premium of policy k at time t0, k = 1, 2, . . . , n2;
2) Ak coverage scope of policy k, k = 1, 2, . . . , n2;
3) zs medical expense for diseases with the sth serious

degree;
4) T2 latest time to buy a hospitalization policy.
3) Parameters Related to the Policyholder: The following

parameters are needed to design an individualized investment
plan:

1) I0 initial wealth;
2) I(t) annual income at time t;
3) t0 initial age;

4) p(t) mortality rate at time t;
5) ps(t) incident rate for diseases with the sth serious

degree at time t.
For a policyholder who wants to utilize the proposed model

to derive the optimal investment plan, the parameters related
to endowment policies and hospitalization policies should be
given in advance. Some of the parameters related to the pol-
icyholder, i.e., I0, I(t), t0, should also be given to obtain
an individualized insurance investment plan. The remaining
parameters, i.e., p(t) and ps(t), should be set based on the
statistical data as below.

Let T(x) be the number of years a person at the age of x can
live. The probability for the person to survive after τ years,
which is denoted as τ px, is calculated as

τ px = Pr(T(x) > τ) = Pr(X > x + τ |X > τ) = s(x + τ)

s(x)
(4)

where Pr(A) indicates the probability that A will occur, while
Pr(A|B) is the probability that A will occur given that event
B has occurred. s(x + τ) is the number of survivors at time
(x + τ ) and s(x) is the total number of survivors at x. Based
on the above, the mortality rate at time (x + τ ) for a person
at the age of x can be computed as

p(x + τ) =τ+1 px −τ px = s(x + τ + 1) − s(x + τ)

s(x)
. (5)

To complete the above derivation, s(·) must be known in
advance. Therefore, it is necessary to estimate the age dis-
tribution of mortality over the people whose health condi-
tions and health habits are similar with the policyholder.
Such estimation can be achieved by collecting and analyzing
historical data.

The incidence rates for diseases of the sth serious degree
are derived as

ps(x + τ) = is(x + τ)

s(x + τ)
(6)

where is(x + τ) is the number of survivors who have dis-
eases of degree s at x + τ . To conduct the above derivation,
is(·) and s(·) must be known in advance. It is thus neces-
sary to estimate the incident age distribution of patients whose
health conditions and health habits are similar to the pol-
icyholder. Such estimation can also be achieved based on
historical data.

In the literature, only death compensation rate and mortality
rate are considered as parameters of the insurance investment
models [10]–[16]. The difference in insurance policies and
the policyholder’s specific situations is largely neglected. In
this paper, we propose to consider all of the parameters men-
tioned above. By doing so, the insurance investment model
becomes more realistic, and the insurance investment plan can
be optimized in an individualized way.

B. Premises and Assumptions

To facilitate the establishment of the optimization model,
the following premises and assumptions are made according to



SHI et al.: AEDA FOR MULTIPOLICY INSURANCE INVESTMENT PLANNING 5

existing literatures of insurance investment and some insurance
policies in real life [10]–[14], [48].

1) Suppose that there are n2 hospitalization policies. All
of the diseases in concern are classified into n2 groups
regarding their serious degrees, and the groups are
indexed in descending seriousness. Assume that the cov-
erage scope of the ith hospitalization policy includes all
the diseases in the first i group(s) (i = 1, 2, . . . , n2). In
other words, the first policy only covers the most serious
diseases, whilst the n2th policy covers all the diseases in
concern. The more diseases a policy covers, the higher
its premium is. Note that the premium of a hospital-
ization policy is determined at the time of purchase.
The policyholder must pay the same amount of premium
every year till the payment period is completed.

2) The cash values of endowment policies cannot be cashed
in to purchase new endowment policies or to pay the
medical expense for the diseases outside the cover-
age of the selected hospitalization policy. However, the
cash values can be used to pay the premium of the
hospitalization policy.

3) Assume that the policyholder does not need to with-
draw any money from his investment into insurance.
Surrender policies are thus not considered in the
proposed model. Each insurance policy purchased by
the policyholder will stay effective until its guarantee
period is completed.

4) Assume that the policyholder’s death always occurs at
the beginning of a year. Therefore, the cash value of the
endowment policies and the possible medical expenses
in the year of the policyholder’s death are not considered
when computing the yearly profit.

5) Assume that the medical expenses for the diseases with
the same degree of seriousness are constant, irrespective
of age or general health conditions. The more serious
a disease is, the higher the medical expense will be.

6) The policyholder begins to profit from the purchased
endowment policies one year afterwards.

C. Objective Function

Suppose that there are n1 endowment policies and n2 hos-
pitalization policies in the market. Each endowment policy i
has mi payment periods (i = 1, 2, . . . , n1). According to the
previous sections, the optimization problem of the insurance
investment plan can be formulated as

max J(t; X, β) (7)

where J(t; X, β) is the statistical value of the profit at time
t given the investment plan X of endowment policies and
the selected hospitalization policy β. More specifically, X is
an irregular matrix, in which each element xij indicates the
amount of investment for the jth payment period of the ith
endowment policy. J(t; X, β) is calculated as

J(t; X, β) = [1 − p(t)]V(t) + p(t)Z(t) + C(t) (8)

where p(t) is the mortality rate of the policyholder at time
t, V(t), Z(t), and C(t) denote the cash value, the death

compensation (if occur), and the cash on hand at time t,
respectively.

The cash value at time t is the sum of the current cash
values of all the endowment policies, i.e.,

V(t) =
n1∑

i=1

mi∑
j=1

Vij(t) (9)

where Vij(t), as calculated by (10), is the cash value of the ith
endowment policy with the jth payment period at time t

Vij(t)

=
{

xijη1ij(t0, t), if t = t0 + 1
Vij(t − 1) + xij[η1ij(t0, t) − η1ij(t0, t − 1)], otherwise.

(10)

In (10), t0 is the initial age of the policyholder and η1ij(t0, t)
is the return rate of the ith endowment policy with the jth pay-
ment period. Note that the cash values will be used to pay the
premium of the selected hospitalization policy, as long as the
policyholder’s age has not passed the latest investment time T2
(i.e., t ≤ T2). In that case, the cash values Vij(t) are taken out
in descending order to pay the premium δβ(t) of the hospital-
ization policy β till δβ(t) is paid off. If δβ (t) cannot be fulfilled
with all the cash values taken out [i.e., δβ(t) > V(t)], the hos-
pitalization policy is considered unaffordable. The investment
strategy thus becomes infeasible. For each endowment policy
whose cash value has been taken out, Vij(t) is set as zero.
That is, the accumulation of the cash value restarts from time
(t + 1).

Likewise, the death compensation at time t is the sum of
the death compensations of all the endowment policies. Let
η2ij(t0, t) be the death compensation rate of the ith endowment
policy with the jth payment period. The death compensation
at time t is computed as

Z(t) =
n1∑

i=1

mi∑
j=1

xijη2ij(t0, t). (11)

The cash value at time t is equal to the balance at time
(t−1) plus the policyholder’s income I(t), and minus the total
medical expenses. Let ps(t) be the incidence rate for diseases
in the sth group at time t and zs be the medical expense for
the diseases in the sth group. The cash value at time t can be
computed as

C(t)

=
{

I0, if t = t0
C(t − 1) + I(t) − ∑n1

i=1

∑mi
j=1 vijxij − ∑n2−β

s=1 ps(t)zs, otherwise

(12)

where vij ∈ {0, 1} is an indicator of whether or not the policy-
holder has finished the payment for the ith endowment policy
with the jth payment period.

D. Constraints of the Model

In reality, investing insurance has some constraints. Such
constraints are also manifested in the proposed model.

1) There is a latest time to invest in the jth payment period
of the ith endowment policy, denoted as qij. That is, for
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a policyholder whose age is greater than qij, it is not
available for him to invest in the jth payment period of
the ith endowment policy.

2) There is a minimum amount of the investment to the jth
payment period of the ith endowment insurance at time
t, denoted as lijt. That is, the investment amount to the
jth payment period of the ith endowment insurance at
time t should not be less than lijt.

3) There is a guarantee period for all the endowment poli-
cies, denoted as T1. That is, after T1, the insurance
coverage period of the endowment policies is over, the
cash value and the death compensation would not be
accumulated any more.

4) There is a latest time to buy hospitalization policies,
denoted as T2. That is, the policyholder cannot buy any
hospitalization policies after age T2 if he has not bought
any hospitalization policies before. But for a policy-
holder who has bought a hospitalization policy before
T2, he can continue to buy it after T2.

5) In no case can a policyholder choose an investment plan
that the total amount of cash value is not able to cover
the premium of the hospitalization policy at any time.

6) The policyholder’s cash in hand cannot be negative at
any time otherwise the policyholder will go bankrupt.

IV. ADAPTIVE EDA APPROACH

The definition in Section III shows that the multipol-
icy insurance investment model is a complex optimization
problem with multiple constraints and mixed variables. It is
unlikely that the optimal solution can be obtained through
traditional optimization methods based on mathematic com-
putation. This paper proposes an AEDA to approximate the
optimal solution of the problem. To ensure that the solution
obtained is feasible, a novel constraint handling strategy is
embedded into AEDA. To deal with the continuous and dis-
crete variables in the problem simultaneously, AEDA adopts
a mixed-variable framework to treat different types of variables
separately. Besides, AEDA employs an adaptation strategy
that can choose probability models automatically regarding
their performances to avoid premature. A local search strat-
egy is also employed to further improve the search efficiency.
Detailed design of AEDA is illustrated in the following
sections.

A. Initialization With Constraint Handling

Each individual in the population of AEDA represents
a candidate insurance investment plan, which, according to
Section II, can be written as S = <X, β>. In order to pro-
mote the search efficiency, it is better that the search starts
from feasible solutions with adequate variety. To achieve this
goal, AEDA initializes each individual by assigning random
values to the variables in S such that the resulting investment
plan satisfies the following constraints.

1) The value of β is an integer in the range of [0, n2].
2) For each element xij in X, the value of xij is not smaller

than lijt0 , i.e., the minimum amount of investment

requested by the ith endowment policy with the jth
period at time t0.

3) For the endowment policies whose latest purchasing
time qij is earlier than t0, xij must be zero.

4) The sum of the elements in X, that is, the total amount
of investment to endowment policies, cannot exceed the
cash that the policyholder has on hand at any time.

Among the above four constraints, the first two can be sat-
isfied by setting the ranges from which β and xij are sampled
accordingly. The third constraint can be satisfied by compar-
ing t0 with qij before assigning a nonzero value to xij. The
fourth constraint, on the other hand, is more difficult to deal
with, as the amount of the cash on hand is uncertain except
at time t0.

To deal with the fourth constraint, a novel constraint han-
dling process is proposed. In this process, the investment
amount to each endowment policy and each payment period
is initialized in sequence. To ensure that the total amount of
investment does not exceed the cash the policyholder has, once
the investment amount to a payment period of an endowment
policy is decided, a corresponding amount should be sub-
tracted from the cash the policyholder has in the following
years. To avoid the situation that all the cash is invested to the
first several policies for all individuals, the order of the poli-
cies is randomly perturbed for each individual. The detailed
description of this constraint handling strategy is given below.

First, one of the endowment policy a and its payment period
b is selected randomly from a ∈ [1, n1], b∈[1, ma].

Second, the upper bound of xab is computed as

uab(t0) = min
{

Ĉ(t0), Ĉ(t0 + 1)/2, . . . , Ĉ(t0 + yab)/yab

}
(13)

where yab is the length of the payment period and Ĉ(t), ini-
tialized by (14), is the expectation of the cash on hand at
time t

Ĉ(t) =
{

I0, if t = t0
Ĉ(t − 1) + I(t) − Es(zs), otherwise.

(14)

Herein, I0 is the policyholder’s initial wealth, I(t) is his income
at time t, and Es(zs) is the expectation of the policyholder’s
medical expense at time t. By setting xab as a random value
not larger than uab(t0), the investment should be affordable at
any time during the payment period. Note that the cash for
t = t0, t0 + 1, . . . , t0 + yab must be updated accordingly after
setting xab. That is, after the value of xabis determined, the
cash in hand should be taken out to pay that premium at each
time t. Therefore, Ĉ(t0) should minus xab, Ĉ(t0 + 1) should
minus 2xab, and so on till the last year of the payment period
when the cash in hand Ĉ(t0 + yab) should minus yabxab. The
above steps are repeated until the cash in hand can afford no
more endowment policies.

The above initialization procedure for each individual S(k)

in the population is summarized in Algorithm 1, where k =
1, 2, . . . , NP and NP is the population size.

B. Estimation of Probability Models

In each generation of the proposed AEDA, the best NPbest
individuals in the current population are used to estimate the



SHI et al.: AEDA FOR MULTIPOLICY INSURANCE INVESTMENT PLANNING 7

Algorithm 1: Initialization
1: for k = 1 to NP do
2: β(k) = Uniform_int (0, n2)

3: Initialize Ĉ(k)(t)
4: A = {1, 2, . . . n1}
5: for i = 1 to n1 do
6: randomly choose a from A
7: A = A \{a}
8: B = {1, 2, . . . ma}
9: for j = 1 to ma do
10: randomly choose b from B
11: B = B \{b}
12: if t0 ≤ qab and uab(t0) ≥ labt0
13: x(k)

ab = Uniform (labt0 , uab)
14: else
15: x(k)

ab = 0
16: end if
17: for t1 = t0 to t0 + yab − 1 do
18: Ĉ(k)(t1) = Ĉ(k)(t1) − x(k)

ab × (t1 − t0 + 1)
19: end for
20: for t1 = t0 + yab to T1 do
21: Ĉ(k)(t1) = Ĉ(k)(t1) − x(k)

ab × yab

22: end for
23: end for
24: end for
25: end for

probability models from which new individuals are sampled.
The probability models of the continuous variables xij and
the discrete variable β are built separately. In detail, for the
investment amount xij of the jth payment period of the ith
endowment policy, the probability model is established using
the mean μij and the standard deviation σ ij calculated as

μij =
∑NPbest

k=1 xij

NPbest
(15)

σij =
√∑NPbest

k=1 (xij − μij)2

NPbest
. (16)

The probability model can be the Gaussian distribution or
the Cauchy distribution. An adaptation strategy is proposed
to select between the two models according to their perfor-
mances in the previous generations, as will be illustrated in
the next section.

As for the choice β of hospitalization policies, a his-
togram method is used. For each available value i of β

(i ∈ {0, 1, . . . , n2}), let counti be the number of individu-
als whose value of β equals i in the current population and
count_besti be the number of individuals whose value of β

equals i among the best NPbest individuals. The probability
βi_p for a new individual to assign i to β is calculated as

βi_p =
[ n2∑

k=0

count_bestk
countk

]−1
count_besti

counti
. (17)

By doing so, the choices that induce larger fitness in the
current population are more likely to be used in the next
generation.

Using the above strategy, AEDA can handle the continuous
variables and the discrete variable in the proposed insurance
investment model simultaneously. Besides, in this algorithm,
the estimation of the probability model is based on statistical
data. Thus, it is in accordance with the proposed model which
is established based on statistical data as well.

C. Adaptive Model Selection

The probabilistic function of Gaussian distribution is a bell-
shaped curve with thin tails on both sides. As a result, if
the Gaussian distribution is used to model the distribution of
promising solutions in the search space, most of the new indi-
viduals sampled from the model will be closed to the mean,
causing decrease in the population diversity and thus early
convergence. In contrast, the Cauchy distribution has rela-
tively fat tails. Using the Cauchy distribution can therefore
relieve the problem of early convergence, but also stems a new
problem: slow convergence speed. In order to achieve a bet-
ter balance between exploitation and exploration, this paper
proposes an adaptation strategy, which chooses between the
Gaussian distribution and the Cauchy distribution according
to their performances in previous search.

The performance of each distribution is determined by the
proportion of the promising individuals that use a kind of
distribution to the total of individuals that use this kind of dis-
tribution. The distribution with the better performance should
be utilized more when sampling the new population. In the
first generation, since no information about the performance
of the distribution can be obtained, half of the population uses
the Gaussian distribution to generate offspring while the other
half uses the Cauchy distribution. Therefore, the probability of
choosing the Gaussian distribution to sample new population
g_p is initialized as 0.5 and updated as follows:

g_p =
[

1∑
k=0

top_dk

count_dk

]−1
top_d0

count_d0
. (18)

In (18), top_d0 and top_d1 is the number of individuals sam-
pled from Gaussian distribution and Cauchy distribution in the
best NPbest individuals, respectively. count_d0 and count_d1 is
the number of offspring sampled from Gaussian distribution
and Cauchy distribution, respectively. To avoid the situation
that the probability of choosing one distribution becomes too
large or too small, the value of g_p is confined to [0.1, 0.9].

D. New Population Generation

After the probability models are determined as in
Sections IV-B and IV-C, a new population is generated by
sampling these models. In this process, the individuals in
new population must also satisfy the constraints listed in
Section IV-A. Therefore, a constraint handling strategy similar
to the initialization process is applied to ensure that the new
individual is feasible. The detail process of generating a new
individual is given below.

Step 1: Determine the value of β according to the his-
togram model built by (17). Initialize the cash value
in hand according to (14).
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Step 2: Randomly select an endowment policy a and
its payment period b. Sample the corresponding
model N(μab, σab) (if the Gaussian distribution is
selected) or C(μab, σab) (if the Cauchy distribution
is selected) to generate the investment xab for the
new individual.

Step 3: Examine whether xab fulfills the related constraints.
That is, xab cannot be less than the minimum
request labt0 or exceed the cash in hand uab(t0).
If xab exceeds uab(t0), it is set as uab(t0). If xab is
in the range of [labt0/2, labt0 ), it is set as labt0 . If
xab is less than labt0 /2, it is set as 0.

Step 4: Update the amounts of the cash in hand in the
following years accordingly. More specifically, the
maximum amount of investment for the other
endowment policies should be recalculated using
(13).

Step 5: Repeat steps 2–4 until the investment plan X for the
endowment policies is fully determined. Then in
combination with the choice of hospitalization pol-
icy determined in step 1, a feasible new individual
is generated.

Repeat the above process till NP new solutions are gener-
ated. Algorithm 2 gives the pseudocode of generating a new
population.

E. Local Search Strategy

To further improve the efficiency of the proposed AEDA,
a local search strategy is employed. In this process, sev-
eral individuals are generated by sampling the neighborhood
around the best-so-far individual. The sampling operation is
similar to the one developed in Section IV-D, which samples
a new individual from the probability model built in advance.

For each individual generated in the local search process,
the value of β is decided according to the histogram model
built in Section IV-C. As for the value of X = (xij), (i =
1, 2, . . . , n1, j = 1, 2, . . . , mi), it is generated by sampling the
following distribution:

X ∼ N
(

Xbest, σl

)
(19)

where Xbest denotes the best-so-far individual and is updated
per generation. σl ∈ (0, xbest

ij ) is the scale factor of this distri-
bution and set as 10 according to the magnitude of the solution
in this paper. N(μ, σ ) is a normal distribution with expectation
μ and standard deviation σ .

F. Overall Procedure

Based on the above operators, the overall procedure of
AEDA can be described as follows.

Step 1 (Initialization): This process generates an initial
population, in which each individual represents a feasible
insurance investment plan.

Step 2: (Estimation of the Probability Models): This process
estimates the probabilistic models of all the decision variables
by learning from the best NPbest individuals in the current
population.

Step 3 (Adaptive Model Selection): For each individual in
the population, this process automatically decides whether the

Algorithm 2: New Population Generation
1: for k = 1 to NP do
2: Choose β(k) according to βi_p
3: Decide index(k) according to g_p
4: Initialize Ĉ(k) (t)
5: for i = 1 to n1 do
6: randomly choose a from A
7: A= A \{a}
8: B = {1, 2, . . . ma}
9: for j = 1 to ma do
10: randomly choose b from B
11: B = B \{b}
12: if index(k) = 0
13: x(k)

ab = N(μab, σij)
14: else
15: x(k)

ab = C (μab, σij)
16: end if
17: if x(k)

ab > uab(t0)
18: x(k)

ab = uab (t0)
19: else if x(k)

ab < labt0 and x(k)
ab ≥ labt0 /2

20: x(k)
ab = labt0

21: else if x(k)
ab < labt0 /2

22: x(k)
ab = 0

23: end if
24: for t1 = t0 to t0 + yab − 1 do
25: Ĉ(k)(t1) = Ĉ(k)(t1) − x(k)

ab × (t1 − t0 + 1)
26: end for
27: for t1 = t0 + yab to T1 do
28: Ĉ(k)(t1) = Ĉ(k)(t1) − x(k)

ab × yab

29: end for
30: end for
31: end for
32: end for

probabilistic models of continuous variables should follow the
Gaussian distribution or the Cauchy distribution. The decision
is made based on the performances of the two models in the
previous generation.

Step 4 (New Population Generation): This process generates
a new population of NP feasible individuals by sampling from
the probabilistic models built in steps 2 and 3.

Step 5 (Local Search): This process fine-tunes the best-so-
far individual by sampling its neighborhood using the Gaussian
distribution.

Step 6 (Termination Check): If the termination criterion
is satisfied, the best-so-far solution is returned as the result.
Otherwise, return to step 2 and start a new generation.

V. SIMULATIONS AND DISCUSSION

A specific example will be given in this section to help better
understand how the optimization strategy given in Section IV
can get a profitable insurance investment plan regarding the
model given in Section III. To validate the effectiveness and
efficiency of the proposed model and method, comparisons are
made among different investment plans and different EDAs.
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TABLE I
SETTINGS OF POLICYHOLDER’S INCOME

TABLE II
DETAILED SETTINGS OF THE ENDOWMENT POLICIES

TABLE III
DETAILED SETTINGS OF THE HOSPITALIZATION POLICIES

A. Experimental Settings

1) Settings of the Policyholder: We consider the situa-
tions that the policyholder has different initial age (t0 =
0, 10, 20, 30, 40, 50, 60) and different initial wealth (I0 =
100 000, 200 000, 500 000). The policyholder’s yearly income,
as shown in Table I, is set according to an investigation on
the average salary of common wage-earners.

Assume that the policyholder is a male without the habit of
smoking, and has not been diagnosed with any serious diseases
that will affect his health in the future. Therefore, the mortality
rate and the incidence rates of diseases with different serious
degrees are set in accordance with the regular patterns.

2) Settings of Insurance Policies: In the simulation, five
endowment policies and three hospitalization policies are con-
sidered. Detailed settings of the policies are tabulated in
Tables II and III.

Here, the minimum of face amount ci is a factor that decides
the minimum amount of investment lijt. For each endowment
policy, the minimum face amount is the same while the min-
imum amount of investment is different: it is the investment
amount in accordance with the face amount ci.

As can be seen, the five endowment policies have different
payment periods, latest purchasing time, and face amounts.
Except the endowment policy B and D, all the other endow-
ment policies focus on deposit, whose return is thus not related

Fig. 3. Comparison between different numbers of individuals during the
local search process with situation t0 = 0 and I1 = 200 000 (the fitness value
in the figure is the mean value for 30 runs while the time is the total time for
30 runs).

to the purchasing time. The hospitalization policies have dif-
ferent coverage scopes. To be more exact, from policy A to
policy C, the coverage scope expands from critical diseases,
critical and serious diseases, to all types of diseases. Their
premium also increases accordingly.

3) Settings of Algorithm Parameters: For each experiment,
each algorithm is run for 30 independent times with 1000 gen-
erations. The population size NP is set to be 300 [34]–[36].
The number of individuals selected for model estimation,
NPbest, is set as 45% of the whole population, i.e., NPbest =
135 (the comparison of different settings of NPbest is given
in Table IV and shown that 45%NP is most suitable for this
optimization problem). The number of individuals generated
during the local search is set as 10 (this is the most suit-
able number with relatively high performance and reasonable
running speed according to Fig. 3).

B. Comparison of Different Investment Plans

To illustrate the effectiveness and efficiency of the proposed
insurance investment model, we compare its results with the
yearly profit obtained by the traditional investment plans that
purchase only a single policy (either an endowment policy
with a specific payment period or a hospitalization policy). In
this way, we can analyze whether it is necessary to consider
investing multiple insurance policies.

The comparisons are shown in Fig. 4. With the horizontal
axis indicating the time and the vertical axis indicating the
amount of yearly profit, the curves in this figure show how
the yearly profit of the investment plans generated by differ-
ent strategies evolve over time. Note that for the proposed
model, the results vary in different runs due to the influence
of randomness. As such, the figure displays its results over
30 independent runs in the form of box plot.

As can be seen, the yearly profits obtained by the proposed
model outperform all the other strategies for different initial
ages. Moreover, the result of AEDA is so stable that its box
plot is narrowed down to a line.

The effectiveness of the proposed method can also be
observed by interpreting the insurance investment plans
obtained. The following sections discuss the comparisons
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TABLE IV
COMPARISONS BETWEEN DIFFERENT SETTINGS OF NPbest WITH SITUATION T0 = 10 AND I0 = 200 000

Fig. 4. Comparison of different investment plans for the situation t0 = 0 and I1 = 200 000.

TABLE V
INVESTMENT PLANS UNDER DIFFERENT INITIAL AGES

under two situations: 1) different initial age with a fixed ini-
tial wealth and 2) different initial wealth with a fixed initial
age. By doing so, the advantage of the proposed model can
be analyzed in a comprehensive way.

1) Comparison Under Different Initial Ages: The com-
parison of the results obtained for policyholders with
t0 = 0, 10, 20, 30, 40, 50, 60 and I0 = 200 000 are

given in Table V. Situations for the other initial wealth
are similar, which are not shown here due to the page
limit.

To obtain the optimal yearly profit, the policyholder at
age 0 is suggested to buy endowment policy A with 5- and
10-year payment periods, but not to buy any hospitaliza-
tion policy. This is reasonable because the probability for
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TABLE VI
INVESTMENT PLANS UNDER DIFFERENT INITIAL WEALTH

TABLE VII
COMPARISON OF THE AEDA AND OTHER EDAS WITH DIFFERENT INITIAL AGE

a 0-year-old baby to get ill is low. Besides, if the policy-
holder purchased any hospitalization policy, he has to pay the
premium for an extremely long period. At other initial ages,
the policyholder is suggested to buy the endowment policy
A with 5- and 10-year payment periods and the endowment
policy E with one-time premium payment. This is proba-
bly because the policyholder has not been diagnosed with
any serious diseases and maintained a healthy living style.
Therefore, the possibility of his death is relatively low so
that this policyholder is not suggested to buy any endow-
ment policy focusing on life insurance. Note that the proposed
method also suggests that the optimal amount of investment
varies depending on the policyholder’s initial age. In terms
of the hospitalization policies, the proposed method suggests
to choose policy B over the others. The reason is that this
policyholder is currently in a good health condition and is
unlikely to have general illnesses frequently. Therefore, it is

not necessary to buy hospitalization policy C. But the coverage
of hospitalization policy A may not be secure enough, because
as a common wage-earner, the medical expense will be
a large burden for the policyholder once he gets some serious
illness.

2) Comparison Under Different Initial Wealth: The
comparison for 30-year old policyholders with I0 =
50 000, 100 000, 200 000, and 500 000, are given in Table VI.
The situations with other initial wealth are similar and thus not
shown here due to the page limit.

It can be seen that for a 30-year old policyholder, when the
initial wealth is 50 000, endowment policy A with a 10-year
payment period and endowment policy D with a 6-year pay-
ment period should be chosen. With the augment of the initial
wealth, no matter how much money the policyholder has at
the beginning, he should choose endowment policy A with
5- and 10-year payment period and endowment policy E with
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TABLE VIII
COMPARISON OF THE AEDA AND OTHER EDAS WITH DIFFERENT INITIAL WEALTH

one-time premium payment policy. In terms of the hospitaliza-
tion policy, when the initial wealth is 50 000, the policyholder
is suggested legible to buy policy A because he does not
have enough economic strength to buy a more expensive one.
As the initial wealth increases, he is suggested to buy policy
B. However, even though the initial wealth is 500 000, he is
not suggested to buy insurance C. This may be because that
we make a hypothesis that the health condition of this poli-
cyholder is good so that policy B is sufficient and it is not
necessary to buy policy C.

From the results above, it can be found that the
proposed data-driven insurance investment strategy considers
multi polices outperforms each of the single-policy strategy.
Therefore, the necessity of considering different kinds of
policies has been proven.

C. Comparisons of Different EDAs

To validate the performance of the proposed AEDA, exper-
iments are performed to compare it with following EDAs.

1) EDA that samples new population with Cauchy distri-
bution only (EDA-C) [49].

2) EDA that samples new population with Gaussian distri-
bution only (EDA-G) [34].

3) EDA that samples half of new population with Cauchy
distribution and the other half with Gaussian distribution
(EDA-H) [50].

4) EDA that samples the value of β using Cauchy or
Gaussian distribution like xij and then round down to
the nearest integer (EDA-R).

5) EDA without local search strategy (EDA-L).
For the sake of fairness, all the six EDAs are executed

with the same parameter settings. The maximum value,
median value, and standard deviation that each EDA obtained
in 30 independent runs are reported for comparison. To
examine the significance of the difference between the
proposed AEDA and the other five EDAs, the Wilcoxon

rank sum test [51] is performed and the p-value is also
reported.

The proposed AEDA and the above five EDAs are first com-
pared with the initial age t0 varying in the range of {0, 10,
20, 30, 40, 50, 60} and the same initial wealth I0 fixed at
200 000. The results are tabulated in Table VII. Then the six
EDAs are compared with the initial age t0 fixed at 30 and the
initial wealth I0 varying in the range of {50 000, 100 000,
200 000, 500 000}. The results are shown in Table VIII.

Tables VII and VIII show that AEDA significantly outper-
forms EDA-C and EDA-D in all cases. It also significantly
outperforms EDA-H in 7 out of the 11 cases. Therefore,
the effectiveness of the adaptive model selection strategy for
choosing sampled distribution has been confirmed. The com-
parison of AEDA with EDA-R shows that AEDA outperforms
EDA-R in 10 out of the 11 cases, which shows the effective-
ness of modeling different types of variables using different
methods. The comparison of AEDA with EDA-L shows that
AEDA outperforms EDA-L for some initial ages and some
initial wealth, meaning that it is necessary to employ the local
search strategy for some situations.

VI. CONCLUSION

In this paper, a data-driven model is defined for optimization
of the insurance investment plan that involves endowment and
hospitalization policies. An AEDA is proposed to address the
model, offering an individualized way to derive the optimal
insurance investment plan that maximizes the yearly profit
given the policyholder’s initial age and wealth.

The use of evolutionary algorithms in the field of insurance
investment optimization is a new attempt. This paper explores
the possibility and rationality of such an attempt, and shows
that evolutionary algorithms can be an efficient tool for opti-
mizing insurance investment plans. This paper offers a new
perspective and an effective way for realizing intelligentization
and individualization of insurance investment.
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