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ABSTRACT

This work focuses on a video bitrate algorithm that quickly adapts
to new and various environments with just a few update steps.
This aspect is especially important for large-scale video streaming
services used by a wide variety of users in different environments.
Our proposed model is based on a neural network and employs
meta-reinforcement learning to train it. After training, it can be
easily customized for a variety of new environments with a few
update steps, providing a user-specific streaming service.
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1 INTRODUCTION

The COVID-19 pandemic has been reshaping our lifestyle, espe-
cially video streaming and conferencing services have become more
prevalent. With the development of network infrastructure, band-
width shortages are being alleviated, however, video streaming
environments are becoming increasingly complex with a variety of
high-quality content, heterogenous mobile devices, unpredictable
mobility patterns, etc. In such a complex environment, it is diffi-
cult to provide a satisfactory service to all users with a generalized
streaming solution. In order to guarantee high quality of experience
(QoE) to users, many data-driven, machine learning-based bitrate
adaptation (ABR) algorithms have been proposed recently [1-3].
Despite these efforts, state-of-the-art works still have several
limitations in large-scale video streaming services. First, the ABR
algorithm with a single strategy is difficult to provide high-quality
services to all users. A large-scale video streaming system caters to
users from various environments, and different strategies must be
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adopted accordingly for high QoE. Second, the state-of-the-art neu-
ral network-based models have to go through multiple update steps
to revise its strategy. Since the video streaming environment in the
real world is constantly changing over time, the ABR algorithm
must be able to quickly adapt its strategy to the user’s environ-
ment in real time. Third, fixed rule-based and traditional machine
learning-based algorithms make it difficult to change strategies ac-
cording to user preferences. Some users prefer high-quality video,
and some users prefer seamless video, which means that it is diffi-
cult for a single strategy to satisfy all users.

In this work, we present MetaABR, an ABR algorithm that quickly
adapts to a new environment by employing meta-reinforcement
learning. The training process of MetaABR consists of two parts:
configuring various environments and finding transferable param-
eters. After deployment, MetaABR adapts to the new environment
with just a few updates from the transferable model. This allows
real-time adjustment of model policies in a highly variable envi-
ronment, as well as the ability to make decisions that reflect user
preferences.

2 RELATED WORK

Various machine learning-based ABR solutions have been proposed
for different environments. Pensieve [1], which generates a policy
directly with reinforcement learning, has made improvements in
terms of QoE. Oboe+MPC [2] modifies the policy by tuning the
parameters of the ABR algorithm in real time. Fugu [3] trains a
model to predict the transmission time of future segments and uses
MPC to determine the bitrate. Although they have made significant
performance gains, they only provide an average policy for large-
scale video streaming services.

3 SYSTEM DESIGN

The goal of MetaABR is to provide an individually tailored ABR so-
lution by adapting algorithm to various/new environments. Toward
this, as depicted in Figure 1, we establish three steps: (i) configuring
a wide variety of environments, (ii) finding transferable parameters
through intensive training, and (iii) adapting to new environments
in the real world.

Step 1: configuring the environment. Before generating our
model, we configure diverse and vast simulation-based environ-
ments. First, we enumerate the properties that create/affect the
video streaming environment. Then we configure the environments
by sampling the values of their characteristics. We carefully select
properties as they constitute an environment that requires different
strategies according to their diversity. We use the following prop-
erties to configure the environments: bandwidth, video, client’s
configuration (buffer size) and QoE coefficients. Finally, each prop-
erty is combined to form a different video streaming environment.
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Figure 2: MetaABR outperforms state-of-the-art algorithms.

Step 2: finding transferable parameter. Now, we find a pa-
rameter 6 that allows fast adaptation to the new environments by
training in different environments. We adopt a Model-Agnostic
Meta-Learning (MAML) algorithm [4] that combines the models
obtained after training in different environments. Specifically, our
training process consists of an internal adaptation and an external
adaptation phases. The internal adaptation phase aims to compute
the updated parameter 0] for the task 7; sampled from the distribu-
tion for the tasks p(7;) (i.e., environments). For the internal update,
we adopt Proximal Policy Optimization (PPO) [5], a state-of-the-art
policy gradient algorithm. In the external adaptation phase, the
parameter 0 is updated according to the training trajectories of the
PPO agent collected in the internal adaptation phase. Both phases al-
ternate to update the parameter 6 that produces the highest reward
after the PPO agent is trained on the N update steps.

Step 3: adapting to new real-world environments. After
obtaining the transferable parameter 0, the model is easily adapted
to the new environment with only N update steps after deploy-
ment. The training agent updates 6 to 8* to adapt to unexperienced
network, video, player configuration, and QoE preferences in just
N-step updates (shown in Figure 1).

4 EVALUATION

We implement MetaABR using dash.js and create the following two
scenarios for evaluation.

Coping with new environment and video. Figure 2 shows
the average QoE per segment using public Wi-Fi (coffee shop and
campus), and Bug Buck Bunny video (i.e., new environments). The
coffee shop public Wi-Fi is variable with bandwidth sharing by
other users’ traffic, and the campus Wi-Fi has sharp bandwidth
drops due to handover of access points because we collected while
walking. We use BBA [6], RobustMPC [7], and AccurateMPC as
state-of-the-art algorithms for comparison. Due to implementation
issues of Fugu [3], we use AccurateMPC, replacing Fugu’s TTP
(transmission time predictor) with accurate future bandwidth. We
can see that MetaABR provides better streaming services on Wi-Fi
with very variable or sharp drops.

Adjusting QoE preference. We scrutinize MetaABR’s decisions
for two different QoE preferences: quality preferred and seamless
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Figure 3: MetaABR provides diverse adaptations based on
user QoE preferences.

playback preferred (Figure 3). When prioritizing video quality, we
can see that MetaABR maintains the bitrate despite its low buffer
occupancy. On the other hand, MetaABR tries to keep the buffer
occupancy high enough by adjusting the bitrate according to the
estimated bandwidth.

5 CONCLUSION AND FUTURE WORK

In this work, we propose MetaABR, an ABR algorithm that quickly
adapts to various/new environments using meta-reinforcement
learning. We demonstrate that simulation-based offline trained
MetaABR in various environments outperforms existing algorithms
in new environments never experienced before. Therefore, we pro-
vide the feasibility of an environment-adaptive solution in a large-
scale video streaming service. In a future work, we extend the
existing system to deploy it to a streaming service in the real world
and analyze its intrinsic characteristics carefully. Specifically, we
discuss why our approach is effective, in what situations it struggles,
what are the optimal update steps, etc.
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