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ABSTRACT Energy management strategy is an important factor in determining the fuel economy of hybrid
electric vehicles; thus, much research on how to distribute the required power to engines and motors of
hybrid vehicles is required. Recently, various studies have been conducted based on reinforcement learning
to optimally control the hybrid electric vehicle. In fact, the fundamental control approach of reinforcement
learning shares many control frameworks with the control approach by using deterministic dynamic
programming or stochastic dynamic programming. In this study, we compare the reinforcement learning
based strategy by using these dynamic programming-based control approaches. For optimal control of hybrid
electric vehicle, each control method was compared in terms of fuel efficiency by performing simulation
by using various driving cycles. Based on our simulations, we showed the reinforcement learning-based
strategy can obtain global optimality in the optimal control problem with an infinite horizon, which can also
be obtained by stochastic dynamic programming. We also showed that the reinforcement learning-based
strategy can present a solution close to the optimal one using deterministic dynamic programming, while
a reinforcement learning-based strategy is more appropriate for a time variant controller with boundary
value constraints. In addition, we verified the convergence characteristics of the control strategy based on
reinforcement learning, when transfer learning was performed through value initialization using stochastic
dynamic programming.

INDEX TERMS Dynamic programming, hybrid electric vehicle, optimal control, reinforcement learning,
power management.

I. INTRODUCTION
In recent years, because of the growing concern for the
environment and consequent regulations in many countries,
research and development of environment friendly vehicles
have been conducted actively. Active research and develop-
ment of hybrid electric vehicle (HEV), electric vehicle (EV),
and fuel cell electric vehicle (FCEV) have resulted in the
commercialization and production of these vehicles. HEV is a
combination of an EV and a conventional internal combustion
engine based vehicle, and can be driven by using the fossil
energy produced by the internal combustion engine and the
electric energy supplied by the battery. However, because

The associate editor coordinating the review of this manuscript and

approving it for publication was Canbing Li .

of the recent increase in environmental regulations, research
and development of EV or FCEV have been in the spotlight.
Thus, for HEV to be competitive with EV and FCEV, fur-
ther improvement of fuel economy in terms of efficiency is
essential.

To improve the fuel efficiency of HEV, fundamental
research such as weight reduction of the vehicle and enhance-
ment of the efficiency of individual component such as the
engine and motor could be conducted. In addition, in terms
of the system level, study on the structure of HEV powertrain
or the component sizing according to a given powertrain
structure could be conducted. Further, another approach to
improve the fuel economy is through a supervisory control of
multiple power sources of HEV; this is called energy man-
agement strategy. HEV uses two power sources: an internal
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combustion engine and electric battery as aforementioned;
thus, the fuel economy varies substantially depending on how
the power required by the vehicle is transferred from each
power source [1], [2].

The research trends on the energy management strategy
can be divided into rule-based strategy and optimization-
based strategy. Rule-based strategy sets the power distri-
bution of HEV according to the rules designed based on
the expert’s intuition or heuristic, and it offers a real-time
control of the vehicle; however it is difficult to obtain a
high fuel economy in various driving situations [3], [4].
In contrast, the optimization-based strategy is based on math-
ematical theory [5]–[9]. Compared with rule-based strategy,
optimization-based strategy provides higher fuel economy,
but it is difficult to use this strategy directly for real-time vehi-
cle control because of the problems such as computational
cost and causality problem for which the a priori knowledge
of the driving conditions is required.

More recently, the research on vehicle control by using
machine learning is being conducted actively. So far,
an extensive research has been conducted mainly on
autonomous driving; however, recently, many studies on the
energy management strategy of HEV are being conducted
by using reinforcement learning (RL). RL is one of the
machine learning algorithms, which can be used to control
the vehicle, and is based on the learning structure that uses
interaction between controller and environment [10]. Various
studies that are conducted by using RL are mentioned in the
following. In [11], temporal difference learning, which is one
of the RL algorithms, is utilized to optimally control the HEV
because of its relatively higher convergence property and
better performance in non-Markovian environment. Energy
management strategy for a plug-in HEV is studied in [12];
here, an option to charge along the way is considered. In [13],
RL is utilized to minimize the entire cost of gasoline fuel and
use of electric battery in a plug-in HEV. Here, remaining trip
distance is used for the control strategy, with an assumption
that the remaining distance is highly correlated with the
energy consumption in the future. In addition, in [14], RL is
used for predictive energy management strategy to control a
parallel HEV; here, vehicle speed is predicted based on the
historic driving cycle data using nearest neighbor predictor
and fuzzy encoding predictor, and Q-learning algorithm is
used for energy management. In [15] and [16], a Transition
Probability Matrix (TPM) is updated based on the forgetting
factor and Kullback-Leibler divergence rate, and RL is uti-
lized for control based on the TPM. In [17], a fast Q-learning
algorithm is developed to accelerate the convergence rate,
and cloud computation is suggested to lessen the computa-
tional burden in hardware-in-loop simulations. In addition,
the Fuzzy Q-learning algorithm is developed in [18], where
action-value function estimation is conducted using a neural
network while fuzzy parameters are tuned based on the Q
function value. In [19], online correction predictive energy
management is developed; here, RL is combined with a fuzzy
logic controller to eliminate the influence of prediction error.

In [20], the weighted sum of the fuel and battery electric
energy use is defined as the cost function of the Q-learning
algorithm, which is then applied to a 48V mild HEV. More
recent techniques such as Deep Q Networks are utilized
in [21]–[24], which combine Q-learning with a deep neural
network to obtain fast convergence and improve the learning
performance; similarly, gradient-basedmethods such as Deep
Deterministic Policy Gradient (DDPG) are utilized for HEV
control in [25].

Although the recent studies on HEV energy management
strategy use this RL technique, recent studies that are based
on RL can be related with previous studies that are based on
dynamic programming (DP) because RL, in fact, has been
developed based on the DP expressed by the Bellman equa-
tion. DP is one of the optimization-based strategies, which
can provide an optimal control of a given HEV system with
a given speed profile [5]. This technique has been studied
for various reasons: to assess the fuel economy performance
of a new vehicle powertrain system [26], or to provide an
insight to the control methodology of the rule-based strat-
egy by investigating the optimal control results acquired by
using it [27], [28]. In addition to this deterministic approach,
a stochastic approach for the real time control of HEV, namely
stochastic dynamic programming (SDP), has been inves-
tigated; this approach can be differentiated from previous
DP approaches, namely deterministic dynamic programming
(DDP). In [29], the control strategy of a parallel HEV is
studied based on SDP, and in [30], the SDP is applied to HEV
powertrain of Toyota Prius, which uses power-split system.
In [31], the control strategy is validated experimentally by
using SDP; here, the algorithm is implemented in the elec-
tronic control unit of the real vehicle.

DDP and SDP are known as global optimal control strate-
gies [29], [32]; specifically, DDP is a time-variant optimal
control policy over a specific driving cycle, while SDP is a
time-invariant optimal control policy for a given transition
probability, TPM. Both approaches are based on Bellman’s
principle of optimality, which RL is based on. However,
there are few studies that compare RL-based approaches
with SDP-based and DDP-based approaches. Especially, to
optimize RL, RL- and SDP-based strategies can utilize the
same optimal value function. In other words, in RL-based
strategies, the value function for SDP can be converted
to an equivalent Q function. However, the optimality the
of RL-based strategy compared to SDP-based strategies is
not presented clearly in the literature. Most papers, includ-
ing [11], [13], [16], [21], and [24], compare the RL-based
strategy only with the rule-based strategy. In [13], [18], [20],
and [25], the reward function for RL includes the weighted
sum of the fuel and electric energy use, thus an equivalent
factor or co-state is needed to achieve optimality. In [14]–[19]
and [33], RL-based strategies are developed based on the
driving prediction method or as a time-variant controller.
Here, the optimality of the RL methodology may be a result
of DDP. However, the optimality here can only be shown
with assumption that driving prediction is perfect, i.e., when
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all future driving information is known in advance. Further,
optimality of the RL strategy is not presented clearly due to
problems with the data. These problems include a different
driving cycle or TPM being used in the learning process than
in testing as shown in [21], [34], and [35], or the approxima-
tion via a neural network as shown in [21], [18], [22], [23].

In this paper, we conducted a comparative study on HEV
energy management strategies that use DDP, SDP, and RL
based on a previous study [36]. The contribution of this paper
is that by comparing the optimization processes of HEV
control that use the three different algorithms of DDP, SDP,
and RL, the recent studies on RL based energy management
strategy can be understood better, and the performance of the
algorithm can be thoroughly analyzed and compared. Based
on the simulations, we showed that the RL-based strategy
can obtain global optimality for the optimal control problem
with an infinite horizon and the given TPM, as obtained
by SDP. We also demonstrated that the RL-based strategy
can obtain a solution close to the optimal result obtained by
DDP, where the RL-based strategy is defined as a time-variant
controller with boundary value constraints. Further, based on
this comparative study, a new methodology is implemented
by utilizing RL and transfer learning of SDP. The remaining
sections of this study are organized as follows. In section II,
different algorithms of DDP, SDP, and RL for HEV control
are presented and compared. Then, in section III, vehicle
simulation is conducted by using these algorithms, and the
results are analyzed. Finally, in section IV, the conclusions
are presented.

II. ENERGY MANAGEMENT STRATEGY FOR HEV
In the HEV control problem, a model of the HEVs can be
expressed in a discrete-time format as shown in the following:

x (k + 1) = f (x (k) , u (k)) , k = 0, 1, . . .N − 1 (1)

where x (k) is the state variable of system at time k , u (k) is the
control variable, f (x (k) , u(k)) is the system dynamics, and
N is the duration of driving cycle. The optimization problem
for fuel economy of HEV can be defined to find the control
input u (k), which minimizes the cost function J as shown in
the following:

min J =
N−1∑
k=0

L (x (k) , u (k))

subjectto SOC (0) = SOC(N )

ωeng,min ≤ ωeng(k) ≤ ωeng,max
Teng,min(ωeng(k)) ≤ Teng(k) ≤ Teng,max(ωeng(k))

Tmot,min (ωmot (k)) ≤ Tmot (k)

≤ Tmot,max (ωmot (k))

SOCmin ≤ SOC(k) ≤ SOCmax (2)

where L is the instantaneous cost, ωeng is the engine speed,
Teng is the engine torque, Tmot is the motor torque, and SOC
is the battery state of charge (SOC). Note that generally,
the final SOC value of the battery, SOC(N ) should be equal to

the initial SOC value, SOC (0); thus, only the fuel consump-
tion can be evaluated. The optimization problem for HEV
control is a constrained nonlinear optimal control problem.

A. DDP BASED STRATEGY
As aforementioned, the DP is a well-known algorithm that
aids in solving a complicated optimization problem effec-
tively. For the optimization problem of HEV, DDP has
been used in many studies to control the power distribution
between engine and motor. DDP presents a global optimal
solution by searching for all the possible control options;
thus, it can be used to find the best fuel economy of the
given vehicle system over a given driving cycle. In this study,
the DDP is built up for comparing and suggesting the best
available solution for the given optimal control structure.
General optimal control problem defined in (2) can be defined
for DDP as per the following equation:

min J =
N−1∑
k=0

(L (x (k) , u (k))+ β ·1Eon)

subject to SOC (0) = SOC(N )

ωeng,min ≤ ωeng(k) ≤ ωeng,max
Teng,min(ωeng(k)) ≤ Teng(k) ≤ Teng,max(ωeng(k))

Tmot,min(ωmot (k))≤Tmot (k)≤Tmot,max(ωmot (k))

SOCmin ≤ SOC(k) ≤ SOCmax (3)

where state xk is the battery SOC, SOC (k), control u is the
engine torque, L is the instantaneous fuel consumption,Wfuel ,
and β is the coefficient for the engine on/off event, 1Eon.
A penalty term for the engine on/off event is added to the
cost function to avoid frequent engine on/off. To consider
the engine on/off, the engine on/off state can be added to
the system state xk ; however, in this case, immense compu-
tations are required to be conducted. Therefore, in this study,
the aforementioned penalty term is used. Thus, the result of
DDP becomes more practical and comparable with the other
simulation results.
In DDP, the optimization problem, (3) can be broken down

into sub equations recursively, as shown in (4) and (5):

For k = N − 1,

J∗k (x(k)) = min
u(k)

[g (x (k) , u (k))] (4)

For 0 ≤ k < N − 1,

J∗k (x(k)) = min
u(k)

[g (x (k) , u (k))+ J∗k+1(x(k + 1))] (5)

where J∗k (x(k)) is the optimal value function at time k ,
and g is the instantaneous cost as shown in the following.

g = Wfuel + β ·1Eon (6)

Schematic of DP calculation is shown in Fig. 1. For a given
driving duration time, the state variable, which is the battery
SOC, SOC (k) is discretized. For each time step, the instan-
taneous cost g is calculated according to the state transition;
thus, the optimal cost-to-go value of each state J∗k (x(k)) can
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FIGURE 1. Schematic of the calculation process of DDP approach.

be calculated. For HEV optimal control problem, DDP pro-
vides an optimal power distribution between the ICE engine
and electric motor, after considering the vehicle model, pow-
ertrain characteristic, and given driving cycle speed profile.
DDP is one of the promising solutions, because it guarantees
optimality. However, the application of DDP into real-time
vehicle control is not feasible owing to its computational
burdensome and non-causal characteristic where entire future
speed profile of the vehicle should be known in advance
before the trip; this means that the optimality of DDP cannot
be applied in real world. SDP and RL based strategies are
a variation of DDP; here, the result of optimized control
policy can be used as a real-time vehicle controller, and a
near-optimal result can be acquired. Firstly, the SDP based
strategy is investigated as described in the following section.

B. SDP BASED STRATEGY
In SDP, instead of a finite horizon problem, an infinite hori-
zon problem is defined to minimize the expected total cost
over an infinite horizon.

min Jπ (x0) = lim E
M→∞dk

{
N−1∑
k=0

γ kg (xk , π (xk))

}
subject to ωeng,min ≤ ωeng(k) ≤ ωeng,max

Teng,min(ωeng(k)) ≤ Teng(k) ≤ Teng,max(ωeng(k))

Tmot,min(ωmot (k))≤Tmot (k)≤Tmot,max(ωmot (k))

SOCmin ≤ SOC(k) ≤ SOCmax (7)

where xk is the state variable, g is the instantaneous cost
incurred, γ is the discount factor used to include the future
cost into the expected value of the cost in the current time
step, and Jπ (x0) is the expected cost when the system starts at
state x0 and follows the policy π . State variable, xk is defined
as a four-dimensional state space in this study, as shown in
the following equation:

xk = [SOC,Pdem, v,Eon] (8)

where SOC is the battery SOC, and Eon is the engine on/ off
state. Similar to DDP, engine on/off state is considered in SDP
to avoid the fuel consumption due to frequent engine on/off.
Instantaneous cost incurred, g is defined as per the following

equation:

g = Wfuel + ζ (SOC)+ β ·1Eon (9)

where Wfuel is the instantaneous fuel consumption and
ζ (SOC) is the term used for penalizing the SOC deviation
for the charge sustenance as shown in the following.

ζ (SOC) =

{
µ ·

(
SOC − SOCref

)2 if SOC > SOCmin

CPenalty if SOC ≤ SOCmin

(10)

where µ and CPenalty are the positive constant values used for
SOC deviation. The underlying concept of the SDP is that in
SDP, overall expectation of the cost is minimized over an infi-
nite horizon instead of a finite horizon; therefore, the control
policy result is time-invariant and can be easily implemented
as a real-time vehicle controller. Note that the final SOC
constraint used in DDP is moved into the instantaneous cost
in SDP, because the optimal control problem is defined as an
infinite-horizon problem.

Unlike DDP, in SDP, the driving cycle is not provided as
a speed profile, but as a transition probability matrix (TPM)
by using Markov process. Based on the driving cycle infor-
mation such as the historic driving data, the speed profile
of driving cycle can be modeled as a TPM, in which the
power demand of the vehicle at a given speed is expressed
in terms of probability. An example of TPM is shown in
Fig. 2; here, the TPM has a high value in the diagonal area,
because the power demand of the driver, Pdem is not changed
suddenly. Therefore, there is a high chance that Pdem will
move to a near value. The driving pattern of the driver can be
reflected into the TPM in this way; for example, the transition
probability is widely distributed for a driving pattern with
severe acceleration and deceleration.

FIGURE 2. Example of TPM for a given vehicle speed of 30 km/h.

By using this TPM,we solved the SDP. Various approaches
can be employed to solve this SDP problem; however,
the most typical ones are value iteration and policy iteration.
Policy iteration is expressed as a two-step process: value
function approximation through policy evaluation step and
control policy search through policy improvement step.

Jπ (xk) = g (xk , π (xk))+ E {γ Jπ (xk+1)} (11)
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π ′ (xk) = argmin
u∈U (xk )

[g (xk , u)+ E {γ Jπ (xk+1)}] (12)

In the case of value iteration, the policy evaluation and
improvement steps are combined into one step to per-
form the process of value update and control policy search
simultaneously.

Jπ ′ (xk) = min
u∈U (xk )

[g (xk , u)+ E {γ Jπ (xk+1)}] (13)

In this study, the optimization process that uses SDP was
performed by using value iteration, in which policy evalua-
tion and improvement steps are conducted one after another.
Fig. 3 shows the schematic of the calculation process of SDP.
Unlike the deterministic approach of DDP, in SDP, although
the control is chosen, next state is not determined; instead
it is determined stochastically based on the TPM. Thus,
the expected cost Jπ ′ (xk) is estimated based on the instanta-
neous cost g and the sum of expectation values of discounted
future cost γ Jπ (xk+1). The result of the generated control
policy is time-invariant, and the control policy is based on
the statistical approaches that use the probability transition
of the driving cycle. Thus, it can be easily implemented on a
real time vehicle controller.

FIGURE 3. Schematic of the calculation process of SDP approach.

However, the drawbacks of SDP are that it requires TPM,
and the optimization is conducted based on the TPM, such
that the optimality of the control policy provided as a result
is only valid for the given TPM. Therefore, if the char-
acteristic of current driving speed profile changes, TPM
should be updated and iterative optimization should be con-
ducted again to obtain a new control policy relevant to
the current driving condition. In addition, the iteration pro-
cesses used in SDP are computationally burdensome, and
is difficult to be used for online optimization. Further, sim-
ilar to DDP, SDP requires system modeling, which is a
model-based approach. Thus, if such modeling is not done
correctly, an error between real vehicle powertrain and vehi-
cle model used in the optimization may occur, and this
could degrade the optimality of the control obtained through
the SDP. RL based strategy is based on an online learn-
ing structure, and has a model-free property; thus, RL is
one of the good approaches to solve the problems of SDP
and DDP.

C. RL BASED STRATEGY
In this study, Q-learning is employed for HEV optimal con-
trol among many RL algorithms. Q-learning is a method
that allows the learning of optimal control online [37].
In Q-learning, Q function is learned by using the temporal
difference method, which is based on the interaction between
the controller and environment. Similar to SDP, the optimiza-
tion goal of the control problem is to find the control input
u (k), whichminimizes the cost function in an infinite horizon
problem as shown in (7)-(10).

For Q-learning, the action and value can be defined as a Q
function value, which is an action-value function as shown in
the following equation:

Qπ (xk , uk) = g (xk , uk)+ γ Jπ (xk+1) (14)

Equation (14) means that Qπ (xk , uk) includes immediate
reward g (xk , uk), which is the immediate cost when the state
is xk , the control uk is chosen, and the discounted cost of next
state xk+1 is included, which follow control policy π . Then,
by using the Q function, the optimal cost J∗ (xk) and optimal
control policy π∗ (xk) can be obtained as per the following
equation:

J∗ (xk) = min
u

(Q∗(xk , u)) (15)

π∗ (xk) = argmin
u

(Q∗(xk , u)) (16)

In addition, the Q function value can be updated as Bellman
equation as shown in the following equation:

Q (xk , uk)← Q (xk , uk)+ α(gk
+ γ min

u
Q (xk+1, u)− Q (xk , uk)) (17)

FIGURE 4. Schematic of the calculation process of RL approach.

where α is learning rate. In this study, reinforcement learn-
ing algorithm developed in previous study [36] is used.
Fig. 4 shows the concept of Q-learning calculation. When
the system is in some state xk (when the vehicle is in some
state of SOCk , Pdem,k , vk , and Eon,k ), control uk , which has
a minimum Q value is selected. Similar to SDP, although the
control is chosen, the next state is not determined; instead it
is determined stochastically on the environment. According
to action uk , the state xk moves to xk+1 along with the
immediate reward gk , and then, based on the Q value at the
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new state xk+1, and gk , the Q value Q (xk , uk) is updated to
hold Bellman equation.

The difference between the proposed and existing SDP
algorithms lies in themodel-based approach. In SDP, the driv-
ing cycle information is expressed as TPM, which is defined
in the optimal control problem as driving cycle information.
In RL, as the learning process is repeated, the transition
between states accumulates and learns these models through
Q learning to find an optimal control without TPMmodeling.
In addition, the vehicle powertrain model need not be built
in Q-learning. RL is particularly well-suited to problems
that include a long-term versus short-term reward trade-off.
In this HEV problem, the battery SOC should be sustained as
long-term, and the fuel consumption should be minimized as
short-term at the same time; thus, the HEV problem is well
suited to the RL approach.

III. VEHICLE SIMULATION
In this study, based on the different strategies of DDP, SDP,
and RL, vehicle simulations are conducted on various driv-
ing cycles, and their results are compared. In addition, a
rule-based strategy is simulated for comparison. For the
rule-based strategy, power follower control strategy is used.
First of all, vehicle model used in this study is explained
briefly in the following section.

A. VEHICLE MODELING
Parallel HEV is used as the vehicle model. A gasoline engine
with a maximum power of 122 kW is used, and a 30 kW
electric motor with 5.3 Ah Li-ion battery is used. For trans-
mission, a six speed automatic transmission is used, and the
vehicle total mass is 1700 kg. The structure of the HEV is
shown in Fig. 5. For the engine, the fuel consumption ṁ is
calculated based on the quasi-static assumption, as shown in
the following equation:

ṁ = wfuel(Teng, ωeng) (18)

where wfuel is a function of the engine torque Teng and engine
speed ωeng. For the motor, the battery power Pbat is derived
using the motor efficiency ηmot , which is also a static function
of the motor torque Tmot and motor speed ωmot , as shown in
the following equation:

Pbat = η
−sgn(Tmot )
mot · Tmot · ωmot (19)

The battery power Pbat determines the change in battery SOC
˙SOC , as shown in the following equation:

˙SOC = −
1

Qbat
·
Voc −

√
V 2
oc − 4PbatRbat
2Rbat

(20)

where Qbat is the battery capacity, Voc is the open circuit
voltage of the battery, Rbat is the internal resistance, and Qbat
is given as a constant. Note that Voc and Rbat are assumed to
be nonlinear functions of the battery SOC.

The powertrain dynamics are as shown in the following
equation:

Twh = ((Tt − Tgb_loss) · γgb − Tfd_loss) · γfd (21)

FIGURE 5. Vehicle simulation model.

ωt = γgb · γfd · ωwh (22)

Here, Twh is the wheel torque, Tt = Teng + Tmot is the
transmission input torque, Tgb_loss(Tt , ωt , igb) is the gear box
loss, ωt is the transmission input speed, igb is the gear step
number, γgb is the gear ratio, γfd is the final drive gear ratio,
Tfd_loss(Tfd , ωfd ) is the final drive loss, Tfd is the final drive
input torque, ωfd is final drive input speed, and ωwh is the
wheel speed. The vehicle model can be expressed as shown
in the following equation:

v̇ =
TwhRtire − Fbrake − Floss

(Mveh +Meq)
(23)

where Rtire is the tire radius, Fbrake is the friction brake
force, Floss = f0 + f1 × v + f2 × v2 is the road load loss
with road load coefficients f0, f1, and f2, Mveh is the mass
of the vehicle, and Meq is the equivalent mass of rotating
inertias of the vehicle components. Based on this vehicle
model, simulations are conducted to compare different energy
management strategies as described in the following sections.

B. VEHICLE SIMULATION ON STANDARD
DRIVING CYCLES
First, different energy management strategies are simulated
with various standard driving cycles. Here, SDP and RL are
trained using relatively long real-world driving cycle data,
which is enough data for SDP and RL to learn generalized
optimal control policy. These methods are also tested with
standard driving cycles. Considering that the learning pro-
cesses of SDP, and RL are time consuming and that the
future driving cycle information is not known in advance,
these simulation results accurately reflect the performance of
general control rules for energy management using RL and
SDP, which does not depend on the specific driving cycle.
For DDP, optimal control is found for specific driving cycles.

For testing, standard driving cycles of Urban Dynamome-
ter Driving Schedule (UDDS), Highway Fuel Economy Test
(HWFET), Japan 10-15 (JN1015), Worldwide harmonized
Light Vehicles Test Cycles (WLTC), andNewEuropeanDriv-
ing Cycle (NEDC) are used, which are assumed as unknown
driving cycles that are not used in the training. For the train-
ing, the real-world driving cycle is used. Real-world driving
cycle data is obtained from the digital tachographs of taxi
in the city of Seoul. Fig. 6 shows the real-world driving
cycle A, in which the maximum speed of the driving cycle
is less than 60 km/h, and the length of the driving cycle is
approximately 4000 s. Fig. 7 shows the real-world driving
cycle B, which is also a real-world driving cycle with a
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TABLE 1. Equivalent fuel economy(km/l) result for different algorithms on standard driving cycles (Relative percent to deterministic DP result).

FIGURE 6. Real-world driving cycle A.

FIGURE 7. Real-world driving cycle B.

maximum vehicle speed of more than 120 km/h, and the
length of the driving cycle is also approximately 4000 s. For
learning process in SDP, it is necessary to have sufficient
driving data to construct TPM, thus real world driving cycle
data is used.

Simulation results are shown in Table 1. The numbers in
the bracket of Table 1 represent relative percentage values
toward equivalent fuel economy of optimal result of DDP.
The results indicate that the average fuel economy of the
RL-based strategy is 24.2 km/l and the average fuel economy
of the SDP is 24.1 km/l. Compared with the rule-based strat-
egy, both the RL-based strategy and SDP exhibit increased
fuel economy performance for all driving cycles. This is
accomplished through the learning process, and the generally
optimized control policy of the proposed algorithms using
driving cycles A and B. The operating points of the engine for
UDDS and the HWFET driving cycle are shown in Fig. 8 and
Fig. 9, respectively. Note that the engine operating points
for the SDP and RL-based strategies are concentrated on the
optimal operating line, which is the same as DDP.

RL-based strategy exhibits a fuel economy similar to SDP,
with a difference of equivalent fuel economy of less than
0.2 km/l between the RL-based and SDP approaches for

FIGURE 8. Engine operating points for the UDDS driving cycle.

FIGURE 9. Engine operating points for the HWFET driving cycle.

different driving cycles, with the exception of the HWFET
driving cycle; this is because it uses the same framework
that is based on the Bellman equation for both SDP and
RL-based strategies. The simulation results of the battery
SOC and engine torque are shown in Fig. 10 for the UDDS
driving cycle and Fig. 11 for the HWFET driving cycle.
We found that the battery SOC and engine torque trajectory
of the SDP and RL-based approaches are very close to one
another, except for a few points. This implies that the SDP and
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FIGURE 10. Simulation results for the UDDS driving cycle.

FIGURE 11. Simulation results for the HWFET driving cycle.

RL-based strategies can implement the same control policy
when optimized for the same TPM. In this paper, the SDP
and RL-based strategies are implemented based on the vehi-
cle model simulations, and the fuel economy performances
are very similar, except for a small gap due to numerical
errors from SDP during the discretization process. However,
in real-world scenarios, the RL-based strategy relies heavily
on the model-free characteristic, thus may exhibit better per-
formance than SDP if there is model uncertainty.

C. OPTIMAL PERFORMANCE OF THE RL-BASED STRATEGY
In Table 1, compared with the fuel economy of DDP, SDP and
RL-based strategies exhibit approximately 94% of the fuel
economy of DDP. In the case of DDP, all the given driving
cycle information is known in advance and is optimized in the
finite horizon; this results in an optimal fuel economy result.
In the case of SDP and RL-based strategies, optimization is

performed on an infinite horizon to secure real-time control,
thus the time-invariant control policy obtained from the SDP
and RL-based strategies show decreased fuel economy per-
formance compared to DDP. This difference in fuel economy
can also be explained by the fact that the training data is
different from the standard driving cycle, which is simulated
with the general control policy acquired from the optimiza-
tion result obtained using the real-world driving cycle.

The simulation results for data dependency learning for the
SDP and RL-based strategies are shown in Table 2. In these
simulations, the RL-based and SDP strategies are trained and
tested using the real-world driving cycles A and B, unlike
previous simulations in which real-world driving cycles are
used for training and standard driving cycles are used for
testing. For both the RL-based and SDP strategies, the fuel
economy performance is improved when the same driving
cycle is used for learning and testing. Especially, when testing
driving cycle B while using cycle A to train the RL-based and
SDP strategies, the fuel economy performance is decreased
severely; this is expected considering that driving cycle A
includes a low vehicle speed compared to driving cycle B.

TABLE 2. Equivalent fuel economy(km/l) result for different algorithms
on real-world driving cycles (Relative percent to deterministic DP result).

Therefore, in both RL and SDP, if the driving speed
information of the environment to be driven is known in
advance as in the DDP, and the optimization process can
be performed, then a good fuel economy can be obtained.
However, in the case of SDP, it is necessary to know the
future driving environment information expressed in terms
of TPM in the optimization process, and optimization must
be performed by using this; eventually, to obtain a good fuel
economy as in DDP, the future information must be known
in advance. In the case of RL-based strategy, it is possible
to actively improve the fuel efficiency by identifying and
learning the characteristics of the driving environment while
driving; however, this process could be time-consuming.

However, as mentioned above, there is still a gap in fuel
economy performance between DDP and the time-invariant
control of the RL-based and SDP strategies. In this paper,
we define the optimal control problem with a finite horizon
for the RL-based strategy and shows that the corresponding
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optimal control policy converges to that for DDP. For the
RL-based strategy, instead of (7), we define the optimal con-
trol problem as shown in the following equation:

min Jπ (x0) =
N−1∑
k=0

γ kg (xk , π (xk)) (24)

where the discount factor is γ = 1 and xk is the state variable,
which includes the time tk as state information as follows:

xk = [SOC,Eon, tk ] (25)

Additionally, for the final battery SOC constraint in the
RL-based strategy, which is the same as for DDP, Q (xN , u)
is defined to have a reward for the target SOC, SOC(N ) as
shown in following equation:

Q (xN = [SOC,Eon, tN ] , u)=

{
Creward , SOC=SOCfinal

0, SOC 6=SOCfinal

(26)

Here,Creward is a negative value so that we define aminimiza-
tion problem.

FIGURE 12. Simulation result for the UDDS driving cycle using the
time-variant RL-based strategy.

Simulation results for the RL-based strategy are compared
with those for DDP considering the UDDS and HWFET
driving cycles, and are shown in Fig. 12, and Fig. 13. The
simulation results show that the battery SOC and engine
torque values for the RL-based strategy are very close to
those of DDP. Especially, unlike the RL-based results shown
in Fig. 10 and Fig. 11, the battery SOC range is expanded
due to a priori information of the driving cycle. Additionally,
note that the final battery SOC constraint is suitably satisfied
as a result of Q-learning. The fuel economy performance
for the time-variant RL-based strategy is shown in Table 3,
which is either close to the DDP results or shows improved
performance. Note that this is due to DDP exhibiting numeri-
cal errors during approximation in the discretization process.
This implies that the RL-based strategy can achieve global
optimality similar to DDP when the driving cycle is perfectly

FIGURE 13. Simulation result for the HWFET driving cycle using the
time-variant RL-based strategy.

TABLE 3. Equivalent fuel economy (km/l) results for time-variant control
using the RL-based strategy (percent relative to the DDP results).

known in advance and learning is successful. However, this
RL-based strategy cannot be used as a vehicle controller since
it only works when the driving cycle predictions perfectly
match the current driving environment, similar to DDP.

TABLE 4. Computation time for different algorithm.

D. TRANSFER LEARNING
The RL-based strategy can improve the fuel economy per-
formance. However, practical application to online real-time
vehicle controllers is still distant considering this is a time-
consuming process. The computation times for the DDP,
SDP, and RL-based algorithms using driving cycle A both
for training and testing are shown in Table 4. Estimations
of the equivalent fuel economy performance according to
the computation time for SDP and RL are given in Fig. 14.
Note that different measures could be used to determine the
convergence of SDP and RL, but in this paper, the equivalent
fuel economy is considered. Compared to DDP, it takes a
long time to converge for SDP and RL. The computation
time varies according to driving cycle, methodology, and
the conditions applied to DDP, SDP, and RL. However, the
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FIGURE 14. Fuel economy performance according to the computation
time for SDP and RL.

computational burden of RL is large, even compared with
SDP, such that optimal control is learned through interaction.

Considering the advantages and disadvantages of the SDP
and RL-based strategies, this paper studies and simulates the
transfer learning process. To employ an RL-based strategy
such as Q-learning, it is necessary to perform learning with
immense data at the beginning. This time-consuming learning
is a limitation in utilizing RL-based strategies as real-time
control. One way to reduce this computation time is to use
SDP result for initializing Q function value. Thus, based on
driving cycle characteristic, pre-optimized SDP result could
be used to make Q-learning converge faster. In this paper,
we confirmed how the influence of convergence performance
can be affected when the initial Q table value of Q-learning is
specified using SDP initialization. Optimal Q∗ (xk , uk) value
can be defined based on the optimal cost J∗ (xk), which is
acquired from SDP as shown in the following:

Q∗ (xk , uk) = g (xk , uk)+ γ J∗ (xk+1) (27)

Therefore, even when the driving cycle characteristic of the
vehicle changes suddenly, high fuel efficiency performance
can be still obtained by using the Q value derived from the
initial SDP value with a similar historic driving cycle data,
which is optimized in advance and fuel economy performance
could converge faster.

The results of the control strategy that uses SDP initializa-
tion and the one that does not use SDP initialization are shown
in Fig. 15. In the case of SDP initialization, the result of SDP
that uses real world driving cycles (which were presented
in the previous simulation using the standard driving cycle),
is defined as the initial value of Q value for the control
strategy. In the case that does not use SDP initialization,
the Q value was learned only by using the HWFET cycle.
When these two control strategies are simulated in the UDDS
driving cycle, it can be confirmed that the fuel efficiency
of the vehicle converges faster when SDP initialization is
performed as shown in Fig. 15. The simulation results show
that even if the driving cycle changes suddenly, it is possible
to improve the fuel efficiency of the proposed strategy by
using the information optimized through the SDP, and it is

FIGURE 15. Comparison of Q-learning with and without transfer learning
based on SDP.

also possible to reduce the learning time for a specific driving
cycle by using pre-calculated SDP result.

This knowledge transfer process has several advantages.
First, the reduction of computation burden of the RL-based
strategy, based on transfer learning, is important considering
the process based on RL can require an extremely high com-
putation performance from the hybrid control unit in the vehi-
cle, which could be a barrier for the RL-based approach for
vehicle control application. Second, in terms of the robustness
of RL-based strategy, when there is a problem in the learning
process owing to a lack of data, pre-calculated optimal results
through SDP can be used to ensure the robust performance of
RL-based strategy. For example, by expressing the historic
driving cycle data by region, time, or person to represent
each characteristic, similar historic data can be used for opti-
mization through SDP, and this optimized knowledge can be
transferred to the RL-based strategy.

IV. CONCLUSION
In this paper, DDP, SDP, and RL-based strategies for HEV’s
energy management strategy were studied. Based on vehicle
simulations, we showed that the RL-based strategy can obtain
optimal performance in the optimal control problem with
an infinite horizon, as can also be obtained by stochastic
dynamic programming. We also showed that the RL-based
strategy can achieve a solution close to that of DDP when
defined as a time-variant controller with boundary value con-
straints. In conclusion, SDP and RL-based strategies can be
suggested as an approach to utilize DDP for a real vehicle
control. In the case of SDP, the future driving environment
must be modeled through TPM in advance, similar to DDP.
By simply processing various driving cycles statistically, SDP
can be used to draw out general control strategies from the
optimization results, or it can be used in HEV controller with
repeated driving patterns. The RL-based strategy is able to
learn adaptively in this respect; however, because it takes
immense time to learn, a process such as transfer learning
that uses SDP can be established. As future work, it is nec-
essary to study the framework for real-time control of such
RL-based strategy, and experimentally validate it based on
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the real vehicle. In addition, a comparative research that uses
various RL algorithm-based optimal control frameworks will
be studied along with the previous studies on DDP and SDP.
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