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A B S T R A C T

Public infrastructures, such as bridges, dams, and buildings, play a key role in urban develop-
ment. Structural inspection by visually monitoring and inspecting the structures for defects
has become increasingly vital to prevent structural deterioration. However, previously, the
structural inspection was primarily carried out manually, which was time-consuming, error-
prone, and tedious. Therefore, this study proposes an efficient concrete defect detection system
based on a transformer model. Four primary contributions are (i) a novel defect detection
framework motivated by the deformable transformers (Deformable DETR); (ii) the use of
a big concrete defect dataset containing four common defect types; (iii) multiple modules
are introduced to the original Deformable DETR model and help the model achieve better
performance; and (iv) visualization of the model’s deformable attention weights to show the
model effectiveness in detecting and localizing defects. The framework outperforms previous
state-of-the-art object detection networks and obtains the mean Average Precision (mAP) of
63.8%.

1. Introduction

Structural assessment is crucial for ensuring the serviceability and structural integrity of public infrastructure, which has gained
more attention recently [1]. Without proper structural assessment, defects can lead to severe structural failure, which results in
costly repair and rehabilitation, and even causing enormous loss of human life [2]. Technological improvements such as vision
sensors and unmanned aerial vehicles (UAVs) have been increasingly used to perform structural inspection. These improvements
have effectively addressed some of the drawbacks of manual defect monitoring [3]. Nevertheless, the massive amounts of collected
data require careful investigation by inspectors, causing a time burden that automation is intended to reduce [4,5].

Over the last few decades, machine learning (ML) and computer vision (CV) have been increasingly used in various domains,
including structural inspection, agriculture, and autonomous driving. For example, ML has been used for detecting defects in concrete
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structures using hand-crafted features such as gray feature [6], cascade feature [7], and V-shaped feature [8]. However, traditional
ML models struggled to maintain high accuracy when dealing with images that differed slightly from the training set due to the
hand-crafted feature engineering process [1,9].

Deep convolutional neural networks (CNNs) have emerged as a superior alternative to conventional ML in recent years, due to
heir remarkable performance in various CV tasks such as classification [10], detection [11], and segmentation [12,13]. For concrete
rack detection, standard deep learning-based detection networks [14] typically use a pretrained CNN backbone (ResNet, VGGNet,
nd InceptionV3 [15]) on a large-scale benchmark dataset (such as ImageNet [16]) to obtain semantically robust abstract and coarse
eatures. However, analysis has shown that current deep learning-based detection models rely heavily on hand-drafted parameters,
uch as anchors and proposals, to determine their performance [17]. Additionally, post-processing steps are needed to eliminate
ear-duplicate predictions.

Recently, transformers based on attention mechanisms have consistently delivered impressive performance on various natural
anguage processing (NLP) tasks [18]. Transformers have recently been introduced to CV with the appearance of an end-to-end
Etection TRansformer (DETR) for object detection. The DETR’s encoder–decoder structure eliminates the need for hand-crafted
nd time-consuming components in existing one-stage and two-stage object detection networks, such as anchor design and non-
aximum suppression [19]. For example, Wan et al. recently introduced a deep learning model called Bridge Detection Transformers

BR-DETR) based on DETR, which uses a copy-paste data augmentation method and Deformable Conv2D to increase the sample
ize and replace convolution, respectively. The experimental results showed that BR-DETR outperformed SSD and YOLOv4 with
he highest mAP of 95.7% on the augmented Shandong bridge damage dataset [20]. In another study, Zhang et al. suggested a
ierarchical deep learning framework based on DETR to detect building façade defect with the IoU of 93.6% on wall components
ataset [21]. However, it has been proven that DETR struggles with small objects [19] and has a long convergence time since it
earns from a fixed feature spatial resolution [22]. To address these issues, an improved version of the DETR, called Deformable
ETR, was proposed. Deformable DETR incorporates deformable attention mechanisms to enable more efficient learning and achieve
igher detection rates for small objects [22].

Even though many deep learning-based models, such as YOLO and SSD, have been proposed for concrete defect detection,
heir performances can be significantly affected by manual parameter settings and post-processing processes. Furthermore, previous
odels were trained using small datasets collected under controlled environments, resulting in poor performance in real-life

cenarios. Therefore, this study proposes an end-to-end transformer-based framework for detecting concrete defects by modifying
ertain components of the original deformable DETR model and training it on a large-scale dataset comprising over 200,000 images
aptured by a drone, covering four primary types of concrete defects. In addition, a mean feature map is extracted and visualized
sing the deformable attention weights from the last layers of both the encoder and decoder to efficiently interpret the model’s
erformance.

This manuscript is organized as follows: Section 2 introduces the concrete defect detection dataset that was used in this study.
ection 3 describes the overall framework of the concrete defect detection method. Section 4 explains each component of the
ramework in detail. Section 5 presents and evaluates the experimental results of the proposed system. Section 6 discusses the
ain findings and implications of this study. Section 7 concludes the paper and suggests directions for future work.

. Concrete defect dataset

Previous studies on concrete defects have been limited in scope and scale, using small datasets with fewer than four defect types.
or example, some studies focused on crack and non-crack [23–25], crack and rebar exposure [26], or crack, and spalling [27]. Only
ne study considered four defect types: crack, spot, rebar exposure, and spalling [14], but the dataset was small. In contrast, this
esearch uses a large-scale dataset of over 200,000 images with four main defect types, surpassing most previous works regarding
iversity and quantity. The dataset was provided by the National Information Society Agency of Korea (NIA) for research purposes.1

It was mainly collected by the Safety and Quality Engineering Limited company2 and labeled by the Korea Concrete Institute.3
The concrete defect dataset was collected by a commercial UAV DJI drone on various public infrastructures across South Korea

n 2022. The UAV’s max flight time is about 28 min. It has a high-resolution camera that supports up/down tilt. Each image has
imensions of 2560 by 1440 pixels at 72 dots per inch (dpi). The sample images for each concrete defect are illustrated in Fig. 1.

A definition of each type of defect is provided as follows.

• Crack: a vertical or diagonal defect emerges on the concrete surface due to the settling of the concrete foundation during
concrete curing.

• Spalling: a typical issue for weak concrete surfaces exposed to damage leading to part of the surface peeling, breaking, or
chipping away.

• Efflorescence: the appearance of white salt deposits on the surface of the concrete, which is caused by vapor migrating through
the concrete slab.

• Exposed rebar: The exposed rebar is usually caused by concrete deterioration or errors during construction, which can weaken
the concrete foundations.

1 https://aihub.or.kr/
2 http://www.sqeng.co.kr/
3 https://www.kci.or.kr/
2
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Fig. 1. Depiction of the four main types of concrete defect from the collected dataset.
Note: The red bounding box indicates the defect regions. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

Fig. 2. A bar chart showing the number of images for each defect type.

Fig. 2 shows the total number of images annotated for each defect type. A total of 219,000 concrete defect images were collected.
175,200 images were randomly chosen as training data (80% of the original data). After that, 17,520 images (10% of the training
data) were used as the validation data. Finally, 43,800 images were selected as testing data (20% of the original data).

3. System overview

Fig. 3 illustrates the primary components of an automated framework for concrete defect detection and analysis, which can be
abbreviated as CDD-TR. Here, CDD represents concrete defect detection and analysis, and TR refers to deformable DETR.
3
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Fig. 3. Visualization for the main components of the proposed concrete defect detection framework (CDD-TR).

• Data processing: As the raw images collected by the drone may have quality issues, such as uneven brightness, darkness, or
haziness, a pre-processing step is necessary to address these issues and remove any possible artifacts. This step enhances the
image quality for better defect detection and analysis performance.

• Concrete defect detection: Despite achieving state-of-the-art performance on large-scale object detection datasets such as COCO
Pascal VOC [28], current well-known object detection algorithms such as RCNN, YOLO, and SSD are complex, with multiple
hyperparameters that require manual optimization, and have a more complicated training process than the end-to-end training
style. This study modified a transformer-based object detection model, named deformable DETR [22], to efficiently identify
concrete defects. It can be trained with an end-to-end approach.

• Attention analysis: Analyzing the attention weights of the transformer model used in the concrete defect detection framework
can provide insights into the model’s robustness in detecting defects. This information is valuable and can increase trust in the
model’s predictions. However, it is impossible to estimate the model’s attention weights based on the bounding box information
alone. Therefore, this research proposes to visualize and analyze the attention weights of the model to interpret its performance
and gain insights into its behavior.

4. Methodology

4.1. Image pre-processing

Previous research has proved that various types of noise from the collected raw images can seriously impact the performance of
the defect detection algorithm during the training phase [13,29]. Therefore, it is essential to implement some image pre-processing
processes to improve image quality and defect detection efficiency.

Initially, a novel adaptive gamma correction with weighted histogram distribution (AGCWHD) suggested by [30] was applied
to enhance the color preservation and contrast of raw images. AGCWHD was applied by first performing a contrast stretch for the
input RGB images. Next, the pre-processed RGB images were converted into the hue, saturation, and intensity (HSI) color space.
Finally, the proposed AGCWHD was implemented on the converted intensity channel to enhance the image contrast. AGCWHD
demonstrated superior performance compared to previous contrast enhancement approaches in terms of colorfulness, entropy, and
histogram utilization efficiency, without compromising image details.

The output images were then processed using a pretrained autoencoder and contrastive regularization network (AECR-Net) [31]
to properly reduce noise before being fed into the model. The AECR-Net utilizes a novel contrastive regularization method to
minimize the representation space distance between the estimated haze-free images and the ground truth (GT) images, while
maximizing the distance between the estimated haze-free images and the input hazy images. The autoencoder network is enhanced
with a dynamic feature enhancement approach and adaptive mixup operation to enable adaptive information flow preservation
while expanding the receptive field to enhance the model’s transformation power. AECR-Net demonstrated satisfactory denoising
performance while preserving the input’s initial brightness without requiring prior knowledge.

Fig. 4 shows four input images with various issues, such as blurriness, low-light conditions, and poor illumination, from the
dataset, along with their corresponding outputs from the pre-processing module. After passing through AGCWHD and AECR-Net,
the quality of the pre-processed images was significantly enhanced compared to their raw inputs. For example, cracks in the raw
images with low-light or poor illumination conditions are difficult to observe, but the pre-processing module significantly improves
the image quality, enabling better observation of the defects. Importantly, the pre-processing modules did not decrease the quality
or add noise to the input images without any of the mentioned issues.
4
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Fig. 4. Comparison of the four input images with and without the implementation of two pre-processing models, including contrast enhancement (AGCWHD)
and denoising (AECR-Net).

4.2. Transformer-based defect identification

4.2.1. Attention mechanism
Self-attention forms the core module that enables the transformer to discover rich word-to-word relations and variations for

each word [18]. This mechanism appears in both the encoder and decoder of the transformer models. In the encoder, this technique
enables the input sequence to focus on itself, while in the decoder, it allows the target sequence to concentrate on itself. The
self-attention is calculated using three distinctive vectors: query (𝑄), key (𝐾), and value (𝑉 ). These vectors are randomly initialized
and multiplied by the embedding. The entire computation process can be described as follows.

Attention(𝑄,𝐾, 𝑉 ) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥

(

𝑄𝐾𝑇
√

𝑑𝑘

)

𝑉 (1)

where 𝑑𝑘 represents the dimensionality of the key vectors. To prevent the Softmax function from producing large values and to
stabilize gradients, the score 𝑄𝐾𝑇 is divided by

√

𝑑𝑘.
Migrating self-attention from sequence features to image feature maps presents a significant challenge due to the requirement of

processing all possible spatial locations in the feature maps. Consequently, the algorithmic complexity increases as the size of the
feature maps grows. To tackle this issue, Zhu et al. introduced a novel deformable attention mechanism that selectively attends to
a few sampling points, independent of the spatial size of the input feature maps [22].

• Deformable attention: Let 𝑥 ∈ R𝐶×𝐻×𝑊 be an input feature map, where 𝐶 is the number of channels, 𝐻 is the height, and
𝑊 is the width. Consider a query element denoted by 𝑞, with content feature 𝑧𝑞 ∈ R𝐷 and reference point index 𝑝𝑞 ∈ R2. As
stated in [22], the deformable attention feature can be represented as follows:

DeformAttn
(

𝑧𝑞 , 𝑝𝑞 , 𝑥
)

=
𝑀
∑

𝑚=1
𝑊𝑚

[ 𝐾
∑

𝑘=1
𝐴𝑚𝑞𝑘 ⋅𝑊

′
𝑚𝑥

(

𝑝𝑞 + 𝛥𝑝𝑚𝑞𝑘
)

]

(2)

In this equation, 𝑚 is the attention head, 𝑘 is the sampled keys, and 𝐾 is the total number of sampled keys. The sampling
offset is denoted by 𝛥𝑝𝑚𝑞𝑘, and the attention weight of the 𝑘th sampling point in the 𝑚th attention head is denoted by 𝐴𝑚𝑞𝑘.
This can be computed using the query feature 𝑧𝑞 , which is fed into a linear projection operator with three channels. Two sets
of channels encode the sampling offsets, while one set encodes the attention weights.

• Multi-scale deformable attention: Previous studies have shown that the performance of object detection algorithms can be
significantly improved using multi-scale features. Therefore, the deformable attention mechanism was extended to process
multi-scale feature maps, which involve sampling 𝐿𝐾 points from the multi-scale feature maps instead of 𝐾 points from
single-scale feature maps. Drawing on the formulation presented in [22], this extension can be expressed as follows.

MSDeformAttn
(

𝑧𝑞 , �̂�𝑞 ,
{

𝑢𝑙
}𝐿
𝑙=1

)

=
𝑀
∑

𝑚=1
𝑊𝑚

[ 𝐿
∑

𝑙=1

𝐾
∑

𝑘=1
𝐴𝑚𝑙𝑞𝑘 ⋅𝑊

′
𝑚𝑢

𝑙 (𝛽𝑙
(

�̂�𝑞
)

+ 𝛥𝑝𝑚𝑙𝑞𝑘
)

]

(3)

where 𝑀 represents the number of attention heads, while 𝐿 denotes the number of multi-scale input feature levels. The
normalized coordinates of the reference point for each query element 𝑞 are denoted as �̂�𝑞 ∈ [0, 1]2. Additionally, the function
𝛽 (�̂� ) is responsible for re-scaling the normalized coordinates 𝑞 to the input feature map of the 𝑙th level
5
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Fig. 5. Description of the CDD-TR model, which is inspired by the deformable DETR model [22].

Table 1
Network details of the CDD-TR model.

Layer Output size

Input 𝐻 ×𝑊 × 3

Backbone (ResNet-50) 𝐻∕32 ×𝑊 ∕32 × 2048

Deformable attention 𝐻∕32 ×𝑊 ∕32 × 2048

Position embeddings 𝐻∕32 ×𝑊 ∕32 × 𝑑

Transformer encoder 𝑁𝑞 × 𝑑

Transformer decoder 𝑁 × (𝐶 + 4)

Output 𝑁 × (𝐶 + 4)

4.2.2. Deformable DETR
With a default level of 𝐿 = 4, the multi-scale feature

{

𝑥𝑙
}𝐿
𝑙=1 is obtained from the feature maps of 𝐶3 to 𝐶5 in the ResNet-

50 backbone. Here, 𝐶𝑙 indicates that the resolution of the extracted feature map is 2𝑙 times smaller than the input image. These
multi-scale feature maps are then fed into the encoder–decoder structure of deformable DETR, as illustrated in Fig. 5.

• Deformable transformer encoder: The key difference between deformable DETR and DETR is that deformable DETR replaces
DETR’s attention module with a multi-scale deformable attention module. Multi-scale feature maps are used as input and output
to the encoder, and the key and query vectors utilize pixels from these feature maps. In deformable DETR, each query pixel’s
reference point is itself. The model also introduces positional embeddings with fixed encoding and scale-level embeddings
(𝒆𝑙) for feature representation.

{

𝒆𝑙
}𝐿
𝑙=1 represents the feature level of each query pixel. These two techniques are randomly

initialized and jointly trained with the network.
• Deformable transformer decoder: The decoder of the original DETR model consists of two main attention modules: self-

attention and cross-attention. While the self-attention module remains unchanged, the cross-attention module is replaced by
a multi-scale deformable attention module. This module focuses on extracting features around reference points, with key
elements being extracted from the encoder’s output multi-level feature maps. Bounding boxes are predicted based on offsets
with reference points, which represent the center of the initially predicted bounding box.

Table 1 provides the network details of the CDD-TR model, including the output size for each layer.
The backbone network produces feature maps with a spatial resolution of 𝐻∕32 × 𝑊 ∕32 and 2048 channels. Deformable attention

is applied to these feature maps to better handle object deformations. Position embeddings are added to the feature maps before
passing them to the transformer encoder, which generates a set of object queries with a size of 𝑁𝑞 × 𝑑, where 𝑁𝑞 is the number
of object queries and 𝑑 is the dimensionality of the queries. The transformer decoder takes in the feature maps, object queries, and
position embeddings, and generates a set of object predictions with a size of 𝑁×(𝐶+4), where 𝑁 is the number of predicted objects,
𝐶 is the number of object classes, and 4 represents the four coordinates of the bounding box. Finally, the output of the model is a
set of object predictions with a size of 𝑁 × (𝐶 + 4).

Although deformable DETR can be directly applied to detect concrete defects, certain components of the model may affect its
performance. In order to enhance the performance of deformable DETR in concrete defect detection, several improvements to the
model architecture and optimization process were introduced to the CDD-TR model and are described in Table 2. It is worth noticing
that the modifications were carefully selected based on their effectiveness in enhancing the performance of transformer-based models
in CV tasks [32,33].
6
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Table 2
Changes introduced to the CDD-TR model in order to improve the performance of the original
deformable DETR.
Model Augmentation Activation Loss Optimizer

Deformable DETR \\ ReLU GIoU Adam

CDD-TR Colorjitter LeakyReLU CIoU LaProp [33]

Fig. 6. Four output samples for an input image using the Colorjitter method.

By leveraging the strengths of Deformable DETR and incorporating these targeted modifications, the CDD-TR model demonstrated
significant improvements in detecting concrete defects. The four main modifications listed in Table 2 can be explained in detail as
follows:

• Colorjitter: Colorjitter augmentation technique has been utilized to create output images by randomly adjusting the brightness,
contrast, saturation, and hue of an input image. The range factors for brightness, contrast, and saturation are required to be
non-negative, while the range factor for hue must be less than 0.5. For this study, the range factors were set to [0, 2] for
contrast, [0.5, 1.5] for brightness, [0.9, 1.1] for saturation, and [−0.5, 0.5] for hue. Fig. 6 illustrates four random outputs of
the Colorjitter augmentation.

• Leaky Rectified Linear Unit (LeakyReLU): The original ReLU activation used in deformable DETR encountered the ‘‘dying’’
ReLU problem, where neurons became inactive for certain inputs and hinder gradient flow during training. To address this
issue, this study replaced the ReLU activation with LeakyReLU activation [34], which incorporates a small negative slope to
alleviate the ‘‘dying’’ ReLU problem and enhance training optimization. LeakyReLU introduces non-linearity and diversity to
the model output, thereby augmenting its expressive power.

• Complete Intersection over Union (CIoU) loss: The Generalized IoU (GIoU) loss [35] employed in deformable DETR gradually
expands the predicted box over multiple iterations to align with the GT box. In this study, the GIoU loss was replaced with the
CIoU loss, which leverages three geometric parameters (central point, overlap area, and aspect ratio) between the predicted
box and GT box to precisely align them. The CIoU loss exhibits faster convergence and achieves better detection performance
compared to the GIoU loss [36].

• LaProp optimizer: While Adam is commonly selected as the default optimizer for many deep learning-based models, Ziyin et al.
highlighted potential issues of instability and divergence during training caused by a mismatch between adaptivity parameters
and momentum [33]. Therefore, in this study, the LaProp optimizer is used as an alternative. LaProp combines the Adam and
Lookahead optimizers by utilizing Lookahead to update Adam’s momentum term. It has been demonstrated to offer improved
stability and faster convergence compared to Adam across different benchmark datasets.
7
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4.3. CDD-TR’s attention analysis

Once the training phase was completed, the attention weights learned by the final layers of the encoder and decoder (averaged
cross all multi-scale prediction heads) were extracted. These weights were used to visualize the areas of an object that the
ransformer model focused on, which had high attention weight, in order to predict a specific class. The attention weights were
tored as a square matrix with dimensions of [𝐻 × 𝑊 ,𝐻 × 𝑊 ]. To facilitate the illustration of attention feature maps, the matrix
as converted to [𝐻,𝑊 ,𝐻,𝑊 ]. Subsequently, a mean attention feature map was computed using both the encoder and decoder
ttention feature maps. This map can be used to evaluate the model’s performance in identifying defects and assessing its robustness.

. Experimental results

This section presents a series of experiments conducted on the collected concrete defect dataset to thoroughly evaluate the
erformance of the CDD-TR model in various testing scenarios. Section 5.1 outlines the evaluation metrics used to assess the model’s
erformance in different aspects, while Section 5.2 describes the hardware and environment in which the model was implemented.
dditionally, it provides an explanation of the hyperparameters used for various models.

Section 5.3 comprises a group of experiments that were conducted to thoroughly evaluate the proposed model. In Section 5.3.1,
he improvement in defect detection performance due to the pre-processing stage is assessed. Section 5.3.2 examines the influence
f various modules proposed in the deformable DETR model. Section 5.3.3 explains how deformable attention extraction works and
emonstrates that the model correctly focuses on relevant defect regions [37]. In Section 5.3.4, the CDD-TR model was qualitatively
valuated on four defect types, and challenging scenarios were also described. Finally, Section 5.3.5 compares the performance of
DD-TR with other models.

.1. Evaluation metrics

Three components of the confusion matrix – true positive (TP), false negative (FN), and false positive (FP) – are used to evaluate
he effectiveness of the concrete defect identification framework. These measures are utilized to calculate precision, recall, and mean
verage precision (mAP). The mAP metric is employed as the primary evaluation criterion as it considers all defect classes in the
roposed dataset. In this study, the mAP metric uses an Intersection over Union (IoU) threshold of 0.5 to assess the accuracy of
bject detection. This means that the model considers a detection to be correct if the IoU between the predicted bounding box and
he GT bounding box is greater than or equal to 0.5.

𝑚𝐴𝑃 = 1
𝑁classes

∑

𝑖
𝐴𝑃𝑖 (4)

where 𝑖 represents a defect class out of 𝑁classes, which is four in this study.
The importance of precision and recall as critical metrics for practical concrete defect detection cannot be overstated. Precision

measures the rate of incorrect detections, while recall measures the rate of missed detections. Therefore, in addition to computing
mAP metrics, precision and recall are also calculated, and they can be expressed as follows:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

;𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(5)

.2. Implementation descriptions

The concrete defect identification system was developed and trained using PyTorch,4 a Python ML library. To ensure reliable
xperiments, a pre-trained ResNet-50 model on ImageNet [16] was used as the backbone for all detection models. The training and
esting processes were deployed on two Nvidia Tesla V100 GPUs, each with 32 GB of memory. Except for the CDD-TR model, other
eep learning models and their hyperparameters were implemented using open-source code provided by the original papers.

The encoding and decoding layers in both the deformable DETR and CDD-TR models were kept at a fixed number of 6. Both
odels had 8 attention heads with 256 hidden feature dimensions. CDD-TR’s encoder parameters were shared across various feature

evels, and the number of query slots was set to 300. The hyperparameters and training strategies were similar to those of deformable
ETR, except for the use of cIoU instead of GIoU for the bounding box regression loss with 𝛽 = 1 and 𝛾 = 0.2. The CDD-TR model
as trained for 2 million iterations with a LaProp optimizer, using an initial learning rate of 4𝑒 − 4, 𝜇 = 0.9 and 𝜈 = 0.999, and

weight decay of 𝑒−4. A simple learning rate scheduler following the recommended schedule by [19,22], was adopted with a learning
decayed at the 1.6 million iterations by a factor of 0.1.

5.3. Defect identification performance assessment

5.3.1. Pre-processing module analysis
The performance of seven object detection models (SSD [38], YOLOv5 [39], Faster R-CNN [40], Mask-RCNN [41], DETR [19],

deformable DETR [22], and CDD-TR (ours)) was compared on the concrete defect testing set with and without implementing the
pre-processing module. The four-class concrete defect dataset used in this study was labeled using COCO and can be easily adapted
for training these models. In general, the seven models trained on pre-processed images achieved higher detection metrics than
those trained without the pre-processing module, as shown in Table 3.

4 https://pytorch.org/
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Table 3
The impact of the pre-processing module on various models’ performance.
Approach Model mAP (%) Precision (%) Recall (%)

Raw input

YOLOv5 [39] 53.1 55.9 56.1

SSD [38] 48.3 51.7 53.5

Faster R-CNN [40] 53.6 54.4 58.4

Mask-RCNN [41] 51.2 51.8 52.6

DETR [19] 53.5 55.3 56.1

Deformable DETR [22] 55.7 56.5 55.1

CDD-TR (Ours) 62.1 58.2 57.9

Pre-processed input

YOLOv5 [39] 55.3 55.7 56.1

SSD [38] 49.8 50.2 54.1

Faster R-CNN [40] 54.1 53.7 58.9

Mask-RCNN [41] 53.5 53.6 54.1

DETR [19] 55.1 55.9 57.2

Deformable DETR [22] 58.5 56.9 57.4

CDD-TR (Ours) 63.8 60.4 58.9

Table 4
Ablation study of the CDD-TR model.

ColorJitter Laprop LeakyReLU CIoU mAP

CDD-TR (i) ✓ 60.1

CDD-TR (ii) ✓ ✓ 60.9

CDD-TR (iii) ✓ ✓ ✓ 63.3

CDD-TR (iv) ✓ ✓ ✓ ✓ 63.8

The pre-processing module resulted in a considerable increase in mAP of 2%–3% for most models, with the exception of
eformable DETR and the proposed CDD-TR, which exhibited a slight mAP improvement of less than 1%. The efficiency and
obustness of the proposed CDD-TR model were proven with the highest mAP and recall of 63.8% and 58.9%, respectively. Moreover,
he proposed CDD-TR model outperformed other detection models and the original deformable DETR model by a margin of 4.3%
AP. It can be concluded that the pre-processing process is essential, particularly for outdoor videos, in enhancing the performance

f concrete defect detection.
Fig. 7 shows that both versions of the CDD-TR model, represented by orange for raw images and blue for pre-processed images,

isplayed a swift drop in training and validation class error to approximately 25 after 200,000 iterations. The class error values then
lowly declined and stabilized at less than 15 after 2 million iterations. The pre-processed version exhibited slightly better training
nd validation class error values than the raw version. Both models’ mAP values rapidly reached 50% after 200,000 iterations,
radually increased and leveled off at 63.8% for the pre-processed version and 62.1% for the raw version. The recall metric followed
similar trend as the mAP value. Notably, at 1.6 million iterations, there is a sharp rise in mAP and a decrease in class error, primarily
ue to a scheduled change in the learning rate to a smaller value, resulting in more stable and accurate model training.

The preprocessing process showed that it improved the performance of concrete defect detection compared to using raw images.
herefore, all subsequent experiments were conducted using the preprocessed images.

.3.2. Ablation study
An ablation study was conducted in this section to examine how different modules affect the deformable DETR model on the

oncrete defect dataset. The results are reported in Table 4. CDD-TR (i) differs from the original deformable DETR model only by
dding a ColorJitter augmentation method, which improves the mAP by 1.6% to 59.1% compared to the original model. CDD-TR
ii) uses the Laprop optimizer instead of the Adam optimizer and converges about 20% faster (400k iterations less), resulting in a
horter training process. CDD-TR (iii) adds LeakyReLU activation to CDD-TR (ii) and boosts the mAP by 3.2% to 63.3% compared
o the baseline model CDD-TR (i). Finally, CDD-TR (iv) replaces GIoU with CIoU for the bounding loss and achieves the highest
AP of 63.8%. Therefore, by modifying some network components, the CDD-TR model outperforms the original deformable DETR
odel by 3.7% in mAP.

.3.3. Multi-scale deformable attention
To demonstrate the effectiveness of the CDD-TR model in detecting concrete defects, multi-scale deformable attention-weight

eature maps were extracted from both the encoder and decoder of the CDD-TR structure. A mean attention-weight feature map was
hen computed using these extracted feature maps and overlaid on the RGB image for comparison. As shown in Fig. 8, the CDD-TR
odel, which utilizes the attention mechanism, accurately focuses on the defect areas, demonstrating its efficacy in concrete defect
etection.
9
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Fig. 7. Class error, CIoU loss, mAP, and recall logs of two different version of the proposed CDD-TR model trained on raw and pre-processed datasets.

Table 5
Performance of the CDD-TR for each concrete defect type (mAP, precision, and
recall).

Efflorescence Spalling Crack Exposed rebar

mAP 55.1 57.2 68.7 63.4

Precision 52.9 58.3 66.5 63

Recall 50.4 59.2 69.3 63.7

5.3.4. CDD-TR performance evaluations
Fig. 9 illustrates the outputs of the CDD-TR model for four types of concrete defects, including the bounding box and confidence.

The model accurately detected and localized each defect, and the mean deformable attention weights demonstrated its focus on
the relevant regions for class identification. Notably, Fig. 9(b) and (d) showcase the model’s ability to distinguish between multiple
instances of efflorescence and exposed rebar, highlighting the robustness of the proposed model.

Table 5 presents the performance of our model for each concrete defect type in terms of mAP, precision, and recall using the
testing set. The results indicate that our model achieved the highest performance in crack detection, with an mAP of 68.7%, a
precision of 66.5%, and a recall of 69.3%. Conversely, the model exhibited the lowest performance in efflorescence detection, with
an mAP of 55.1%. The performance for the other two defect types, spalling and exposed rebar, was relatively similar, ranging from
57.2% to 63.7%.
10
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Fig. 8. Sample visualization of the deformable attention extraction process.
Note: The model output for each prediction contains the defect class and the confidence level of the model in that prediction.

Fig. 9. Predictions of the CDD-TR model for each defect type include the input image, defect location represented by the bounding box, and visualization of
attention weights in the form of a mean feature map.
Note: The model output for each prediction contains the defect class and the confidence level of the model in that prediction.

One possible reason for the relatively poor performance in efflorescence detection is its limited contrast against the background,
especially on concrete surfaces with a light color. Efflorescence could also exhibit variations in thickness and shape, making it
challenging to distinguish from other surface features. Furthermore, it may be prone to confusion with accumulated dust or dirt on
the concrete surface over time. Similarly, there could be misclassifications between spalling and exposed rebar since both involve
the visibility of rebar on the surface.

Furthermore, the model achieved an average mAP of 61.1%, as presented in Table 5. The main contributing factor to this
performance is the large and challenging nature of the dataset used in this study, which was captured by a drone under real-life
11
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Fig. 10. Two image cases where the defects are difficult to identify due to their ambiguous appearance.
Note: The model output for each prediction contains the defect class and the confidence level of the model in that prediction.

conditions. Fig. 10 showcases two images that exemplify the ambiguous appearance of defects in concrete. In Fig. 10(a), the side
of a concrete bridge exhibits various efflorescence spots. Although the model correctly detected the primary efflorescence on the
bridge pier, other efflorescence defects were not labeled in the GT image, resulting in false alarms. Fig. 10(b) illustrates another
scenario where some defects are distant from the camera, and the exposed rebar and spalling defects appear in the same location,
potentially causing confusion for the model.

Fig. 11 illustrates the robustness of our model in handling challenging cases. In the first case (a), the model correctly detects an
exposed rebar defect that is small and blends with the background in a low-light environment with a confidence of 0.92. For the
second case (c), although the model correctly identifies an exposed rebar defect with high confidence, it wrongly detects the iron
frame as exposed rebar due to its resemblance to the defect. In the third case (b), the model identifies multiple efflorescence and
crack defects despite the blurriness and sunlight interference. The pre-processing module enhances the image quality and helps the
model perform well. In the final case (d), the model recognizes multiple concrete cracks from a highly blurry image, again with the
help of the pre-processing module. These results demonstrate the robustness of our proposed model in detecting concrete defects
under various challenging conditions.

5.3.5. Comparison study for CDD-TR
The main goal of this section is to demonstrate the strength of the proposed CDD-TR model compared to other detection models,

such as SSD [38], YOLOv5 [39], Faster R-CNN [40], Mask-RCNN [42], DETR [19], and the original deformable DETR [22]. Table 6
12



Journal of Building Engineering 75 (2023) 106976M. Dang et al.
Fig. 11. Predictions of the proposed CDD-TR model for challenging scenarios.
Note: The model output for each prediction contains the defect class and the confidence level of the model in that prediction.

Table 6
Performance of CDD-TR model compared to the other approaches on the testing
dataset.
Model mAP Precision Recall Speed (ms)

SSD [38] 48.3 45.1 46.9 30

YOLOv5 [39] 53.7 55.4 54.2 45

Faster-RCNN [40] 52.5 51.7 53.6 106

Mask-RCNN [41] 50.1 49.8 51.2 2800

DETR [19] 57.8 57.5 58.4 150

BR-DETR [20] 58.7 59.4 60.1 150

Deformable DETR [22] 58.1 59.3 57.8 200

CDD-TR (Ours) 61.1 60.2 60.7 175

shows their performances in terms of precision, recall, mAP, and inference time per image. Higher values of mAP, precision, and
recall indicate more accurate and complete detection, while lower values of inference time suggest faster processing speed.

Among the models in the table, CDD-TR achieves the highest mAP (61.1%), precision (60.2%), and recall (60.7%), while also
having a relatively fast speed (175 ms). This indicates that CDD-TR is an effective and efficient model for object detection. CDD-TR
is based on deformable DETR, which also performs well on mAP (58.1%), precision (59.3%), and recall (57.8%), but has a slightly
slower speed (200 ms). In comparison, the original DETR show the highest mAP of 57.8% with a detection speed of 150 ms. Finally,
the BR-DETR model, which was proposed for concrete damage detection, shows a relatively better performance than the deformable
DETR with the mAP at 58.7% and a faster detection speed of 150 ms.
13
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The other models in the table are SSD, YOLOv5, Faster-RCNN and Mask-RCNN. SSD has the fastest speed (30 ms), but has a
ower mAP at 48.3% than CDD-TR and deformable DETR. YOLOv5 has a similar speed to SSD (45 ms), but has a higher mAP at
3.7%. Faster-RCNN has a higher mAP of 52.5% than SSD and YOLOv5, but has a slower speed (106 ms). Mask-RCNN has a similar
AP at 50.1% to Faster-RCNN, but has the slowest speed (2800 ms). Mask-RCNN can also perform instance segmentation, which

s an additional task that the other models cannot do. To sum up, the table demonstrates that CDD-TR outperforms all the other
odels in terms of mAP and speed.

. Discussion

In this study, our aim was to identify the most effective framework for concrete defect detection. We evaluated seven different
eep learning-based detection models on a large concrete defect dataset using three evaluation metrics: mAP, precision, and recall.
ur key finding was that transformer-based models outperformed other standard detection models when trained on large concrete
efect datasets. These models demonstrated the ability to capture more complex features and learn better representations of defect
egions. Our findings align with previous research that has also demonstrated the effectiveness of transformer-based models, such
s DETR [19] and deformable DETR [22]. However, it is important to note that these models have some limitations, including
onger training times and lower inference speeds, which may make them less suitable for real-time detection scenarios. On the
ther hand, models like YOLOv5 and Faster R-CNN are better suited for applications that require fast detection, prioritizing speed
ver performance. Nevertheless, all models were able to generate predictions within a second after training, making them viable
or concrete defect detection tasks.

To further enhance the performance of the transformer-based framework, we introduced the CDD-TR model for concrete defect
etection by incorporating various modules into the original deformable DETR model. A key addition was the pre-processing module,
hich played a crucial role in handling datasets captured by drones in outdoor environments. Previous studies have highlighted

he significant influence of noise on model performance, particularly in diagnosing cracked surfaces [13,29]. However, they did not
rovide a viable solution. In this study, we utilized the AGCWHD and AECR-Net models to preprocess the training images, resulting
n a 1.7% increase in the mAP of the CDD-TR model. Other models also benefited from this module, exhibiting improved detection
erformance ranging from 2%–4%. While the pre-processing module requires additional computational power and time, it can be
asily enabled or disabled based on the specific application’s requirements. Overall, the proposed pre-processing module enables
ore effective detection of concrete defects in challenging outdoor environments.

In addition to the pre-processing module, we made several minor modifications to the original deformable DETR model
Section 4.2). These changes involved replacing ReLU with LeakyReLU activation, utilizing CIoU loss instead of GIoU loss, and
dopting the LaProp optimizer instead of Adam optimizer. While these modifications were not specifically tailored for concrete
efect detection, they are widely employed in the CV field due to their proven effectiveness [32,33]. Through the ablation study
onducted in Section 4.3, we demonstrated that these changes improved the mAP value of CDD-TR by 3.7% to 63.8%. Notably,
hese modifications were straightforward to implement and resulted in faster convergence and enhanced generalization performance
ithout compromising the detection capability.

Despite the numerous deep learning-based defect detection studies proposed in recent years, which have achieved satisfactory
erformance [24,43], they have often overlooked the crucial aspect of interpreting the models’ predictions. In the field of civil
ngineering, this interpretability is essential for enhancing user confidence. This study places significant emphasis on the importance
f model interpretability in automated concrete evaluation systems and highlights the interpretability of our proposed CDD-TR
odel, which is based on the transformer architecture. Unlike other models such as YOLOv5, SSD, or Faster-RCNN, the CDD-TR
odel enables the extraction and visualization of deformable attention weights from both its encoder and decoder (Section 5.3.3).
his unique feature facilitates the understanding of the model’s predictions and enhances transparency, which plays a vital role in
ostering trust in automated concrete evaluation systems.

. Conclusions and future works

This study introduces an end-to-end transformer-based model for concrete defect identification, which can be applied to concrete
nspection applications. The model was trained on a dataset comprising 219,000 images of four types of concrete defects. Various
odifications, including the utilization of the LaProp optimizer, the application of colorjitter augmentation, the implementation of

he CIoU loss, and the adoption of LeakyReLU activation, were incorporated to enhance the performance of the original deformable
ETR model. The results demonstrate that the proposed model achieves high accuracy and speed in detecting concrete defects.
urthermore, this paper reveals the usefulness of attention weights, a unique feature of the transformer model, in understanding
ow the model identifies defect regions.

The suggested framework robustly detects four types of concrete defects with a high mAP of 63.8%, surpassing six other standard
bject detection models based on the results of a series of experiments. The mAP value also exhibits an improvement from 60.1% to
3.8% compared to the original deformable DETR model, thanks to the inclusion of the pre-processing module and the modifications
ade to the loss function and optimizer. Additionally, the transformer attention weights offer valuable insights into the model’s
ecision-making process by highlighting the relevant defect areas for accurate predictions.

While the concrete defect dataset used in this study contains four common defect types, the addition of more defect classes
ould further enhance the detection performance. Furthermore, it would be valuable to develop a concrete defect severity standard
o guide the analysis of detected defects. As transformer-based models have a complex structure, their inability to detect defects
n real-time is a limitation that needs to be addressed in future work. Thus, optimizing these models for both robustness and time
14

fficiency is a crucial direction for future research.
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