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Abstract: Three-dimensional (3D) visualization technology, such as augmented reality (AR), has
served as the display for building information modeling (BIM)-based architectural design collaboration
to provide more effective design observation and communication for stakeholders. That said, AR has
several technical limitations in terms of personal device issues, user experience, and visualization
quality. A new form of AR called spatial augmented reality (SAR) has been introduced to address
these issues, which uses a digital projector to present graphics on physical objects for augmenting
real-world objects. Therefore, SAR has great benefits and potentials to combine with BIM for design
collaboration. This paper introduces a BIM-based SAR operational framework, where 3D building
models generated from BIM software are imported to projection mapping tools to display building
surface textures on physical white building models. A case study using Revit and 3ds Max as the
BIM software, and MadMapper as the projection mapping tool, was conducted to demonstrate
the feasibility of the proposed framework and to evaluate the projection performance of SAR. The
case study showed that the texture of BIM models could be projected on the objects clearly and
realistically. Additionally, the proposed SAR method potentially offers intuitive observation of
building models and comfortable wear-free experience for collaborative design, and the qualitative
analysis by changing the parameters was conducted to test the different projection conditions. Since it
is expected that the use of SAR can be promoted by overcoming the discussed technical limitations and
possible solution application, this study aims to traceability provide the whole process of BIM-based
SAR for architectural design collaboration.

Keywords: spatial augmented reality; building information modelling; design collaboration;
architectural design; projection mapping

1. Introduction

For architectural design, effective design collaboration is vital, as it helps to promote teamwork
through encouraging cooperation, as well as sharing stakeholders’ ideas and project knowledge [1].
Architects often work with not only peers but also professionals from other relevant backgrounds
to address complex problems that are synthesized by multidisciplinary issues. Effective design
collaboration can foster more creative design proposals, which might not be possible with the limited
capability of architects [2]. Recently, the use of building information modeling (BIM) has facilitated
close cooperation between different project stakeholders, including architects, engineers, contractors,
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and clients during the design phases of construction projects [3]. The technical core of BIM consists of
3D imagery and information management for buildings [4]. Since all the data is accessible in 3D, BIM
could further promote the use of visualization as a method to exchange ideas and share knowledge
within and amongst various stakeholders in a project, and some BIM viewer software are developed
and available for users’ communication [5].

Despite the advantages of visualizing architectural concepts using 3D models, existing BIM
visualization platforms are not effective for sufficient design information sharing [6]. In particular, even
though 3D models could be built by BIM software, participants would still have to image and map the
models that are on 2D display mediums into the 3D real space, which relies on the spatial awareness of
the participants [7]. To address this issue, previous studies have attempted to promote the process of
translating modeling data into more intuitive physical experience by mixing simulated models with an
actual environment [7]. In this context, augmented reality (AR) has been introduced as an alternative
visualization platform to effectively convey 3D models into realistic insights via an extended assistance
of BIM visualization [4]. AR is generally used to enhance real-world objects and spaces by using digital
information [8]. In AR, data that stimulates and enhances the real world is presented and integrated
into the user’s observation [9], which shares resources between an AR display and users. These shared
resources help to recognize relevant issues and inspire a new way of solution generation [10,11]. Due
to these aspects, AR has also gained attention for design review and collaboration. AR is suitable
for developing an interactive 3D communication environment for design, allowing users to explore
the greater potential of design scenarios and the ability to evaluate 3D BIM models more intuitively
before being physically built [12]. Incorporating AR and BIM promotes collaborative attributes and
realistic 3D visualization. AR also works as an extension or a supplement of BIM to immerse abstract
3D images into the user’s view of the real world, which reaches a deeper level of reality [13].

Two types of AR display devices have been used for design collaboration: (1) hand-held devices
such as tablets and mobile phones, and (2) head-mounted displays (HMDs) such as Microsoft
HoloLens [14,15]. Generally, in collaborative AR systems, virtual models displayed to users by
hand-held devices or HMDs are consistent, and users can communicate with each other with details
displayed on the screen [16]. However, existing AR display devices have been criticized from the
drawbacks of (1) technical limitations of real-time tracking caused by the detecting sensors, (2) users’
limited vision and uncomfortable wearing experience, and (3) unsatisfying visual quality of deviated
perception and display issues due to screen display [17–20]. Recently, a new form of AR called spatial
augmented reality (SAR) has been introduced to address these issues. SAR uses a digital projector to
present graphics on physical objects to augment real-world objects and spaces, where display devices
are separate to users, as opposed to the body-attached displays of AR [21]. Moreover, SAR does not
require additional expensive AR devices, and it uses visual registration to avoid the inevitable error of
sensor detection. The device is also separate from users, which therefore avoids potential discomfort,
and provides ultimate stereo views since virtual objects are actually projected into reality. The truer
view (without a screen display) could moderate false perception to a greater extent for users. Due to
these aspects, SAR has a great potential to be used for architectural design collaboration.

In this regard, we propose a conceptual framework for BIM-based projection mapping using
spatial augmented reality technologies for better architectural design collaboration through rapid
prototyping of BIM-based 3D models. The literature review of BIM-based AR for architectural design
collaboration and SAR for design collaboration is stated. Then the framework advises the whole
BIM-based SAR procedures from the generation of 3D virtual and physical models, UV maps, and
texture files to the image projection using projection mapping software as the SAR output method, with
the correct geometric matching between virtual models and physical models. To test the feasibility of
the proposed framework, we conducted a case study by using a projection mapping tool and varying
projection conditions. Based on the case study, we discussed the potential and remaining research
challenges, in addition to suggesting the future direction.
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2. Literature Review

2.1. AR for BIM-Based Architectural Design Collaboration

Augmented reality (AR) is a mixed reality technology that enhances a user’s perception of the real
world through information provided by computer systems, which superimposes computer-generated
virtual objects, scenes, or system prompts on real scenes to achieve the “enhancement” of reality [22].
The widely accepted components of AR are 3D registration, the combination of virtuality and reality,
and real-time interaction [14].

Previous research efforts have demonstrated the possibility of combing AR and BIM for
architectural design collaboration. Fukuda et al. conducted an experiment using AR simulation
with real-time video played on a laptop, where 3D models were superimposed in an on-site scene to
foresee the conditions of the constructed buildings [23]. An auto AR system developed by Oppermann
can visualize 3D BIM models on building sites in live videos using a head-mounted display and
position-detection sensors to establish a real-time precise overlay of building models on a real site [24].

There are several advantages of applying AR technology in design collaboration. First, objects
which do not exist in reality can be viewed and analyzed. Using an AR display, users can hold
their individual views under their own control, and the displaced information can be adjusted in
various forms [25]. For face-to-face design collaboration, AR could improve the information sharing
of collaborative physical spaces, providing an interface for intuitive 3D interactive work assisted
by computers. AR could also benefit remote collaboration. A study by Kato et al. found that AR
offered substantially stronger co-presence and enhanced the immediate perception of communicative
interactions [26].

However, despite the advantages of AR, several limitations have been also found. From a technical
perspective, existing AR systems that use a tablet or head-mounted display require real-time tracking
technology that relies on sensor detection to enable precise and effective registration while users are
in motion. Within this framework, sensor errors may easily occur [18]. Furthermore, users may feel
discomfort caused by holding a tablet or wearing a heavy head-mounted device [20]. As existing AR
users see an augmented view through their own AR displays, it is difficult to build common reference
points between users when representing spatially-located virtual data, which as a result, hinders the
common understanding of virtual information compared with a shared physical space [19,27]. The
quality of visualized information is still low due to the technical limitations of existing AR devices. For
example, while using a head-mounted AR display (e.g., Microsoft HoloLens), low resolution, distortion,
and limited field of view could lead to a false perception of visualized information. Brightness, contrast,
and visibility are other screen-related issues that can significantly affect visualization quality [17].

2.2. SAR for Design Collaboration

Spatial augmented reality (SAR) provides the experience of augmented reality by changing
the appearance of the physical world with an optical projector (Figure 1). Compared to AR
technology, SAR separates the display technology from a user’s body and embeds it into a physical
model [21,28,29]. For SAR, the real world is augmented by a display that is integrated directly into
the user’s physical environment—not merely through the user’s field of vision—to maximize the
user’s level of immersion [30,31]. The images may appear in 2D, placed on a flat display surface, or
may be 3D and float over a planar surface, or even 3D and float over an uneven surface. Seeing a
design in a projection-based mixed reality environment helps users to better understand how a virtual
product actually looks like in the real word. Moreover, not only will users obtain an augmented display
of various prototypes themselves, but they can also interact with their customers in a creative and
improved manner [32]. It is also worth mentioning that when SAR is applied to moving objects, the
position of those objects is required in real time to facilitate dynamic mapping [33].
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Figure 1. Basic Concept of Spatial Augmented Reality.

The designed displays of SAR have been applied to various domains to explore how SAR systems
can be applied to enhanced design mock-ups. In particular, there have been applications in the
automotive industry, which uses virtual content to design and assess new components for cars [34].
For instance, virtual content may be projected on a mass car model to help during a collaborative
design session. Similar to the automotive industry, architectural design uses 3D building models to
benefit from SAR technology for design collaboration. Verlinden et al. created a SAR system that
combined the rapid prototyping of a physical model and an illuminating touchable interface for the
aesthetic design of an automobile. The physical mass model of automobile was placed on a turntable
to offer rotational movement, and the tangible interface was projected on a vertical planar screen [35].
Porter et al. applied the SAR system when designing an automotive dashboard. The dashboard’s
designs were fully projected on a mock-up model, and the texture could be changed to reflect particular
design decisions. By changing the projection with the displays of several designs, users were able to
compare and evaluate snapshots of possible layouts, even though the mapping did not have high
fidelity [36]. Von Itzstein et al. also demonstrated the application of SAR when designing appliances
for an oven, where the design alternatives were projected quickly and easily on a real-scale oven.
This application demonstrated that using SAR allows non-technical stakeholders to effectively take
part in a collaboration process of a product’s design [37]. With the potential of SAR becoming a new
visualization platform, collaborative design in the building industry would likely benefit from this
technology as well, with the combined usage of the 3D BIM model. Since this integrated application of
SAR and BIM for design collaboration has not been tested so far, we have proposed a framework of
BIM-based SAR for a detailed individual building design collaboration.

3. Framework

The proposed framework of BIM-based SAR for building design prototyping consists of two main
parts (see Figure 2). The first process is creating virtual and physical 3D models, UV maps, and texture
files. The next process is projection mapping implementation, which transforms videos or images into
interactive displays on a target surface.
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3.1. Creating 3D Models with UV Map and Texture Image

The first step is to build raw 3D models without texture through BIM software. Even though
there might be original material information when creating a 3D building model in BIM software, the
material information in the BIM is only for the information delivery to indicate the variety of designed
material, rather than actually including the colored texture to the model surface. To create a 3D model
whose surface material could be projected on a real object by a video projector [38], a material adding,
or texture mapping procedure is required, either in the BIM software or 3D animation and rendering
software. For example, the process of applying material to the object’s surface could be further done in
the same BIM software such as Revit, after completing the raw 3D building model [39]. Meanwhile, to
create physical mass models as the base of projection, white-colored physical mass models are made in
proportion to the 3D building model.

The next step is to create UV maps and texture image files. UV mapping is the process of
translating a 3D surface with volume and shape onto a flat 2D image, where the 2D image is referred
to as a UV map [40]. The U and V refer to the horizontal and vertical axes of the 2D space, as X,
Y and Z are already used in 3D space. During the UV mapping process, a polygon mesh needs to
be produced, which is the collection of vertices, edges, and faces that make up a 3D object. After
producing the polygon mesh, the seams on which the unwarping is based will be clearly defined. This
step is normally automatically processed by UV mapping software. A UV map can be either have
material texture, which can be used straight as the texture file, or without material texture, in which
the texture file should be drawn based on the defined edge curves in the UV map. Furthermore, the
UV map can be added to the raw 3D model, which is stored in the same file with the 3D model and can
also be exported as an image file.

Depending on the software chosen, there might be a few ways to produce a UV map with the
corresponding texture file of a 3D model. In this context, the software could have integrated functions
of UV mapping, material adding, and 2D painting. There is existing software that offers professional
and convenient material adding for building design, and the entire complicated building texture is
not easy to be drawn in a UV map. Therefore, as shown in Figure 2, the way we suggest is to add
the material to 3D models to change the surface appearance before the UV mapping process, to add
color, detail, and texture to the 3D objects created in the 3D modeling software. Therefore, both the UV
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map and texture file would be generated by UV mapping a material-added 3D model. Commercial
software, such as Autodesk 3ds Max and Blender provide both functions of material adding and UV
mapping. The texture baking function might also be provided in this software to generate the texture
file of a 3D object whose material is added by the other software such as Unity [38,39]. In addition,
a supplemental method could be used if the textured model is not fully prepared or there are slight
changes on the designed texture. Since a 3D model is clearly unfolded at the seams and laid out flat on
a 2D plan, once the UV mapping is complete, users can produce a custom image on the “pattern” of a
UV map through 2D painting. This is similar to filling the color chunk on the UV map, which is linked
to the respective area of the building model. This process makes it possible to produce models that are
rich in color and detail with graphics software such as Photoshop. It is worth mentioning that Blender
could also perform texture painting on the UV map and textures are displayed on the 3D object in the
meantime. [41,42].

3.2. Implement Projection Mapping

Appropriate hardware and software are required to implement projection mapping. There are
several types of commercial software with projection mapping that is compatible with 3D models with
UV maps and texture images. Users should choose an appropriate software according to their computer
configurations, such as operating system (Windows/Mac/Linux), processor (CPU), graphics card, etc.
The throw ratio of projectors should also be evaluated in advance—according to the prospective
magnitude of mass models and the size of the experimental space—to have a proper image size under
certain ranges of throw distance.

The proper position and connection of the equipment should be ensured for accurate projection
mapping. The projector and the physical model must be placed where the projector throw can perfectly
cover the target physical model. Additionally, a clear connection between equipment should be
prepared to provide high display quality; a VGA port or HDMI port are generally utilized.

Geometric matching is the most essential process to accomplish projection mapping. This step
includes building a geometric correspondence between virtual images and real objects to relate the
points in the coordinate system of the images to the real-world coordinate system. In a nutshell, the
elements of angles and size of projected virtual images should be matched to be projected at the right
designed position on the real mass model. Finally, the accurate projection of the model image can be
presented on the physical model based on the results of geometric matching.

4. Case Study

4.1. Case Procedures of BIM-Based SAR

The first step was to create a 3D building model, UV map, and texture file. The 3D raw model
of a four-story building was built in Autodesk Revit and exported as a FBX file format, which is
compatible with Autodesk 3ds Max. The material information was added to the raw building models
in Autodesk 3ds Max. The UV maps and texture plans were also generated in this software, as shown
in Figure 3a–c. The UV maps could be added to different 3D model file formats, compatible with the
projection mapping tools; and the texture plans were exported as image files.
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Figure 3. Case procedures. (a) 3D building model with material added; (b) UV map generated in 3ds 
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Figure 4. Comparison of projection results in two model sizes, (a, b) images shot from different angles. 

Figure 3. Case procedures. (a) 3D building model with material added; (b) UV map generated in 3ds
Max; (c) Texture plan generated in 3ds Max; (d) Setting projector and physical model; (e) 3D raw model
with UV map in MadMapper; (f) Textured model in MadMapper; and (g) Geometric matching.

Then, two-size mass models were made as the same proportional size as the virtual building
model, where the proportion of dimensions are 78:79:100. The mass models were made of thick white
cardboard, and the size of the two mass models are 8.3 × 8.4 × 10.1 cm, and 5.8 × 5.85 × 7.4 cm,
respectively. The MadMapper was selected as the projection mapping software. The projector selected
was Optoma ML550 with a throw ratio of 1.5/1 (D:W), which is suitable for the mass model size. This
case study was conducted with the PC of Intel(R) Core (TM) i5-8250U CPU, 8 GB installed RAM,
256 GB SSD, Intel(R) UHD Graphics, and Windows 10 (64bits). The connection port used between PC
and projector was HDMI.

The next step was to set up the position of the projector and the mass models. The “Show
Test Pattern” function in MadMapper ensures the model is fully covered under the projection area,
as illustrated in Figure 3d. Then, the virtual raw model file attached with the UV map and texture
file was imported. The results displayed on the input channel in MadMapper is shown in Figure 3e,f.
The file format of the 3D model should be an OBJ file due to the compatibility requirements of
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MadMapper. In MadMapper, virtual textured models can be moved, zoomed in or out, and rotated in
the control panel.

The last step was geometric matching and projection. Geometric matching was proceeded by
using the calibration function of MadMapper. It offers a manual calibration method that matches six
points in the virtual model on the control panel of MadMapper with the correspondent six points on
the physical mass model. As a result, the six points in both the virtual model and physical model can
be marked and connected through a red line emitted from the projector (see Figure 3g). After matching
the six reference points, the projected model image was automatically dragged to the expected position
on the mass model, with the virtual model being dragged to the pointed position in the software panel.
Moreover, micro adjustments could be further performed manually at the matching point for trimming
the image to fit the object edge perfectly, so that the projection could be achieved.

As can be seen in Section 4.2, the realness level of the projected model and the similarity to the
designed virtual model were satisfied. Although the imaging throwing technology of the projector is
one of the core factors that would affect projection quality, the medium-class professional projector we
selected for this case study was good enough overall to present the 3D model clearly and vividly. (Due
to the working mechanism of the digital light processing (DLP) projector, there will be banding or line
flicker when shooting the projection. Therefore, the captured results have nonnegligible anamorphosis
from the actual scene observed by the eyes, and the performance is better for in situ observation).

4.2. Control Group Design and Results

To investigate the influence of the individual element on the performance of projection mapping,
several elements in the proposed framework were tested for qualitative analysis. The selected control
elements are mass model size, illumination condition, projection angles, and planar/curve projection
surface. The explanation of setting and projection results are presented as follows.

4.2.1. Mass Model Size

As described in Section 4.1, two types of model size were made; the augmented results are shown
in Figure 4. The bigger model displays more clearly where there is dense detailed texture, such as the
contents behind the window, glass door area, window frame texture, and sill. During the projection
calibration process, the six reference points of the bigger model could be more precisely matched,
which led to higher calibration accuracy. In addition, since the micro adjustment of one reference point
would also slightly change the monolithic angle and distortion of the projected model in order to be
consistent with the original geometric shape of the design model, there was less change and distortion
in the bigger model and it was easier to operate.
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4.2.2. Illumination Condition

Two types of illumination conditions were simulated: with background light and without
background light (see Figure 5). The biggest influence of lighting conditions on the projected image
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was color. The virtual image appeared to be closest to the original color scheme when the projection did
not have background lighting. There was a higher degree of color contrast in the darker environment
(no background lighting), especially on the lines and ridges of the model, such as the brick seams and
window frame edges, which gave the projected model more depth and a stereoscopic effect.
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(b) 

Figure 5. Comparison of projection results with illumination condition. (a) Projection with 

environmental electric light; (b) Projection without environmental light. 
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b, e, and f) Building textures of stone; (c) Building texture of brick; (d) Building texture of column 

pattern. 

Figure 5. Comparison of projection results with illumination condition. (a) Projection with
environmental electric light; (b) Projection without environmental light.

4.2.3. Projection Angles

The relative angle between the mass models and the projector were changed by rotating the models
horizontally (see Figure 6). This session illustrates the influence of tangential distortion (keystoning)
when the projected object has an angled surface. The projector was placed to throw the images more
parallel to the front wall of the building model in a horizontal direction (as shown in the right side of
Figure 6). When the building model was rotated horizontally to a certain angle (as presented in the left
side of Figure 6), differences in projection could be detected. From the displays on the frontal wall of
the building, the details seemed blurrier after rotation. Moreover, the relatively big difference caused
by tangential distortion could be found in the flank wall, where the texture of the wall was projected
much more clearly on the left-hand side in the figure.

Figure 6. Comparison of projection results in different projection angles.

4.2.4. Planar/Curve Projection Surface

The planar and curve projection surfaces were tested in order to be compared. The tested models
were made as a cylinder type and cube type by applying several textures of building materials on it
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(Figure 7). The typical building textures, such as brick, stone, and column pattern were projected on
both planar and curved surfaces. On the curved surface, there was a distortion issue, which affected
the level of texture definition and slightly changed the design. Furthermore, there were discontinuous
areas of the texture on the curved surface, but this was caused by the discontinuous part of the cylinder
flank on the UV map. Likewise, the curved surface wrapping around the object might need to be
separately placed on the UV map, which will lead to the discontinuity in texture. Moreover, on the
transitional area of the curved surface that cannot be projected on (Figure 7f), there was huge distortion,
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5. Discussion

We tested the feasibility of the proposed two-process framework by incorporating a projection
mapping tool (i.e., the SAR rapid prototyping method) with a BIM model. Traditional AR relies
on the sensor detection of the HMDs or hand-held devices for 3D position registration between the
devices and the real world, leading to deviation results from sensor errors during operation. However,
with the BIM-integrated SAR approach proposed in this study, 3D position registration is achieved
through reference point assignment between the virtual and physical models in the real world. Once
registration is complete, the corresponding 3D coordinate information provides a stable and accurate
projection output, without the need for a wearable device or a continuous signal transmission from
the sensors.

The use of this method for design review would have great potential to provide a more interactive
and intuitive means for design visualization. During the design review process, there could be several
scenarios of the building design to be displayed, such as different materials of the building, positions
of building components (e.g., windows), and overall structural designs. These design alternatives
can be quickly projected on a physical mass model of a building, supporting collaborative design
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between project participants. For example, textured models of varying design alternatives can be
generated and visualized one by one using a projector during collaboration, allowing more interactive
design comparison. If needed, users are able to make a change on building design using a BIM
software, which can be simply and quickly inserted to the projection mapping software, and thus the
updated design alternatives can be shown promptly on the physical model. For this process, only
the presenter needs to operate the equipment, and the users do not have to hold or wear any devices
during design collaboration activities. As a result, non-technical users can easily and intuitively review
building models without feeling the discomfort or dizziness of wearing an AR device. Users can
even move around to view models from different angles, similar to how a real building would be
observed. According to the results of qualitative analysis in the case study, high-quality details from
various perspectives were able to be easily observed, such as areas with a lot of visual contents and the
building model edges. Through the proposed methodology, project participants could also share a
common reference point in the projected SAR environment. This could be potentially beneficial for
effective model-based collaboration between participants, since it would enable them to communicate
face-to-face with a shared view of the model.

There are, however, some challenges remain when using the projection mapping tool for design
collaboration. First, manual matching with at least six reference points (the basis of a stereo object) is
only suitable for simple models, such as a cube. Certain building models may have a very complicated
structure that contains many interleaved edges and a variety of small components of various shapes.
In such cases, with more reference points being required for better matching, manual calibration would
not be suitable, and a number of the components might not perfectly match due to their complex
structures. Second, for projects with numerous design alternatives, especially with replaced physical
models, or where the design is frequently changed, manual calibration might also be inappropriate since
recalibration of the reference points would be required. Third, when constructing a 360-degree view of
a building model, edge blending might occur if there are overlapping areas from multiple projectors.
Finally, tangential distortion (keystoning) caused by projectors being non-perpendicularly aligned to
the object surface, as well as projection distortion on non-planar surfaces, needs to be overcome.

To solve the aforementioned problems, a projector–camera system is suggested. Here, cameras
are used as a proxy for the viewer to calculate the geometric correspondence between points in
the projected images and the captured images of the object by the cameras, allowing the projected
images to be aligned with the objects [43]. Geometric correspondence is generated by the calibration
process of this system, while the calibration is self-forwarded [44]. Calibration methods such as those
based on a checkerboard [45] and structured light have demonstrated the potential and speed of
self-calibrated projector–camera systems to provide geometric information and deal with registration
issues, allowing them to accurately match the projected image with the object. Using such a system
would avoid unnecessary manual calibration and achieve faster dynamic projection of design changes.
By pre-wrapping the images in terms of the object information derived from camera scanning, automatic
calibration of a projector–camera system could also handle keystoning, blending issues as a result
of using multiple projectors, and projection on 3D surfaces of complex shapes [44,46–48]. Research
into automatic calibration for projection mapping has been focused and evolved. However, the tools
for automatic calibration are still being developed [49], especially in terms of integrating different
functions such as colorimetric correction, edging blending, and accusation of geometric information.
At the same time, design software tools specific to the building industry also need to be developed.

In addition to the stated future studies, additional technical components need to be added in the
proposed method for more interactive SAR building designs that would allow users to interact with
augmented information, such as controlling the projected contents by gestures or other interactive
mediums. For this functionality, a camera–projector system that enables tracking of a physical model
and gesture recognition as an interactive medium could also be applied [50–52]. Also, considering
that the range and amount of information in the BIM model increases as design progress, the
proposed method needs to be extended to incorporate diverse building information from BIM models.
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For example, projecting information provided by various project participants, such as the HVAC
information (heating, ventilation, and air conditioning) and structural details inside the building
may need to be included in the proposed SAR-based design review framework. This will allow the
simulation of building components and functions by using physical mass models, expanding the
applicability of the proposed method not only for design phases, but also construction phases to
check constructability.

6. Conclusions

Up until now, BIM-based AR design collaboration has been a popular means of presenting design
solutions. However, AR technology does have some limitations, such as technical issues, negative
user experiences, and quality of visualized information. SAR technology could potentially solve these
problems. Through a BIM-based SAR framework, this study presents the implementation procedures
and technical requirements necessary to generate 3D models and display surface textures on physical
building models.

We also implemented and tested the feasibility of the proposed framework using a projection
mapping tool to project virtual building models on cube-shaped objects. The result was a stable display
of building models through projection mapping; thereby, demonstrating the potential to solve the
current limitations of AR-based design collaboration activities. The results of the control elements
setting show the better definition of bigger model size, projection distortion issues on curved and
angled surfaces, and a clearer stereo projection view in darker environments. Nevertheless, issues still
remain: manual calibration is unsuitable for complicated building models, displays of various design
solution or dynamic projection mapping, and blending problems when applying several projectors. To
resolve the aforementioned technical issues, a projector camera system and automatic calibration is
suggested. Not only would this solve the technical limitations, it would also provide more interactive
and intelligent SAR applications for interdisciplinary collaboration in the building industry.
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