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a b s t r a c t

Predicting lower flammability limits (LFL) of hydrogen has become an ever-important task for safety of
nuclear industry. While numerous experimental studies have been conducted, LFL results applicable for
the harsh environment are still lack of information. Our aim is to develop a calculated non-adiabatic
flame temperature (CNAFT) model to better predict LFL of hydrogen mixtures in nuclear power plant.
The developed model is unique for incorporating radiative heat loss during flame propagation using the
CNAFT coefficient derived through previous studies of flame propagation. Our new model is more
consistent with the experimental results for various mixtures compared to the previous model, which
relied on calculated adiabatic flame temperature (CAFT) to predict the LFL without any consideration of
heat loss. Limitation of the previous model could be explained clearly based on the CNAFT coefficient
magnitude. The prediction accuracy for hydrogen mixtures at elevated initial temperatures and high
helium content was improved substantially. The model reliability was confirmed for H2-air mixtures up
to 300 �C and H2-air-He mixtures up to 50 vol % helium concentration. Therefore, the CNAFT model
developed based on radiation heat loss is expected as the practical method for predicting LFL in hydrogen
risk analysis.
© 2019 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The catastrophic experience of the Fukushima accident in 2011
underlines the importance of research activities over the risks of
hydrogen combustion under severe accidents [1]. It is because
hydrogen explosion can impose dynamic mechanical and thermal
loads to the containment building [2,3]. To cope with the raised
standard over the safety of nuclear power plant, hydrogen com-
bustion and its flammability limit are recognized as critical topics to
theworldwide nuclear society [4,5]. A new approachwas also taken
by Kim et al. to predict hydrogen concentration in containment
during severe accidents using fuzzy neural network [6]. More
specifically, Yu et al. and Malik et al. suggested the machine
learning model to predict the detonation cell width which is an
important parameter in hydrogen explosion assessments [7,8]. As
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such, systematic efforts to improve the understanding of the
hydrogen combustion and its risk are essential for guaranteeing the
safety of nuclear power plant. A part of the systematic effort may be
credited to the overall assessment of the nuclear power plant using
severe accident codes such as MELCOR and MAAP. However, these
codes adopt a rather simple logic for predicting the lower flam-
mability limit (LFL). The LFL is the minimum concentration of
flammable gas which can continuously propagate flame. If the
hydrogen concentration in the containment exceeds the LFL, amore
detailed risk analysis of the NPP should be performed to verify the
potential risk of flame acceleration (FA) and detonation [3]. For
example, the MELCOR code uses a constant LFL of 4.1 vol%
regardless of the mixture conditions [9]. This simple constant logic
can significantly increase the uncertainty of severe accident
hydrogen risk analysis because this threshold concentration largely
depends on the mixture conditions, such as initial temperature and
diluent concentration. Thus, thorough understanding of the LFL of
hydrogen can contribute to improving accuracy of nuclear safety
analysis. Nikolaidis et al. noted that the understanding of the
flammability range is also extensively required for transportation
and utilization of hydrogen fuel [10].
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Nomenclature

C Molar concentration (mol/m3)
cp Heat capacity at constant pressure (J/kg K)
D Diameter (m)
Ea Activation energy (J/mol)
DH0

f Standard formation enthalpy (J/mol)
Ha Energy released per unit mass of the mixture (J/kg)
h Heat transfer coefficient (W/m2∙K)
k Thermal conductivity (W/m K)
DT =L Local temperature gradient at the flame front (K/m)
n Number of moles (mole)
Qloss Volumetric heat loss (kJ/mol)
qloss Heat loss per unit area (W/m2)
qconv Convective heat loss per unit area (W/m2)
qrad Radiative heat loss per unit area (W/m2)
R Gas constant (8.314 J/mol K)

Rr Space averaged radiative volumetric heat loss (W/
m3)

RðTÞ Radiative volumetric heat loss (W/m3)
Su Laminar flame speed (m/s)
Tf Peak flame temperature (K)
Tu Unburnt mixture temperature (K)
Tref Reference temperature (K)
TCAFT Calculated adiabatic flame temperature (K)
TCNAFT Calculated non-adiabatic flame temperature (K)
_w Reaction rate (kg/m3∙s)

Greek letters
ru Unburnt mixture density (kg/m3)
d Flame thickness (m)
a Thermal diffusivity (m2/s)
p CNAFT coefficient
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Because the knowledge concerning the LFL is also required for
hydrogen industry, the flammability limits of hydrogen mixtures
have been investigated through many experimental studies.
Regardless of the extensive experimental results, there is a lack of
information for identifying the limits for all possible mixture con-
ditions. In particular, the observations for mixtures with the pres-
ence of diluents and the elevated temperature corresponding to the
severe accident conditions is insufficient as shown in Fig. 1. For this
reason, it is imperative to develop a theoretical model to accurately
predict the LFL in contingency with mixture conditions [11].
Recently, significant efforts to the LFL were focused on the details of
multi-step chemical kinetic mechanisms, which significantly
limited the utility of their method. These are a great asset for the
hydrogen risk study. However, a special attention needs to be paid
to the extinction condition, which lost the generality of a thermal
system when computing the involved chemistry [12].

Many historical attempts also have been made to explain the
flammability limit via thermal theories. Explanation of the limit by
heat loss mechanism for the radiative heat loss through the walls of
the combustion chamber was attempted by Spalding [13]. Recently,
Vidal et al. pointed out that calculated adiabatic flame temperature
(CAFT) is a powerful model for estimating the LFL of gaseous
mixtures [14]. It was found in many studies that the CAFT remains
nearly constant regardless of the properties of the limiting
Fig. 1. The need for a universal LFL model that can simultaneously consider the diluent
concentration and temperature changes.
mixtures. These studies remarked that the threshold peak tem-
perature for flame propagation was proportional to the CAFT
[15e17]. More recently, Shu et al. proved that CAFT model is also
effective for evaluating the flammable regions of hydrocarbon-air-
CO2 mixtures and Wu et al. identified that a model based on
adiabatic flame temperature can precisely predict the upper flam-
mability limit (UFL) for various fuel mixtures [18,19]. However,
researchers have found that relying on the CAFT concept tends to
result in inconsistent accuracy results depending on the mixture
conditions. This is especially true when the initial temperature of
mixture is high or the diluent gas is helium. The limitations of the
CAFT model came from its dependence on an adiabatic value
whereas actual flame propagation involves heat loss mechanisms.
The amount of heat loss substantially affects the peak flame tem-
perature and hence determines the intrinsic LFL value of the
mixture [12,13,20].

Therefore, our aim is to develop a calculated non-adiabatic
flame temperature (CNAFT) model to predict the LFL at elevated
temperatures and additional diluents. The proposed model ana-
lyzes the flame physics in a non-adiabatic condition based on
studies of heat loss mechanisms during upward propagation. The
reason why the CAFT model showed poor accuracy for mixtures
under high initial temperatures or in the presence of helium was
expected to be explained by these heat loss mechanisms. The heat
loss estimation methodology through CNAFT coefficient was veri-
fied through Terpstra's flammability experiments based on atmo-
spheric pressure [21]. Finally, the reliability of the CNAFT model
was identified by the experimental results obtained by various
researches [21e23]. In addition, the mixtures that initially contain
steam will be investigated in our future study because of charac-
teristics of radiating species.

2. Limitation of the calculated adiabatic flame temperature

According to Arrhenius theory, the peak temperature Tf occur-
ring at the flame front determines the chemical reaction rate _w as
shown in Equation (1), where Ea is the activation energy and R is
the ideal gas constant [24]. When the peak temperature rises, the
number of molecules participating in the reaction increases. The
threshold peak temperature is the temperature that can produce
the minimum reaction rate to sustain propagation [15e17]. Previ-
ous studies concluded that the threshold peak temperature being
determined by fuel type was proportional to the CAFT of the
limiting mixtures [14]. Because direct prediction of the peak



Fig. 2. Validation of CAFT model for various mixtures in Table 1. Two representative
groups with large discrepancy.
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temperature is almost impossible, for LFL prediction, the peak
temperature has been estimated by the CAFT. The CAFT can be
calculated from the energy conservation equation with adiabatic
condition as shown in Equation (2), where ni is the number of
molecules andDH0

f ;i is the formation enthalpy of species i and Tref is
the reference temperature, 298 K. The average heat capacity c0p;i was
calculated for each compound using the corresponding adiabatic
flame temperature.

_w � exp
�
� Ea=RTf

�
(1)

X
ni
h
DH0

f ;i

i
reactants

�
X

ni
h
DH0

f ;i þ cp;i
�
TCAFT � Tref

�i
products

¼ 0

(2)

However, the limitations of this concept were confirmed
through experimental results. Terpstra experimentally determined
the flammability limits of various hydrogen-diluent fuel mixtures
in the air for upward propagation at ambient pressure [21]. In these
experiments, they used a tube of 51 mm in diameter and 1 m in
length, which was similar to that used by the US Bureau of Mines
[25]. These dimensions allowed the experimenters to observe the
widest flammability limits that would propagate on their own in
the air while reducing the influence of the ignition source. Kumar
and Hustad also experimentally observed the limits of hydrogen
mixtures for upward propagation using the vertical chamber
[22,23]. Table 1 shows these experimental LFL results of each
hydrogen mixture including the value of CAFT based on the
determined limiting mixtures. Although the temperature remains
nearly constant for various mixtures at approximately 600 K, other
mixtures show significant differences. Some mixtures even have
the temperature of 800 K. This finding is the most pronounced
when the initial temperature is high or the helium gas is included.
This discrepancy is more noticeable in the comparison between the
predicted LFL and the experimental results as shown in Fig. 2. As a
result, it was confirmed that the model showed inconsistent ac-
curacy depending on the mixture conditions. This limitation could
be due to the simplified assumption of adiabatic flame expansion.
In reality, however, flames do not propagate under adiabatic con-
ditions, and heat loss processes play a part. It means that the effects
of heat loss depending on the mixture conditions should be
considered when predicting the LFL.
Table 1
CAFT for various limiting mixtures [21e23].

Researcher Mixture Ti (�C) Diluent (vol%) LFL (vol%) CAFT (K)

Terpstra H2-air 20 0 3.9 610
H2-air 50 0 3.8 633
H2-air 100 0 3.6 667
H2-air 150 0 3.3 692
H2-air 200 0 2.8 701
H2-air 300 0 2.4 769
H2-air-He 20 0e50 3.8e5.3 600-800
H2-air-Ar 20 0e60 3.0e3.8 590-610
H2-air-N2 20 0e20 ~3.9 ~610

Kumar H2eO2eHe 22 20e40 5.1e5.8 700e800
H2eO2eHe 100 20e40 3.9e4.3 700-750
H2eO2eN2 22 20e40 ~4.0 ~600
H2eO2eN2 100 20e40 ~3.5 ~650

Hustad H2-air 20 0 4.3 644
H2-air 200 0 3.3 741
3. Development of a calculated non-adiabatic flame
temperature model

3.1. Heat loss mechanism during flame propagation

The effects of the heat loss from the reaction zone to the post-
reaction zone play a significant role in determining the peak tem-
perature. It means that the heat loss mechanism ultimately affects
the intrinsic flammability limit of gas mixtures [12,13,20]. If there is
no heat loss during flame propagation, all the combustion heat can
be transferred to the unburned gas. In this case, the peak flame
temperature can be sustained once heat above the activation en-
ergy is supplied. On the other hand, if the heat loss to the post-
reaction zone is considered, the peak temperature assumed to
occur near the end of the reaction zone can be calculated using an
energy balance equation as shown in Equation (3). ru is the unburnt
mixture density, cp is the isobaric specific heat capacity, Ha is the
energy released per unit mass of the mixture, Tu is the temperature
of unburnt mixture, qloss is the heat loss rate per unit area of the
flame front, and Su is the actual flame speed. The essential heat loss
mechanisms considered when applying Equation (3) for the pre-
diction of flammability limits are the convective and radiative heat
transfer from the flame to the environment [26,27]. In this study,
the effect of a specific flame structure depending on mixture con-
ditions was not considered because the combustion regime of the
observed cap-like flames at the ultra-lean H2-air mixture is not
fully understood [28]. Especially, the identification of flame regimes
in condition of diluents is still lacking. Although the approach with
the one-dimensional energy equation is difficult to depict local heat
transfer phenomena, it makes possible to estimate sum of heat loss
in the reaction zone. Therefore, the convective heat loss can be
calculated as the heat loss rate per unit area of the flame as shown
in Equation (4). In this equation, h is heat transfer coefficient, Tu is
the tube wall temperature which is assumed to be equal to the
unburnt mixture temperature, and pDd is the heat transfer area.

ruSu
�
cpTu þ Ha�� ruSucpTf � qloss ¼ 0 (3)

qconv ¼
h
�
Tf � Tu

�
pDd

pD2
�
4

(4)
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However, convective heat loss can be ignored if the tube
diameter is larger than a certain value. Fernandez-Galisteo
explained that the convection can be neglected in the reaction
zone because the burnt temperature is close to crossover value for
lean flames close to the flammability limit [29]. This approach has
been applied for a standard apparatus for determining the flam-
mability limits, as done by Coward and Jones. Such apparatus
consisted of a vertical tube 51 mm in diameter and 1.8 m long,
closed at the upper end and open to the atmosphere at the bottom
[25]. The flame propagation in this corresponding geometry is the
subject of our study. Therefore, the radiative heat loss was
considered dominant in the energy balance of the flame front [20].
3.2. Implementation of radiative heat loss

The effects of radiative heat loss from the flame to the ambient
environment can be classified as conduction of heat into the post-
reaction zone, which is cooled via radiative heat loss qrad;1 and
radiative heat loss from the reaction zone itself, qrad;2 as shown in
Fig. 3 [27]. First, the heat conduction into the post-reaction zone is
caused by the temperature gradient near the end of the reaction
zone. In one-dimensional and steady-state flame propagation, the
temperature distribution in the post-reaction zone can be calcu-
lated in Equation (5). RðTÞ is the radiative volumetric heat loss rate
dependent on the local temperature distribution and the mixture
properties. Through a scaling analysis, it can be deduced that the
transport term on the left of Equation (5) is much greater than the
diffusion term, as shown in Equation (6). DT =L is the local tem-
perature gradient at the flame front. Therefore, near the end of
reaction zone, a peak temperature gradient under the influence of
radiative heat losses can be solved through Equation (7). Mayer also
noted that this approximation using scaling analysis is possible
over the range of mass flow rates in typical flame propagation [27].

rucpSu
dT
dx

� d
dx

k
dT
dx

¼ �RðTÞ (5)

rucpSuDT
L

[
kDT
L2

(6)

�
dT
dx

�
x¼xf

¼ �
R
�
Tf
�

rucpSu
�
Tf
� (7)

Finally, the heat loss rate from the reaction zone due to the
conduction into the post-reaction zone can be estimated using
Equation (8). The unit area is based on the flame front. The equation
includes several variables determined by the mixture properties.
The thermal conductivity value used is the one at the flame front,
while the density and specific heat are those of the unburned gas.
Fig. 3. Two kinds of radiative heat loss mechanisms during flame propagation.
qrad;1 ¼ � kf

�
dT
dx

�
x¼xf

¼ kf
R
�
Tf
�

rucpSu
�
Tf
� (8)

Second, the radiative heat loss rate from the reaction zone itself
is calculated via integration, as shown in Equation (9). However,
Mayer announced that qrad;2 can be ignored inasmuch as the space-
average value of Rr in the reaction zone is much lower than RðTf Þ
[27]. It is very difficult to calculate the precise amount of qrad;2
because accurate analysis of local radiative heat transfer during
flame propagation is required. Recently, Liaw et al. investigated the
effect of qrad;2 on LFL prediction based on the concept of maximum
value. As a result, the LFL prediction value for various hydrogen
mixtures varied about 0.2 vol% on the average [30]. This variation is
considered negligible given that the current CAFT model exhibits
an error of more than 2 vol.% compared with the experimental
results. Lakshmisha et al. also proved that the fraction of qrad;2 was
very small compared to heat release rate for CH4-air. They
numerically solved the equations for premixed flames near lean
flammability limits, considering detailed chemistry and variable
properties [31].

qrad;2 ¼
ðd

0

Rrdx (9)

These conclusions are also consistent with the experimental
observations of Shoshin et al. that limit flame extinction behavior is
connectedwith the formation of the stagnation zone of combustion
products. They pointed out that the reaction zone is effectively
cooled by heat conduction to the stagnation zone, which rises up-
ward together with flame and cooled due to radiation heat loss
[32]. As a result, most of the heat loss determining the peak tem-
perature can be estimated only by regarding the conduction of heat
into the post-reaction zone, which is cooled via radiative heat loss
qrad;1.
3.3. Construction of a calculated non-adiabatic flame temperature
model

As shown in Equation (10), the magnitude of the radiative heat
loss rate can be determined using the thermal diffusivity, flame
speed, and volumetric heat loss rate. In ultra-lean H2-air flames, the
laminar flame speed is severely affected by cellular instabilities as
the stretch rate approaches zero. This is the profound characteristic
for unstretched flames that the Lewis number is much smaller than
one [33]. The flame speed of the limiting mixtures is independent
of the mixture properties and its finite value can be calculated from
the results presented by Davies and Taylor [34]. Their observations
were derived from experimental results, which proved that an
upward propagating flame at the limit of flammability has prop-
erties in commonwith a rising Taylor bubble of hot gas [35]. On the
other hand, according to a previously proposed optically thin ra-
diation model, volumetric heat loss rate is determined by the
threshold peak temperature and the presence of radiating species
[20]. Because the threshold peak temperatures of the limiting
mixtures were assumed to be invariable, the volumetric heat loss
rate was considered to be constant with the exception of mixtures
containing the radiating species. Consequently, it was experimen-
tally and theoretically suggested that radiative heat loss rate qrad;1
can be determined using a linear function of thermal diffusivity.
Mixtures that initially contain steam classified as the radiating
species will be investigated in the further study.

Henceforth we determined that the amount of heat loss rate
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during flame propagation can be estimated through the radiative
heat loss rate qrad;1. Therefore, in this study, Equation (2) was
modified into Equation (11) to build an LFL prediction model by
considering radiative heat transfer. Thermal diffusivity a is divided
by the molar concentration C to predict heat loss in mole units. This
equation assumes combustion in a non-adiabatic condition while
considering heat loss due to radiative heat transfer. This parameter
was defined as a CNAFT coefficient, p, which can be calculated as an
average value considering the fraction of each gas component of the
mixture. To confirm that the derived coefficient is dominant
parameter in heat loss estimation, we divided hydrogenmixtures in
Table 1 into two groups and compare the trend with the CAFT
model. First group includes the mixtures having lower CNAFT co-
efficient than the ambient air. The initial temperature of all these
mixtures is less than 100 �C. Second group has the higher CNAFT
coefficient than the ambient air. Since the helium gas has a large
coefficient value, the mixture containing helium gas are classified
in the second group even at room temperature. The fundamental
reason for the large coefficient value of helium gas is its high
thermal conductivity. The quantitative effects of the thermal
properties on the coefficient were discussed in detail later. Fig. 4
shows the average relative error of the predicted LFL value for
each type of hydrogenmixture. It is noted that the accuracy of CAFT
model was completely different depending on the group. While the
all of mixture in first group has the relative error less than 6%, the
second group have the maximum relative error close to 40%. These
results suggested that the CNAFT coefficient, which can estimate
the heat loss amount, can clearly explains the limitation of CAFT
model.

qrad;1 ¼ kf
R
�
Tf
�

rucpSu
�
Tf
� ¼

R
�
Tf
�

Su
�
Tf
�a � a (10)
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�i
products

¼ Qrad;1 � a=C (11)

The mechanistically derived linearity in Equation (10) as well as
the suitability of the coefficient was validated using the experi-
mental results by Terpstra in Table 1 [20]. To validate this linear
Fig. 4. Classification of mixtures according to CNAFT coefficient to confirm the
deterministic effects on heat loss mechanism.
relationship, a reference mixture was required for calculating
relative amount of heat loss. The reference mixture was selected to
be the H2-air mixture at 20 �C. It is because the heat loss effects on
LFL significantly changes from the CNAFTcoefficient on the ambient
air condition. The LFL prediction in the adiabatic condition does not
produce a noticeable error until the coefficient value at the refer-
ence mixture. Thus, the difference in heat loss for each mixturewas
inversely estimated using Equation (11) based on 610 K, which is
value of CAFT at the reference mixture. The difference in CNAFT
coefficient was also calculated based on the reference mixture. The
thermal conductivity used for calculating the coefficient was
substituted with a corresponding value at this temperature.
Although the CNAFT cannot directly indicate the peak temperature
at the flame front, the gas thermal conductivity is linearly propor-
tional to temperature. It implies that the linear approximation of
heat loss is valid if the value of CNAFT remains constant with the
threshold peak temperature regardless of the hydrogen mixture
type. Fig. 5 shows the difference in volumetric heat loss for each
mixture based on their initial mole number before the reaction.

A linear relationship between the two variables predicted by
mechanistical analysis was confirmed as shown in Equation (12),
which indicates that both variables have a strong linear relation-
ship. The proportional constant was analyzed to be 0.207 with R-
square value of 0.98. As mentioned, the constant was expected to
the value independent of limiting mixture conditions. Additionally,
it should be noted that the mixtures at elevated temperatures and
with a high helium concentration have higher CNAFT coefficients
than the other mixtures presented in Table 1. When temperature
rises, the coefficient increases regardless of the composition of the
mixture. In addition, helium gas has its own high CNAFT coefficient
due to the mixture properties. These two types of mixtures had in
common that predicting the LFL is difficult with the CAFT model. In
other words, a mixture having a high coefficient requires more
combustion heat to compensate for its higher radiative heat loss
than other mixtures. Given that the heat generated by combustion
of a lean limit H2-air mixture at room temperature is about 10 kJ/
mol, this difference in the amount of heat loss must be considered.

Qrad;1ðpÞ ¼ 0:207
	
p� pair;20�C



; p ¼ a

C

�
103,

cm5

mol,sec

�
(12)
Fig. 5. Linear relationship between the CNAFT coefficient and amount of heat loss.
Differences were calculated based on the reference mixture (H2-air at room
temperature).



Fig. 7. Validation of CNAFT model for various mixtures. The maximum relative error
was analyzed as 13%.

J. Jeon et al. / Nuclear Engineering and Technology 51 (2019) 1749e17571754
In conclusion, the CNAFT coefficient can be used to estimate
radiative heat transfer based on mixture properties. Variables such
as initial temperature, diluent type, and diluent composition ratio
affect these mixture properties. By knowing the thermal diffusivity
of a mixture for which the LFL is not known experimentally, the
amount of heat loss in the CNAFT model can be estimated. Finally,
the hydrogen concentration, where the CNAFT reaches 610 K
considering the estimated heat loss is the LFL value predicted by the
CNAFTmodel as shown in Equation (13). Fig. 6 shows an example of
determining the LFL of an H2-air mixture at 373 K.

X
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i
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4. Results and discussions

4.1. Validation of calculated non-adiabatic flame temperature
model

The accuracy of the CNAFT model was validated with the
experimental results in Table 1. To identify the model generality,
not only Terpstra's data which determined the proportional con-
stant but also Kumar's and Hustad's data were included in the re-
sults. The mixtures containing helium and nitrogen at high
temperature was investigated in the Kumar's experiment unlike
the Terpstra's experiment. As shown in Fig. 7, the reliability of
CNAFT model was confirmed for H2-air mixture up to 300 �C and
H2-air-He mixtures up to 50 vol % helium concentration. It is noted
that themaximum relative error is about 13% even for themixtures,
which are difficult to be evaluated using the CAFT model. As
mentioned, that representative conditions are elevated tempera-
ture and high helium concentration.

First, as the initial temperature increases, the CNAFT coefficient
of the mixtures becomes larger. This implies that the amount of
heat loss generated during flame propagation also increases with
temperature. Thus, the reliability of the CAFT model, which cannot
account for the amount of radiative heat loss during continuous
flame propagation, dramatically decreases. Because of this, the LFL
Fig. 6. Determination of LFL in an H2-air mixture (373 K). The CNAFT model predict the
LFL to be 3.37 vol% (Experimental results: 3.6 vol%).
differences between the predicted values and experimental results
increases up to 2.0 vol %. In contrast, the CNAFT model reflects the
magnitude of radiative heat loss. Therefore, the CNAFT model
shows a maximum LFL difference of only 0.5 vol % compared to
experimental results for H2-air mixtures up to 300 �C.

Likewise, as the helium composition increases, the LFL in the
experiment increases. Because the CNAFT coefficient of helium is
much higher than that of air, the average thermal diffusivity of the
mixture increases regardless of the initial temperature. Only the
CNAFT model reflects the increase of radiative heat loss according
to the helium concentration and exhibits reliable accuracy in
comparison with experimental results. The model also shows a
maximum LFL difference of only 0.3 vol % compared to experi-
mental results for H2-air-He mixtures up to 50 vol % helium con-
centration at room temperature while the CAFT model shows a
maximum difference of 2.0 vol %. If the initial temperature of H2-
air-He mixture increases by 100 �C, the maximum difference by
CNAFT model slightly increases to 0.5 vol % except for a mixture. In
conclusion, this heat transfer-based approach can be applicable to a
wide range of mixtures without being limited by chemical kinetics.
However, as mentioned, the specific modes of flame propagation
were observed such as cap-like flame in ultra-lean H2/air flames
[28]. These observed flame structure can affect the heat transfer
mechanism during flame propagation. Thus, more studies should
be performed to investigate the effects of a specific flow regime.
This is also our further study.
4.2. Role of elevated temperature

The CNAFT coefficient contains several thermal properties
including thermal conductivity and heat capacity. It is important to
investigate which properties dominantly affect the coefficient
when the individual conditions of the mixture were changed. These
key property identifications make it possible to quantitively predict
the change of LFL even for the more complex mixture condition
changes. First, we identified the key property at the temperature
increase. As shown in Fig. 8, the CNAFT coefficient of the mixtures
becomes larger as the initial temperature increases. These results
included temperature increases in H2-air mixtures without diluent.
The value of relative increase was calculated based on the reference
mixture at room temperature as before. When the initial



Fig. 8. Increases of the CNAFT coefficient as the initial temperature increases for H2-air
mixtures.

Fig. 9. Increases of the CNAFT coefficient as the helium concentration increases for H2-
air-He mixtures.

J. Jeon et al. / Nuclear Engineering and Technology 51 (2019) 1749e1757 1755
temperature increases to 300 �C, the relative increase exceeds 250%
because the density and molar concentration decrease. The
decrease in density of unburnt gas leads to an increase in the
temperature gradient to the post reaction zone at same volumetric
radiation rate. The molar concentration is also proportional to
density because the average molecular weight is constant at same
constituent gases. In addition, changes in heat capacity were found
to be negligible when the initial mixture temperature increases. As
a result, these analyses can explain why the elevation of initial
temperature for hydrogen mixture always leads to an uncertainty
increase for previous CAFT model.
Fig. 10. Consistency of the CNAFT coefficient as the nitrogen concentration increases
for H2-air-N2 mixtures.
4.3. Role of additional diluents

When the helium concentration increases to 48%, the relative
increase also exceeds 250% as shown in Fig. 9. These results are
based on H2-air-He mixtures at the room temperature and the
thermal conductivity is calculated at reference temperature (610 K).
The reason why the CNAFT coefficient increases with helium gas is
completely different to the temperature case. The addition of he-
lium gas causes soar of heat loss magnitude because of high ther-
mal conductivity independently of the temperature gradient to the
post reaction zone. The thermal conductivity increases by over
200% based on the H2-air-He (48%). The heat capacity also increases
about 50% based on the H2-air-He (48%). The increase of heat ca-
pacity contributes to reducing the coefficient, which determines
the amount of heat loss. Generally the increase of the heat capacity
with diluent concentration reducing the combustion risk cannot be
applied to the heat loss calculation [36]. However, as density de-
creases as opposed to the heat capacity, these two variables do not
effectively contribute to the variation of the CNAFT coefficient.

On the other hand, nitrogen and argon which do not contribute
the increase in heat loss were also analyzed. When nitrogen is
added to the mixture, the volumetric hydrogen concentration de-
creases and the inert effect can be obtained. However, the increase
in nitrogen concentration does not increase the intrinsic LFL of
hydrogenmixture itself in the experimental results [21]. The reason
for that trend can be quantitatively explained by Fig. 10. These re-
sults are also based on H2-air-N2 at the room temperature. In
conclusion, all properties included in the CNAFT coefficient did not
make noticeable changes with increasing nitrogen concentration.
This is as expected because most of the air is composed of nitrogen.
Even in the case of argon, the CNAFT coefficient decreases with
increasing concentration as shown in Fig. 11. It is because, contrary
to helium, argon has a very small thermal conductivity compared to



Fig. 11. Decrease of the CNAFT coefficient as the argon concentration increases for H2-
air-Ar mixtures.
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air. The decrease of specific heat is affinity to the heat loss mech-
anism, but as the density increases, the coefficient finally decreases.
The slight decrease in LFL with increasing argon concentration can
be explained by these physical descriptions. As a result, these an-
alyses of CNAFT coefficient with thermal properties provide clear
understanding on changes of LFL depending on the diluent types.
5. Conclusion

In this study, a CNAFTmodel was developed to predict the LFL of
hydrogen mixtures based on the heat transfer characteristics in
flame propagation. Agreement with experimental results on H2-air-
diluent mixtures was improved significantly, especially for mix-
tures at an elevated initial temperature and with high helium
concentrations, for which the previous model (CAFT) showed
technical limitations. Consequently, we propose that this heat
transfer-basedmodel can be applicable to awide range of hydrogen
mixtures at elevated initial temperature and additional diluents
without being limited by chemical kinetics. It means that themodel
can ultimately contribute to the thorough hydrogen risk analysis
under severe accidents. Our major findings and future work can be
summarized as follows.

(1) The CNAFT coefficient was derived to estimate the amount of
radiative heat loss according to the mixture properties. This
derivation is based on the heat loss rate from the reaction
zone due to conduction into the post-reaction zone. The
mixtures for which the previous model showed technical
limitations yielded a higher coefficient than the other
mixtures.

(2) We confirmed that the magnitude of the radiative heat loss
in the CNAFT model can be estimated via the CNAFT coeffi-
cient after verification with experimental results. Mixtures
having a higher coefficient require more combustion heat to
compensate for their higher radiative heat loss.

(3) Only the CNAFT model, which considers the heat loss
mechanism according to initial temperature and diluent
concentration, exhibits reliable LFL accuracy when compared
with experimental results. The model reliability was
confirmed for H2-air mixtures up to 300 �C and H2-air-He
mixtures up to 50 vol% helium concentration.

(4) The analyses of CNAFT coefficient with thermal properties
provide clear understanding on changes of LFL depending on
diluent types. The addition of helium gas causes soar of heat
loss magnitude because of high thermal conductivity and
leads to the increase of LFL. On the contrary, the slight
decrease in LFL with increasing argon concentration can be
explained by smaller thermal conductivity compared to air.
In case of nitrogen, the LFL is insensitive to nitrogen con-
centration because all properties included in the CNAFT co-
efficient did not make noticeable changes.
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