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of large-scale network applications. As a 
solution to the bottleneck of the von Neu-
mann architecture, neuromorphic com-
puting, which mimics the human brain to 
perform complex computations through 
massively parallel computations, has been 
proposed. The human brain consists of 
more than 1011 neurons and more than  
1014 synapses. The neurons and synapses 
are connected in parallel to perform 
memory, computation, reasoning, and 
learning simultaneously, even with a low 
power of ≈20 W. In particular, the human 
brain learns by reconstructing the con-
nection strength between synapses, called 
synaptic plasticity. As a result, developing 
artificial synaptic devices capable of mim-
icking synaptic plasticity for the implemen-
tation of artificial neural networks (ANNs) 
is a critical challenge. Recently, it has 

been reported that memristors, which have multiple resistance 
states that can be continuously modulated by an external elec-
trical stimulus, can mimic the function of biological synapses.[4] 
Various devices, such as resistive switching memory,[5–8] phase 
change memory,[9–11] ferroelectric memory,[12–15] and others,[16–18] 
have been proposed as candidates for high-efficiency and high-
performance memristors. A common feature of these devices is 
that they mimic synaptic weights by expressing values between 
0 and 1 in an analog form, as opposed to the current digital-
based information communication devices that only use 0 and 1.  
Among them, the HfZrO2 (HZO)-based ferroelectric tunnel 
junction (FTJ) device controls the partial polarization reversal  
of a ferroelectric thin film to mimic the synaptic weight. Con-
sequently, it implements a multi-resistance state between the 
high-resistance state (HRS) and low-resistance state (LRS).[19,20] 
In addition, synaptic characteristics can be secured using a 
two-terminal metal-semiconductor-metal (MFM) device struc-
ture, which has the advantage of being able to design for high 
integration of 4F2. In this study, we investigated the synaptic 
properties of the HZO FTJ device with an MFM structure for 
neuromorphic computing applications. HZO ferroelectric 
thin films with a non-perovskite structure are appropriate for 
ultra-thin three dimensional capacitors, because they exhibit 
ferroelectric properties even in a thin film close to 1  nm and 
have large bandgaps. Moreover, Ferroelectric doped-HfO2 is 
considered an alternative to ferroelectric perovskites because 
of its full CMOS (complementary metal–oxide–semiconductor) 
process compatibility, high scalability and easy stabilization 

Owing to the limited processing speed and power efficiency of the current 
computing method based on the von Neumann architecture, research on 
artificial synaptic devices for implementing neuromorphic computing capable 
of parallel computation is accelerating. The potential application of artificial 
synapses composed of ferroelectric tunnel junctions based on metal–hafnium 
zirconium oxide–metal structure for neuromorphic computing is investi-
gated. Multiple resistance levels are implemented through partial polariza-
tion switching control, and synaptic plasticity is successfully imitated based 
on a high level of device stability and reproducibility. In addition, this device 
exhibits linear symmetric long-term potentiation and long-term depression 
using a highly variable pulse driving scheme. Finally, the artificial neural 
network applied with this synaptic device shows high classification accuracy 
(95.95%) for the Mixed National Institute of Standards and Technology hand-
written digits.
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1. Introduction

Due to the proliferation of information devices, annual data 
production is increasing exponentially, and it is expected that 
170 ZB of data will be produced in 2025.[1] In addition, the 
development of state-of-the-art learning applications, such as 
artificial intelligence, autonomous driving, and voice and image 
recognition, based on the produced big data is accelerating. 
However, as the amount of data to be processed increases, the 
current von Neumann computing architecture, which is based 
on serial operations, becomes inefficient in terms of operation 
speed and energy consumption,[2,3] which limits the scalability 
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of ferroelectricity by proper doping. The polarization and tun-
neling current characteristics in the microscopic structure 
were analyzed by piezoresponse force microscopy (PFM) and 
conductive atomic force microscopy (C-AFM). In addition, the 
switching dynamics were analyzed based on the nucleation-
limited switching (NLS) model. Long-term plasticity charac-
teristics were secured by an incremental voltage scheme, and 
the linearity and symmetry of the multi-conductance state 
were analyzed. Based on the experimental data, an ANN was 
simulated using a small image (8 × 8 pixels) dataset from the 
University of California at Irvine (UCI)[21] and a large image 
(28  ×  28 pixels) dataset from the Mixed National Institute of 
Standards and Technology (MNIST).[22] The recognition accu-
racy was 95.82% for the small image dataset and 95.95% for 
the large image dataset. As a result, we propose that HZO  
FTJ-based memristors can be applied as synaptic devices for 
stable and efficient ANNs.

2. Results and Discussion

A 10 nm thick HZO ferroelectric thin film was deposited on a 
TiN/SiO2/Si substrate using an atomic layer deposition (ALD) 
process to create the FTJ device used to implement the artificial 
synaptic device. TiN was then deposited as the top electrode, 
and rapid thermal annealing (RTA) was performed. The HZO 
FTJ device exhibits a typical hysteresis loop, which is a funda-
mental characteristic of a ferroelectric, and has a remnant polar-
ization of ≈19  µC  cm–2 (Figure S1, Supporting Information). 
Furthermore, it has different tunneling currents depending 
on the upward and downward polarization (Figure S2, Sup-
porting Information). The electron transport mechanism of the 
FTJ device is dominated by Fowler–Nordheim tunneling (FNT) 
for both upward and downward polarization (Figure S3, Sup-
porting Information). Tunneling properties can be modulated  

depending on the polarization direction, producing tunneling 
electro-resistance (TER) effect, which refers to two states of 
electrical resistance. The TER effect is related to variations in 
the effective potential barrier owing to asymmetric charge 
screening lengths at the ferroelectric/electrode interface.[15,23,24] 
PFM analysis was performed to demonstrate the ferroelectricity 
of the microscopic structure of the HZO thin film (Figure 1a). 
As shown in the schematic, the polarization of the HZO thin 
film was reversed by a direct current (DC) bias, and the pie-
zoresponse force was measured using an alternating current 
(AC) signal applied by the lock-in amplifier. Figure  1b shows 
the phase (upper panel) and amplitude (lower panel) measured 
at a local region of the HZO thin film. The phase and ampli-
tude in the localized region exhibited a clear hysteresis behavior 
between the upward and downward polarization. A domain pat-
tern was formed by alternately applying a DC bias of +10 and 
−10 V while simultaneously reducing the scan area at uniform 
intervals from the outline of the domain (Figure S4, Supporting 
Information). Figure  1c,d shows the scan results using an AC 
bias of +1  V. The pattern of the domain can be clearly distin-
guished in both the phase and amplitude signals. Figure  1e 
shows the polarization direction-dependent current of the HZO 
thin film measured by C-AFM. A DC bias of +8 and −8 V was 
applied alternately starting on the left to form a domain pat-
tern. A DC bias of +1 V was applied to scan the domain pattern 
region (blue shaded area) to map the current characteristics 
(red line at the bottom). The HRS and LRS match the pattern 
of the formed domain, and both states have different current 
levels from that of the original state. Based on the difference 
in polarization characteristics and tunneling current demon-
strated by the PFM and C-AFM results, the 10 nm thick HZO 
thin film has excellent ferroelectricity.

HZO ferroelectric thin films fabricated through the ALD 
process have a polycrystalline structure.[25] Different domains 
have different nucleation rates owing to defects at the interface 

Figure 1.  Schematic representation and microscopic characterization of HZO FTJ devices. a) Structure of the TiN/HZO/TiN FTJ device and PFM 
measurement scheme. b) Local ferroelectric properties: PFM phase (upper panel) and amplitude (lower panel) hysteresis loops of the TiN/HZO/TiN 
structure. PFM measurements of the c) phase and d) amplitude of the HZO/TiN structure after domain patterning with opposite polarities. e) C-AFM 
image of the of the HZO/TiN structure. The inset data (red line) is the current mapping characteristics of the blue shaded area.
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or in the interior of the polycrystalline ferroelectric thin 
film.[26–28] Therefore, the polarization reversal rate is a distribu-
tion rather than a single value.[29,30] Owing to the distributed 
switching characteristics, the resistance can be varied gradually 
between the LRS and HRS, and this analog implementation of 
the resistance state is the factor most directly related to weight 
implementation, which is the core element of artificial synaptic 
devices. This gradual change in resistance can be applied to the 
parallel resistance model and expressed by[31]

R
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where R is the current state of resistance, RLRS is the lowest 
resistance state in an upwardly polarized state (ON state), and 
RHRS is the highest resistance state in a downwardly polarized 
state (OFF state). S is the ferroelectric polarization state (fully 
upward, S = 0; fully downward, S = 1). The domain polarization 
switching dynamics were investigated to optimize the synaptic 
weights in a restricted memory window (between the HRS 
and LRS) and accurately control them with external stimuli. 
The domain nucleation process and domain wall motion are 
well explained by the NLS model based on the polycrystalline 
perovskite ferroelectric thin film.[32,33] Since the HfO2-based 
ferroelectric thin film also has a polycrystalline structure, the 
domain behavior can be investigated with the NLS model.[34,35] 
The polarization reversal region S is expressed by[29]
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where n is the effective dimension (2 is typically used for thin 
films), t0 is the mean switching time, and F(log t0) can be 
described as a Lorentz distribution.
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where A is the normalization constant, and w is the half width 
at half maximum. Figure S5 (Supporting Information) shows 
the change in the dynamic resistance over the pulse duration 
with different pulse amplitudes. Prior to each measurement, 
a −3  V, 100  µs pulse was applied to ensure that the polariza-
tion of the ferroelectric thin film was in the ON state. When 
the applied pulse amplitude was small, the modulation in 
resistance gradually increased with increasing pulse width, 
and as the applied pulse amplitude increased, a larger modu-
lation in resistance occurred, even with a small pulse width. 
Under the fastest driving conditions, the energy consumption 
per programming pulse was calculated to be between 445 and 
1030  fJ (Figure S6, Supporting Information). By substituting 
these dynamic resistance changes into Equation (1), S was 
extracted, and the values are displayed in Figure 2a. The experi-
mentally determined S values and those calculated by the NLS 
model (fitted line) using Equation (2) agree well, indicating 
that the switching characteristics are well explained by the NLS 
model. The Lorentz distributions at different pulse amplitudes,  

calculated using Equation (3), are shown in Figure  2b. For 
larger pulse amplitudes, polarization switching occurred ear-
lier and had a narrower distribution. Furthermore, polariza-
tion switching occurred more slowly, and the total amount of 
the switching distribution decreased as the pulse amplitude 
decreased. Figure  2c shows plots of log t0 versus 1/E (upper 
panel) and w versus 1/E2 (lower panel) for different pulse 
amplitudes. The results were verified to have a linear slope. The 
upper panel is consistent with Merz’s law (t0 ∝ exp(E0/E)), and 
the activation field (E0) is 0.67  V  nm–1.[36] The activation field 
is a unique property that can quantify the switching behavior 
of ferroelectric thin films.[37] After rescaling S by (log t  − log 
t0)/w, all the curves converge to a single arc tangent function, as 
shown in Figure 2d. This indicates that the switching dynamics 
are predominately controlled by the Lorentz distribution in the 
ferroelectric thin film, which determines the operation of the 
device.

To investigate the multiple resistance characteristics of HZO 
FTJ devices with different pulse amplitudes and widths, resist-
ance–voltage (R–V) hysteresis loops were analyzed. In general, a 
fixed pulse driving scheme and a variable pulse driving scheme 
can be used to implement synaptic weights. Among them, 
the fixed pulse driving scheme is known to be more useful in 
implementing the driving module in a circuit in practical appli-
cations. However, in this study, a variable pulse driving scheme 
was chosen, which is the most suitable scheme for HZO syn-
aptic devices and has advantages in dynamic range, multiple 
resistance states, and linearity.[38]

Figure 3a illustrates the effect of the applied pulse ampli-
tude when the pulse width was fixed at 10  µs. As shown in 
the inset, for multiple resistance level programming, the pulse 
amplitude was increased from −2.9 Vmax(−) to Vmax(+) (1.5, 1.7, 
1.9, 2.1, 2.3, 2.9  V) and then decreased again. Resistance was 
measured at +0.5 V after each program pulse (Figure S13, Sup-
porting Information). Vmax(+) is the maximum positive voltage, 
and Vmax(−) is the maximum negative voltage. When a positive 
pulse was applied, the polarization was aligned downward 
(HRS), and when a negative pulse was applied, the polariza-
tion was aligned upward (LRS). The device exhibited the same 
behavior as that observed by C-AFM. In addition, the interme-
diate state between the LRS and HRS formed by partial polari-
zation reversal was well maintained without decay of resistance 
until Vth was reached in the opposite direction. Vth is the 
threshold voltage, which is the voltage at which the resistance 
begins to vary from LRS to HRS or vice versa. This character-
istic implies that analog operation methods represented by 
multiple resistance states can be implemented. Depending on 
the amplitude of the last applied pulse in the sequence, the 
TER changed from ≈50% to 250%. However, the negative satu-
ration resistance and positive Vth were the same. This similar 
behavior with the same distribution at the same amplitude is 
consistent with the previous switching distribution character-
istics. Figure 3b illustrates the effect of pulse width when the 
last applied pulse amplitude was fixed at 2.9 V. The width was 
varied from sequence to sequence, as shown in the inset. |Vth| 
decreased gradually as the pulse width increased, and eventu-
ally, |Vth| became saturated when the pulse width was greater 
than 10 µs. The HRS increased gradually with increasing pulse 
width, and TER achieved a maximum of 300% at a pulse width 
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of 100  µs. Therefore, the potential barrier can be modulated 
by varying the pulse width. The above results verify that the 
analog-type resistance required for synaptic devices can be 
implemented in the present HZO synaptic device and that the 
resistance state can be finely adjusted by the amplitude and 
width of the pulse.

Figure  3c shows the endurance of seven different resist-
ance state sets created through partial polarization reversal. 
For the endurance performance measurement, the positive 
direction part of the pulse sequence for the R–V characteristic 
curve was used as it was to set it to be the same as the resist-
ance value formed in the R–V characteristic curve (Figure 3a). 
Before applying the programming pulse, the polarization 
was pre-arranged so that the resistance state of the FTJ could 
maintain the LRS. During electric field cycling, the endurance 
of multiple resistance states was confirmed at each desired 
cycling interval (Figures S13 and S14, Supporting Information). 
The resistance state cycling was measured with a log scale  
(10n, 2  ×  10n, 4  ×  10n) and proceeded until 107. The resistance 
state of the HZO synaptic device remained constant without 
decay and with good reproducibility up to 105 cycles. Further-
more, analysis of the characteristics of the first 50 repeated 
operations indicated that there was a low standard deviation in 
the complete polarization reversal state (LRS, HRS) (Figure S7,  
Supporting Information), and as the resistance increased, the 
standard deviation also increased. After 105 cycles, multiple 

resistance states began to decay, which can be caused by the 
formation of leakage current paths due to the creation or rear-
rangement of defects such as oxygen vacancies during electrical 
cycling. However, the individual resistance states could still be 
clearly distinguished. Figure  3d displays the retention char-
acteristics to demonstrate the non-volatility in the individual 
resistance state. The state of the initially measured resistance 
was maintained for more than 105  s without significant loss. 
Overall, the weak degradation from LRS to HRS could be due 
to the internal field caused by the asymmetrically formed junc-
tion between the top and bottom electrodes and the ferroelec-
tric during processing. As shown in Figure 3a,b, the switching 
voltage is slightly biased toward the positive voltage. There is 
an internal electric field in the negative direction, which causes 
retention loss from LRS to HRS.

Nevertheless, based on extrapolation of the results above 
105  s, the device is expected to maintain excellent non-volatile 
characteristics, that is, the resistance state can be clearly distin-
guished, for up to 10 years. All these results demonstrate that 
the HZO synaptic device has high reliability and can mimic 
synaptic properties through partial polarization reversal of 
domains.

In the human brain, memory is divided into short-term 
memory (STM) and long-term memory (LTM). When a syn-
apse undergoes a physical or chemical change due to a 
signal exceeding the threshold voltage between neurons, it 

Figure 2.  Analysis of the domain switching dynamics of the HZO FTJ device using the NLS model. a) Polarization switching areas as a function of 
pulse width for various pulse amplitudes. The fitted lines are calculated from the NLS model. b) Lorentz distributions of switching times at different 
pulse amplitudes extracted from the line in (a). c) Evolution of the mean switching time (upper panel) and half width at half maximum (lower panel) 
as a function of the pulse amplitude. d) Normalized polarization switching areas using fitting parameters for the NLS model.
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is classified as LTM, and when it does not, it is classified as 
STM. Physical and chemical changes in synapses are called 
synaptic plasticity, and synaptic weights are controlled by 
synaptic plasticity. LTM, which performs functions such as 
learning, memory, and computation, is regarded as a key 
design element in neuromorphic computing. LTM consists of 
long-term potentiation (LTP) and long-term depression (LTD). 
LTP strengthens the weight of the synapse when information 
transfer between neurons occurs frequently, and LTD weakens 
it in the opposite case.
Figure 4a shows the synaptic behavior of the FTJ synaptic 

device based on the LTP and LTD characteristics. Various pro-
gramming pulse schemes have been proposed to optimize the 
synaptic characteristics of artificial synaptic devices.[39] The 
pulse sequence (LTP, −0.4 to −2.04  V with 0.02  V step; LTD, 
+1.1 to +2.3  V with 0.02  V step) was repeated for 20 meas-
urements, and the LTP and LTD characteristics were obtained 
over a conductance range of 0.94–2.73 nS. Conductance state, 
dynamic range, linearity, and symmetry analyses were per-
formed because these parameters are required to achieve high 
learning accuracy. Conductance variations occurred even with 
small changes in the applied pulse amplitude, and 65 and 83 
weight levels were implemented for LTP and LTD, respec-
tively. The curve of the synaptic weight (conductance) can be 
classified as asymmetric or symmetric nonlinear based on the 
shape of the synaptic weight. Because it matched the behavior 
of the synaptic weights of the device most closely, symmetric 
nonlinearity was used for evaluation. The conductance (G) 

as a function of the normalized pulse number (p) can be 
expressed as[40]
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v p
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where Gmax is the maximum conductance, and Gmin is the 
minimum conductance and α is the center of symmetry. ν 
is a parameter (0 ≤ ν ≤  10) that characterizes the nonlinearity 
of the LTP and LTD curves, with values closer to 0 indicating 
more ideal linear characteristics. Figure  4b shows the fitted 
line extracted by applying Equation (4) to the mean LTP and 
LTD curves. The fitted line is in good agreement with the syn-
aptic weights of the HZO synaptic device. The dynamic range 
(Gmax/Gmin ≈ 2.928), LTP (α = 0.55, ν = 3.13), and LTD (α = 0.36, 
ν = 2.96) were extracted. Figure 4c shows the characteristics of 
each curve rather than the mean characteristics. The individual 
LTP and LTD characteristics have minimal variation from the  
mean (color line), indicating the excellent reproducibility of 
the synaptic characteristics. Figure  4d,e displays the statistical  

Figure 3.  Multiple resistance characteristic and reliability properties. R–V hysteresis loops as functions of a) pulse amplitude and b) pulse width. 
Experimental parameters were adjusted as shown in the insets of (a) and (b). c) Endurance and d) retention properties in different resistance states 
demonstrating the non-volatility of the device.
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deviations in the conductance of the LTP and LTD curves. For 
both LTP and LTD, the deviation is distributed over low values.

The HZO synaptic device was used to simulate an ANN to 
perform supervised learning on two different datasets: a small 
image dataset (8 × 8 pixels) of handwritten digits from the UCI 
and a large image dataset (28 × 28 pixels) of handwritten digits 
from MNIST. As shown in Figure 5a, the simulated ANN con-
sisted of three layers: the input layer, a hidden layer, and the 
output layer. For the small images (8  ×  8 pixels), the network 
size was 64 (input layer) × 36 (hidden layer) × 10 (output layer), 
where the 64 input neurons correspond to the 8 × 8 UCI data, 
and the 10 output neurons correspond to 10 classes of digits 
(0–9). For the large images (28  ×  28 pixels), the network size 
was 784 (input layer)  ×  300 (hidden layer)  ×  10 (output layer), 
where the 784 input neurons correspond to the 28 × 28 MNIST 
data, and the 10 output neurons correspond to 10 classes of 
digits (0–9). The simulation was based on a backpropagation 
algorithm and was conducted using the experimental LTP and 
LTD characteristics of the HZO synaptic device. In the simu-
lation, a crossbar was composed of an input neuron column 
(yellow lines) and an output neuron row (red lines) (Figure 5b). 
The weights were adjusted by interacting with the position of 
the desired synaptic device and the intersecting input column 
using programming pulses. The adjusted weights were col-
lected and summed in one output row, and an activation func-
tion (sigmoid function) was applied to the summed result; then, 
the outputs from the input layer act as inputs to the hidden 
layer. To get outputs in the output layer, same process was 
applied to the inputs in the hidden layer. All of the weights are 

trained by cycling through each element of a training dataset, 
and adjusting weights depending on the backpropagation of 
errors. Figure S8 (Supporting Information) shows a flowchart 
of the backpropagation algorithm. In the simulation, weights 
were randomly initialized with a uniform distribution.[41] The 
weights were summed from the initialized weights, and errors 
that might occur during operation in each neural network 
were calculated probabilistically. Subsequently, one epoch was 
completed by comparing the values of the calculated and real 
results and by adjusting the weight by applying a learning rate 
to the error. Each epoch was performed as described, and the 
accuracy was verified as the weight was adjusted in each epoch.

Several different learning rates and number of epochs were 
tested for each dataset (Figure S9, Supporting Information). 
The optimized learning rates of the small and large image 
datasets were 0.1 and 0.04, respectively, when the number of 
epochs was five. For the small image dataset, the ANN was 
trained with 3823 images from the training datasets, and the 
recognition accuracy was tested using 1797 images from test 
datasets for each epoch. After training, the training accuracy for 
the small image training set was greater than 93% (Figure S10,  
Supporting Information). After 50 epochs, the HZO synaptic 
device achieved a test accuracy of 95.3% for the small image 
test dataset, which is similar to the numerical accuracy of 
96.8% (Figure  5c). For the large image dataset, the ANN was 
trained with 60 000 images from the training dataset for each 
epoch, and 10 000 images from the test dataset were evaluated 
for recognition accuracy. After training, the training accuracy 
reached 92.5% (Figure S11, Supporting Information). The test 

Figure 4.  Synaptic characteristics of the HZO FTJ device using an incremental voltage programming pulse scheme. a) LTP and LTD over 20 cycles with 
the symmetric nonlinearity model. b) Individual nonlinearity (upper panel) and symmetric center points (lower panel) of LTP and LTD over 20 cycles. 
Deviations in the conductance of c) LTP and d) LTD calculated statistically by applying a cumulative distribution function.
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accuracy for the recognition of the large image test dataset was 
95.95% (Figure 5d). This high recognition accuracy is based on 
the high linearity, symmetry, and reproducibility of the HZO 
synaptic device.

3. Conclusion

In conclusion, we demonstrated the potential of HfZrO2-based 
ferroelectric tunnel junctions for artificial synaptic applica-
tions. Ferroelectric partial polarization switching and potential 
barrier modulation were induced by the voltage pulse driving 
scheme with varying pulse amplitudes or pulse widths. Using 
this device, it was demonstrated that variable biological syn-
aptic plasticity can be realized at a low power. The LTP and 
LTD, which were composed of multiple resistance states, exhib-
ited high linearity and symmetry, as well as high stability in 
endurance and retention tests. The ANN simulated using the 
FTJ synaptic device with these characteristics demonstrated a 
very high recognition accuracy of 95.95% for the MNIST hand-
written dataset. HfZrO2-based ferroelectrics have attracted con-
siderable attention as next-generation semiconductor materials 
owing to their high compatibility with CMOS processes, easy 
stabilization of ferroelectrics by appropriate doping, and excel-
lent scaling potential. In addition, through the demonstration 
of their possible application in synaptic devices in this study, 

they will help realize neuromorphic computing applications for 
future artificial neural networks.

4. Experimental Section
Fabrication: HfZrO2 ferroelectric thin films with a thickness of 10 nm 

were grown on a TiN/SiO2/Si substrate by ALD at 300  °C. They were 
deposited using cyclopentadienyl (Cp)-based cocktail precursors 
(Hf[Cp(NMe2)3] and Zr[Cp(NMe2)3]) with ozone as the oxidant. 
The molar ratio of the cocktail precursor was Hf[Cp(NMe2)3]:Zr[Cp
(NMe2)3] = 35:65. The top TiN electrode was deposited by RF magnetron 
sputtering in an Ar and N2 atmosphere with a circular-patterned hard 
mask (r  =  100  µm). Subsequently, the initial amorphous HfZrO2 thin 
films were crystallized in a N2 atmosphere at 600 °C for 40 s to stabilize 
the ferroelectric phase (Figure S12, Supporting Information).

Characterization: PFM imaging (square test), measurements of the 
local ferroelectric properties (spectroscopy), and current mapping of the 
HfZrO2 ferroelectric thin films were performed using AFM (XE7, Park 
Systems). A lock-in amplifier (SR830 DSP, Stanford Research Systems) 
was also used for the piezoelectric response. In current mapping, 
an optional C-AFM module (Ultra-Low Current Amplifier (ULCA), 
Park Systems) was used to amplify low-level currents. Image analysis 
software (XEI, Park Systems) was used to analyze the scanned images 
and process the data.

Electrical Measurements: Electrical measurements were performed 
using a parameter analyzer (4200A-SCS, Keithley) with a 4225-PMU. 
For the FTJ device, pulses and DC signals were applied to the top 
electrodes, and the bottom electrodes were grounded. The low-level 

Figure 5.  ANN simulation using experimental LTP and LTD properties of the HZO synaptic device. Schematic of a) the three-layer neural network used 
for the recognition of handwritten digit images and b) the neural core of the crossbar structure used in the simulation. Training accuracy of the HZO 
synaptic device for the c) small image test datasets and d) large image test datasets.

Adv. Mater. Technol. 2022, 7, 2101323
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current was measured using a preamplifier connected to the SMU. All 
measurements were performed at room temperature and were preceded 
by 50 000 field cycles to rule out the wake-up effect in the pristine state.  
All pulse measurement schemes used in this study are shown in  
Figures S13 and S14 (Supporting Information).

Neural Network Simulations: The performance of an ANN based 
on backpropagation was simulated using the open-source software 
CrossSim (Crossbar Simulator) written in Python provided by Sandia 
National Laboratories. In the weight update model, the possible weight 
values of the device were determined by referring to the lookup table 
created using experimental values rather than virtual simulations.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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