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Abstract: This paper presents a duty cycle correction scheme based on asynchronous sampling and
associated settling analysis. The proposed duty cycle corrector circuit consumes less power and area
compared to other corrector circuits due to the low-frequency operation of asynchronous sampling.
However, the settling behavior of an asynchronous sampling duty cycle corrector is limited in some
operation conditions, which degrades its robustness and performance. This paper, therefore, performs
analysis on the settling behavior of the asynchronous sampling in various operating conditions and
proposes a control scheme to avoid the lagged settling. To verify the proposed duty cycle corrector
and its analysis, a prototype design is implemented in a 40-nm CMOS process and its performance
is verified by post-layout simulations. The proposed duty cycle corrector achieved very small duty
cycle errors (less than 0.8%) and consumed 540 uW per one DCC unit.

Keywords: clock generation; duty cycle; asynchronous sampling; calibration; analysis

1. Introduction

Sub-rate clocks (such as half-rate and quadrature-rate ones) have been widely used
in high-speed data processing devices, such as microprocessors, digital signal processors,
and wireless transceivers to reduce the clock frequency and relax their timing constraints.
However, the use of sub-rate and multi-phase clocks imposes stringent duty cycle require-
ments on the clock distribution circuits since both their rising and falling transition edges
are used in the sub-rate system, whereas only one of them is used in the full-rate ones.
Unfortunately, various non-ideal factors in clock generation and distribution circuits (such
as different rising and falling times in clock buffers) cause significant duty cycle distortion
of the clock signals, especially at high frequencies. Therefore, duty cycle correctors are
inevitably required to compensate the duty-cycle distortions in sub-rate systems.

However, typical duty cycle correctors occupy large areas due to their complicated
structures and various component circuits, such as comparators, encoders and decoders,
capacitors in the low-pass filter, or finite state machines (FSM) [1–13]. Therefore, it is
strongly advised to implement a duty cycle corrector that consumes a small area. To
maximize area efficiency, the method of performing a duty cycle correction with a PLL has
been proposed [14]. However, there is a problem in that the pole-zero cancellation is not
accurate due to the device mismatch and, in addition, uncanceled pole and zero increase the
settling time of the comparator. Moreover, their detection accuracies are severely affected
(and degraded) by any offset voltages in duty cycle detection circuits [14,15], which is not
a desirable factor in advanced CMOS technologies with higher device mismatches and
offsets. A time-to-digital-conversion (TDC) based duty cycle detector is utilized in [16,17] to
resolve the accuracy and variation issues by utilizing fine-resolution TDC circuits. However,
the technique requires the use of more than two TDCs, which significantly reduces area
efficiency and increases power consumption.

Therefore, we propose applying an algorithm called asynchronous sampling to imple-
ment an area-efficient duty cycle corrector, followed by theoretical loop analyses for the
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asynchronous sampling technique in steady states. Section 2 briefly introduces the asyn-
chronous sampling and asynchronous sampling duty cycle corrector. Section 3 describes
the unstable steady state conditions, which prevent the asynchronous sampling duty cy-
cle corrector from settling to proper operating conditions. The analysis of the settling
behaviors is verified by running various behavioral and transistor-level simulations. An
additional control scheme that helps to avoid the undesired settling conditions is proposed
in Section 4. Simulation results that demonstrate the performance of the proposed control
scheme are also presented in the section, followed by conclusions made in Section 5.

2. Asynchronous Sampling

Asynchronous sampling [18,19] is a method of sampling a clock with another one in
an asynchronous manner (i.e., the frequencies of the two clocks do not match each other).
In the asynchronous clock sampling system illustrated in Figure 1a, the sampled clock
(CLK_sampled) is down-converted by the low-frequency sampling clock (CLK_async)
while preserving the duty information from the original clock signal (CLK). Typically, as
the transition (rise and fall) times of clock signals do not scale with the asynchronous
sampling, the CLK_sampled will have relatively small normal transition times (transition
time/clock frequency) because the clock frequency is reduced. As errors in the duty-
cycle distortion measurement normally occur in transition phases, the reduced portion of
transition phases implies a reduced error rate in duty-cycle measurement. In addition, the
CLK_sampled is less affected by metastability because the CLK_sampled is slow enough
not to be malfunctioned by abnormal delay. The CLK_sampled is taken to the following
counter for proper filtering and accumulation process, and the counter output controls
the duty-cycle adjustment block, which, in turn, modulates the duty cycle of CLK by
controlling its pull-up and pull-down switches.
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Figure 1. (a) Asynchronous sampling scheme using D-flip-flop. (b) An example timing diagram of asynchronous sampling,
assuming N = 2, α = 0.29. (c) Schematic of AS−DCC.

The relationship between the clocks in the asynchronous sampling system in Figure 1a
is expressed by (1), where Tasync, and Tclk represent the period of the CLK_async, CLK, and
CLK_sampled, respectively. N is a positive integer and α is the fractional part (0 ≤ α < 1).

Tasync = (N + α) Tclk (1)

The transient characteristic of the asynchronous sampling system is illustrated in
Figure 1b. As shown in the figure, CLK is down-converted with time-varying frequencies
and duty cycles. Although CLK_sampled has transient fluctuations in its duty cycle, it
should be noted that the average voltage of CLK_sampled follows the average voltage of
CLK in the long run. Therefore, the duty distortion of CLK can be measured simply by
measuring the average voltage of CLK_sampled, as the average value of CLK_sampled
should settle in 0.5·VDD when the duty cycle of CLK is 50% (no distortion). By utilizing this
observation, we implemented an asynchronous sampling duty cycle corrector (AS−DCC),
the structure of which is depicted in Figure 1c. Asynchronous sampling DFF extracts
the duty cycle information of the clock (CLK) and counter changes the code according
to the CLK_sampled (the output of the DFF). Duty-cycle adjustment, which is operated
from the code of the counter, corrects the duty cycle of the uncorrected clock input by
controlling pull-up or pull-down of transistors. For example, if the duty of the input clock
was 60%, on average, 6 out of 10 asynchronously sampled values (CLK_sampled) would
be 1. Six 1 s and four 0 s increase the counter value (6 times up, and 4 times down), which
sets the duty in a direction close to 50%, by strengthening the nmos of the duty-cycle
adjustment. Thus, the duty cycle is corrected to 50%. The counter is made using only
the upper 4 bits so that the duty errors according to PVT variations in a clock generator
would be covered not only without an overflow of the counter but also causing fewer
errors than 1%. Moreover, additional 4LSB-bits should be created to minimize frequent
duty changes with minimal area and power consumption. As long as the frequency of the
oscillator used for asynchronous sampling is slow enough to operate the counter, it does
not matter which frequency it is, so there is no special architecture to tune the oscillation
frequency. Therefore, the frequency of the oscillator is set to be less than 100 MHz to
minimize power consumption. The settling time of the proposed AS−DCC architecture
primarily depends on N in (1) because a smaller value of Tasync implies a faster extraction
of duty information by the asynchronous sampling D-flip-flop. In addition, the number
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of bits in the counter also affects the transient settling response, as smaller counter bits
mean faster updates of the input bits for the duty-cycle adjustment block. However, as
the counter must properly suppress transient fluctuations, there is a trade-off relationship
between settling time and transient fluctuation in terms of the number of counter bits. The
amount of transient fluctuations is severely affected also by the value of α, as revealed
from the in-depth analysis in the next session, which requires an additional control scheme
(as shown in Section 4) to reduce the impact of α on the duty cycle fluctuation and relax
design constraint on the counter bits and settling time.

3. Analysis on Asynchronous Sampling
3.1. Settling Requirements

As mentioned in Section 2, the AS−DCC’s response is severely affected by the
frequency−relations between CLK and CLK_async. This characteristic could make the
AS−DCC malfunction in some undesired conditions, producing transient duty cycle fluc-
tuations at the clock output of AS−DCC. Figure 2 shows one example case where the
AS−DCC does not capture and compensate the duty cycle errors adequately when α is
very small (the frequency of CLK is very close to one of harmonics of CLK_async). In
this case, the asynchronous sampling D flip-flop keeps sampling consecutive 1 s or 0 s,
which generates a burst of output bits of the same value. As these long consecutive pat-
terns are difficult to suppress using practical filters or counters, they may produce large
transient fluctuations in the counter output (and the resulting duty cycle of the output
clock). Therefore, if possible, α should be controlled not to have small value, thus avoiding
a quasi-harmonic relationship between CLK and CLK_async.

Electronics 2021, 10, x FOR PEER REVIEW 4 of 12 
 

 

shown in Section 4) to reduce the impact of α on the duty cycle fluctuation and relax de-
sign constraint on the counter bits and settling time. 

3. Analysis on Asynchronous Sampling 
3.1. Settling Requirements 

As mentioned in Section 2, the AS−DCC’s response is severely affected by the fre-
quency−relations between CLK and CLK_async. This characteristic could make the 
AS−DCC malfunction in some undesired conditions, producing transient duty cycle fluc-
tuations at the clock output of AS−DCC. Figure 2 shows one example case where the 
AS−DCC does not capture and compensate the duty cycle errors adequately when α is 
very small (the frequency of CLK is very close to one of harmonics of CLK_async). In this 
case, the asynchronous sampling D flip-flop keeps sampling consecutive 1s or 0s, which 
generates a burst of output bits of the same value. As these long consecutive patterns are 
difficult to suppress using practical filters or counters, they may produce large transient 
fluctuations in the counter output (and the resulting duty cycle of the output clock). There-
fore, if possible, α should be controlled not to have small value, thus avoiding a quasi-
harmonic relationship between CLK and CLK_async.  

 
Figure 2. Timing diagram of asynchronous sampling when N = 2 and α <<1 (the frequency of CLK 
is very close to the second harmonic of CLK_async). 

In addition to the quasi-harmonic case (α is too small), when α is very close to a frac-
tional number with an odd denominator, the AS−DCC may produce similar unstable tran-
sient responses as well. This is because the sampling DFF samples identical values, as in 
the previous case, if the frequency of CLK and its associated value of α meets the odd-
denominator condition. For example, in Figure 3a, the duty cycle of the CLK_sampled 
shows a long pattern of ~66.7% duty cycle (and then a long pattern of ~33.3% duty cycle) 
even if the input CLK has a perfect 50% duty cycle when α is very close to 1/3, which 
makes the output of the counter continually build up in one direction for a long duration. 
A similar phenomenon, in which the duty cycle is not settled and keeps changing over 
time, is called transient duty cycle fluctuation in this paper. In order to avoid this problem, 
the value of α should have enough offset from any fractional numbers with an odd de-
nominator. It should be noted that the AS−DCC does not have the problem for even de-
nominators, as shown in Figure 3b. This is because, in the even-denominator conditions, 
1s and 0s are sampled at the same rate with the duty cycle of CLK, without producing 
such long consecutive bursts of identical bits. This difference is evident when comparing 
the counter values, as seen in Figure 3a,b. The counter value in Figure 3a continues to 
increase, while the counter in Figure 3b maintains the same value over time. 

 
(a) 

Figure 2. Timing diagram of asynchronous sampling when N = 2 and α << 1 (the frequency of CLK is very close to the
second harmonic of CLK_async).

In addition to the quasi-harmonic case (α is too small), when α is very close to a
fractional number with an odd denominator, the AS−DCC may produce similar unstable
transient responses as well. This is because the sampling DFF samples identical values,
as in the previous case, if the frequency of CLK and its associated value of α meets the
odd-denominator condition. For example, in Figure 3a, the duty cycle of the CLK_sampled
shows a long pattern of ~66.7% duty cycle (and then a long pattern of ~33.3% duty cycle)
even if the input CLK has a perfect 50% duty cycle when α is very close to 1/3, which makes
the output of the counter continually build up in one direction for a long duration. A similar
phenomenon, in which the duty cycle is not settled and keeps changing over time, is called
transient duty cycle fluctuation in this paper. In order to avoid this problem, the value
of α should have enough offset from any fractional numbers with an odd denominator.
It should be noted that the AS−DCC does not have the problem for even denominators,
as shown in Figure 3b. This is because, in the even-denominator conditions, 1 s and 0 s
are sampled at the same rate with the duty cycle of CLK, without producing such long
consecutive bursts of identical bits. This difference is evident when comparing the counter
values, as seen in Figure 3a,b. The counter value in Figure 3a continues to increase, while
the counter in Figure 3b maintains the same value over time.
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In order to perform further analysis on the transient responses of the AS−DCC in
such conditions (α is very close to a fractional number), we re-expressed the α term in the
previous Equation (1) with additional integer and residual terms as follows:

α = k/o + β (o is odd number, k is positive integer less than o, β 6= 0) (2)

α = k/e + β (e is even number, k is positive integer less than e, β 6= 0) (3)

The integer numbers k, o, and e in (2) and (3) are introduced to represent the α term
with respect to a fractional number with odd/even denominators, respectively. As the α

term itself is a fractional number smaller than 1, k should be smaller than the denominators
(o and e) for both cases. β stands for the residual offset from the fractional number. In
other words, a smaller value of β in (2) indicates that the value of α is located very close to
a fraction with an odd denominator. In that condition, the AS−DCC may suffer from the
large fluctuation condition (typically when β is less than 0.01), which is characterized by
the following mathematical derivations and simulations.

In order to find out the response of the AS−DCC for various values of k, o, e, and β,
we converted a simplified simulation model of the AS−DCC in Figure 1c, by converting
the counter to a charge pump followed by a capacitor for accumulation to see the tendency
of the DCC circuit without any quantization errors. A larger number of counter bits means
a larger capacitor, and the fluctuations at the counter output (which is proportional to the
transient fluctuation in the duty-cycle of CLK) are modeled by the voltage fluctuation at the
charge-pump output. The equivalent circuit model for the AS−DCC is simulated across
various values of k and β when o = 5, in order to find out the transient characteristics of the
AS−DCC in the odd-denominator conditions. In Figure 4a, the normalized ∆V corresponds
to the peak-to-peak voltage fluctuation at the charge pump output of the loop filter (which
is related to the duty-cycle fluctuation of CLK). Mathematically, the peak-to-peak voltage
variations are estimated by the following equations.

Floor(
Tclk

2 −
(o−1)

2
Tclk

o −
(o−1)

2 βTclk

oβTclk
+ 1) = O(o, β) (4)

∆V =
I ∗ ∆t

C
(5)
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∆V =
I× Tasync

C
×O(o, β) (6)
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In the equations above, O(o, β) denotes the maximum accumulation of identical values
in the counter when the first rising edges of the CLK and CLK_async start at the same time.
For example, when o = 5, the third sampling point contributes to the increase or decrease in
the counter output, as illustrated in Figure 4d. Therefore, the time range when the counter
accumulates in one direction is given by the following expression:

Taccum =
Tclk

2
− (o− 1)

2
Tclk
o
− (o− 1)

2
βTclk =

Tclk
2
− (o− 1)

2
Tasync (7)

Because the (o + 1)/2 th sampling point (3rd sampling point in Figure 4d) contributes
to the accumulation of the counter, the time range which the (o + 1)/2 th sampling point can
sample 1 is limited to Taccum when the duty of the clock is 50%. Afterwards, Taccum should
be divided by o · β · Tclk because the sampling clock shifts by this amount compared to the
previous sampling point after o · Tasync (= o ·(N + k/o + β) ·Tclk) seconds. For example, after
CLK_async samples the 3rd point, the 8th sampling point relatively moves by 5 · β · Tclk
after 5 · Tasync seconds. The actual move from the 3rd sampling point to the 8th sampling
point is (5N + k + 5β) · Tclk, but 5N + k can be ignored in the calculation because it is an
integer number. In addition, it should be noted that the value of ∆V is not affected by k but
β, which is verified with simulation results in Figure 4b.

In Figure 4a, ∆V is normalized for fair comparisons to remove its dependency on
N and α to characterize the dependency of ∆V on β. The shape of the theoretical curve
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in Figure 4b turned out to be similar to that of the odd-denominator cases, and they
show almost identical voltage variations for the same value of β. Therefore, from the
mathematical analysis and simulation results, we can conclude that voltage variations
are not related to the value of k and have a symmetrical distribution with respect to β.
On the other hand, as shown in Figure 4c, in the vicinity of even denominators, smaller
voltage fluctuations (and therefore smaller duty-cycle distortions) are observed than in
the odd-denominator cases, and the fluctuations actually present within the stable range
which is defined in the next section.

3.2. Verification with Behaviroal Simulations

To verify Equation (4) in more realistic situations and counter designs, behavioral
simulations with Verilog models are performed. The simulation conditions are given as
follows: (1) The first rising edges of the CLK and CLK_async rise at the same time. (2) An
8-bit counter which is initialized to 8′b1000_1000 is used to accumulate the output of
asynchronous sampling block, of which upper 4-bits are used to control the duty cycle.

The theoretical digital code variations are calculated with Equation (4) and compared
with the simulation results. To calculate the range of β which is out of oscillating codes,
Equation (4) is switched to (8) because the operator ‘floor’ needs to be taken out from
Equation (4) to consider the worst case. O(o, β) and O′(o, β) do not represent different
meanings, but O(o, β) is changed to O′(o, β) for simplicity and accuracy of the calculation.

Tclk
2 −

(o−1)
2

Tclk
o −

(o−1)
2 βTclk

oβTclk
+ 1 = O′(o, β) (8)

O′(o, β) + 1 ≤ 7− (o− 1)
2

. (9)

Equation (9) is derived from the following process. Since the counter code is reset
to 10001000, the upper 4-bits of the counter code (the counter’s output) change after the
counter receives eight ones, which means the counter’s output remains stationary until
it receives seven (net) ones or zeros. In the odd-denominator case, after O(o, β) · o ·
Tasync seconds, the net accumulation value in the counter code is (o − 1)/2 (or −(o − 1)/2
depending on the initial phase relationship between CLK and CLK_async) due to the
asymmetric sampling in the odd denominator in α.

The value of β should be chosen so that the inequality in (9) holds to prevent the
counter update. From Equation (8), to prevent the unintentional update of the counter
output due to the consecutive 1 s or 0 s, β should be larger than 0.00455 when o = 5,
and β should be larger than 0.002977 when o = 7. Figure 5a–c show the peak-to-peak
variations of the upper 4 bits in the counter code (which is the output of the counter)
in some odd-denominator conditions (o = 5 and 7) and an even-denominator condition
(e = 4) respectively. Similar to the result of Section 3.1, when the value β is very small
near old-denominator conditions, it can be seen that the counter code moves largely from
4′b0000 to 4′b1111 without being settled, which prevents the DCC from operating properly.
In addition, the even-denominator condition shows that the overall counter code does not
change when the input duty cycle of the clock is 50%, regardless of the beta value, which
indicates that the DCC operates properly. The shape of the theoretical curve turns out to be
similar to those from simulations when β is very small, but as β grows larger, deviations of
simulation results from the mathematical derivations are observed, as the basic assumption
on the odd/even-denominator conditions (β is very small) does not hold anymore.
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Equation (10) is a generalized version of (9), assuming the least m bits of the counter
code are trimmed for deriving the counter output. Because increasing the number unused
bits for duty control does not affect any other conditions, Equation (10) can be made by
changing the margin (from 7 to 2m−1), which is needed to prevent an unintentional update
of upper bits of the counter output.

O′(o, β) + 1 ≤ 2m−1 − 1− (o− 1)
2

. (10)

4. Design Example

When the proposed AS−DCC, as shown in Figure 1c, is implemented with the 8-bit
counter which is used in Verilog simulations in the previous session, the quantization
errors due to the finite resolution of the counter cause 1-bit toggling of output bits in stable
conditions. Clock signals created by the clock generator were passed through the AS−DCC
to see how the counter works during the proposed AS−DCC process. Figure 6 shows the
maximum and minimum digital code of the 4 MSBs of the 8-bit counter in the proposed
AS−DCC in steady states. If the difference between the maximum and minimum counter
output is 1, the observation implies that the output is toggling between two adjacent
values (1-bit toggling). In Figure 6a, the maximum and minimum values of the counter are
measured in two odd-denominator conditions across various values of β. It turns out that
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the output toggles more than two when the AS−DCC enters the unstable region, while
the output toggles just 1-bit entering stable regions. The counter bit toggles 1-bit when
the AS−DCC is operating in even-denominator conditions, as shown in Figure 6b, as the
AS−DCC operates in stable conditions in the even-denominator condition, as investigated
in Section 3.
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The observation that the AS−DCC’s counter output will toggle between two adjacent
values is utilized to detect the operating condition of the AS−DCC and avoid its operation
in unstable conditions; however, if the AS−DCC’s counter digital code changes by more
than 2 bits, this implies that the AS−DCC is operating in an unstable condition. By
using the algorithm presented in Figure 7a, the AS−DCC’s operating condition can then
be changed by slowing down the oscillator frequency for Tasync to avoid the operation
falling in the unstable condition. As shown in Figure 7c, the FSM detects unstable settling
conditions and slows down the oscillator. To verify this algorithm in terms of simulation,
the simulation was performed by reducing the oscillator frequency when more than 1 bit
of toggling was detected. Figure 7b shows a post-layout simulation result of the duty cycle
changes of the output of the proposed AS−DCC operating before and after applying the
algorithm. The initial operation condition for the simulation is given by Tasync = 520.0217 ps
and Tclk = 100 ps, which means that the CLK_async is under the odd denominator of 5
because α = 0.200217 and β = 0.000217, hence the duty cycle oscillates from 47.5 to 51%
without applying the control scheme, as shown in Figure 7b. After the control scheme is
turned on, however, Tasync is increased to Tasync = 520.8317 ps, which means that the value
of β is increased from 0.000217 to 0.008317. According to Figure 6a, 0.008317 is big enough
to deviate from the odd-denominator condition. As a result, the AS−DCC escapes out of
the unstable condition and the duty cycle toggles only between 49.5 and 50%.

The proposed AS−DCC is designed in a 40-nm CMOS process, occupying an area of
0.0082 mm2 including a clock generator (Figure 8). It consumes 530 uW per one DCC with
1 V supply voltage when the frequency of CLK is 8 GHz and that of CLK_async is about
88.24 MHz in post-layout simulation. The maximum duty-cycle error at the output in the
range 4 GHz to 8 GHz is measured to be lower than 0.8◦, which is a very small error.

Table 1 shows a comparison with previous studies. The proposed circuit operates at a
high-frequency range, not only without occupying a large area, but also consuming less
power compared to other circuits.
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Table 1. Performance comparison.

[10] [15] This Work

Process 55 nm 180 nm 40 nm

Operating frequency (GHz) 0.333~1 0.2~0.6 4~8

Output duty cycle error (%) ±2 ±2.5 ±0.8

Area (mm2) 0.0186 0.0252 0.0082

Power consumption 2.09 mW
@1 GHz

5.49 mW
@600 MHz

4.7 mW
@8 GHz

5. Conclusions

This paper presents a method to prevent and escape the unstable state of asynchronous
sampling to properly apply the asynchronous algorithm to correct the duty cycle of high-
frequency clocks. Theoretical analysis and estimation of the duty cycle oscillation con-
dition are performed along with post-layout simulations verifying the analysis. The
post-layout simulations following the Verilog simulations for digital-level verifications in
Sections 3 and 4 show good agreement with the theoretical predictions.
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