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A Comparative Evaluation of a Single and
Stereo Lighthouse Systems

for 3-D Estimation
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Abstract—The lighthouse localization system has recently
been developedand used for localization in virtual reality (VR).
Not only for VR but also for a general indoor positioning sys-
tems (IPSs) it has several advantages over existing methods,
including low cost, wide detection area, and easy setup. Here,
we adopt the stereo configurationof a lighthouse for improved
sensing performance and propose a novel calibration method
for stereo configuration. For the stereo calibration, the exact
positions of sufficient corresponding points in two sensor
coordinates need to be determined. A printed checkerboard
is widely used for stereo camera systems because it is easy
to construct and its accuracy is guaranteed owing to its
printing accuracy. However, in the case of the lighthouse
system, it is very difficult or impossible to construct a highly
accurate calibration board similar to the checkerboard mainly
because of manufacturing errors. In this study, we use a
receiver sensor and a two-axis linear stage equipped with
micrometers. By moving predetermined distances along the
x and y directions on the linear stage, we can obtain multiple-
point information with high accuracy, which can then be used for the stereo calibration of two lighthouses. In this paper,
the calibration and pose estimation procedures are described in detail, and the pose estimation result of the perspective-
n-points method is compared with that of the triangulation method. Finally, the pose estimation accuracy of the proposed
system is compared with that of a commercial system that is widely used for highly accurate medical applications.

Index Terms— Base station, calibration, lighthouse, pose estimation, virtual reality.

I. INTRODUCTION

IN ORDER to give a user of virtual reality (VR) system
highly immersion, to freely interact between a user and the

virtual environment, accurate and low latency tracking is one
of the most important requirements for the VR system [1].
This accurate and fast tracking is expected to be used in
variety of applications not only for entertainment [2] but also
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for medicine [3], engineering and design [4], military [5],
education [6], virtual prototyping [7], and architecture and
cultural heritage [8]. To meet the high requirements of track-
ing, lighthouse localization system of HTC Vive use inertial
measurements and light data from the inertial measurement
unit (IMU) and the photodiodes in the tracked object like
HMD, controller, and tracker [9]. Before emerging of Vive
tracking system, there already exist similar trackers that only
use light data like Minnesota scanner [10] and indoor global
positioning system (iGPS) [11]. Actually, the architecture of
iGPS is similar to the second generation lighthouse localiza-
tion system [11], [12]. The lighthouse localization system has
been developed as a suitable device for VR incorporating IMU
into existing rotating laser localization technology. Consider-
ing only light data, the lighthouse localization system can be
largely divided into two parts: lighthouses and a tracked object.
A lighthouse periodically emits two types of light source: a
synchronization flash, an infrared (IR) sweeping laser plane.
And a tracked object calculates its pose using the time interval
of the lights from the lighthouse [13].

Several researches that assessed 3-D pose estima-
tion of the lighthouse localization system have been
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conducted [9], [13]–[25]. Niehorster et al. [14] firstly
conducted experiments with the lighthouse system and
announced the results about its accuracy, jitter, and latency.
They reported that a sufficient care must be taken to use the
system for general research purpose because the lighthouse
system has a systemic error of a slanted ground problem.
Sitole et al. [25] solved the systemic error problem raised by
Niehorster et al. using an additional tracked object as a global
tracking frame. Groves et al. [20] conducted experiments using
the second generation lighthouse system, commercial optical
tracking system, and a hybrid system that combined former
two systems for a medical application. They concluded that
the lighthouse system could be used for the medical field
and added that updated software and upgraded hardware may
make a different result from Niehorster’s. Borrego et al. [18]
compared the lighthouse localization system with Oculus Rift
(Oculus VR, Irvine, CA) about their working area, accuracy,
and jitter.

On the other hand, Azad et al. [26] compared stereo
and mono configuration of cameras theoretically and exper-
imentally to estimate six degree of freedom (DOF) pose
of objects and concluded that pose estimation using stereo
method were more robust and accurate. The accuracy of the
camera calibration, which obtains intrinsic parameters related
to camera itself and extrinsic parameters about geometric
relation between two cameras is an important factor that
determines the performance of the stereo vision [27]. In 3-D
pose estimation with lighthouse system using SteamVR plugin
or openVR software development kit (SDK) that is offered by
manufacturer’s side, the lighthouses are being used in a typical
configuration where two base stations are being diagonally
mounted above head height at maximum 5 m distance with
a tilting angle of 30 to 45 degrees [14], [18]–[25]. It seems
that the lighthouses do not use stereo matching method for
3D estimation but use 3D-2D correspondence [15], [19] but
multiple base stations were used for the expansion of detecting
range. In this configuration of lighthouses, when line of sight
from a lighthouse is blocked, the whole lighthouse system
still estimates the pose of the object using another lighthouse.
This setup and configuration is appropriate for VR because
the size of the detecting range is more important than the
tracking accuracy. In tracking applications such as medical
purpose, the stereo method would be more appropriate than
the typical mono method because the accuracy is much more
important than the size of the detecting area. In this study,
we investigate lighthouses with a stereo method. To the best
of our knowledge, there has been no study comparing 3-D
pose estimation results of the stereo and mono configuration
of the lighthouse.

The aim of this study is two-fold. First, we proposed a
novel stereo lighthouse calibration method by adapting an
algorithm proposed by Zhang [28] which is widely used for
camera calibration. For the calibration, the accurate positions
of corresponding points in two lighthouse coordinate frames
need to be determined. We use a photodiode and a two-axis
linear stage. By moving intended distances along the two
different directions on the linear stage, we can get multiple-
point information with high accuracy, which can then be used
for the stereo lighthouse calibration.

Second, we comparatively evaluated the accuracy and jit-
ter using the single and stereo configuration of lighthouse
localization system in static state. For a position estimation,
PnP method is used for a single lighthouse and triangulation
method is used for a stereo lighthouse. The two methods are
described in detail for potential users of this technology. The
result of the stereo lighthouse calibration which represents
geometric relationship between two lighthouses is neceassary
for the triangulation method. For medical or research purpose,
we set the tracking area rather smaller like recumbent human
body size [29] than the original lighthouse tracking area [14].
Furthermore, we compared the position estimation according
to distance and vergence between two lighthouses. Finally,
we compared our results with those of other research groups.

This paper is organized as follows. In Section II, the
hardware and software used in the experiments are described.
In Section III, the pose estimation algorithm using the light-
house system is explained in detail. We explain the basic
operation of the lighthouse, as well as its calibration and
pose estimation, using both PnP and triangulation methods.
In Section IV, the experimental environment as well as
the calibration and position estimation results are described.
In Section V, the conclusion of this research is presented.

II. MATERIALS

A. Hardware
Our lighthouse localization measurement system com-

prises two Vive lighthouses (HTC Corporation, Taoyuan City,
Taiwan), a tracked object, and an operating system (Fig. 1).
The tracked object was attached to the end-effector of a six-
degree-of-freedom device comprising three-axis rotation and
translation stages. The tracked object consists of four photo-
diodes and a micro-controller unit (MCU). The photodiode
is TS3633-CM1 (Triad Semiconductor, Inc., Winston-Salem,
North Carolina, US), which converts infrared light pulses to
electrical pulses. The MCU is Teensy 3.2 (PJRC.COM, LLC.,
Sherwood, Oregon, US) whose clock frequency is 48 MHz.
The three-axis rotation stage is TTR001 (Thorlab, Inc., New-
ton, New Jersey, US), and it provides ±5◦ adjustment and
0.036◦ resolution in the pitch and roll directions, and ±10◦
adjustment and 0.03◦ resolution in the yaw direction. The
three-axis automatic translation stage comprises three T-LSM
Series (Zaber Technologies Inc., Vancouver, British Columbia,
Canada). The moving range of the linear stage in the x and
z directions is 100 mm and that in the y direction is 50 mm.
The accuracy of the linear stage is 8 μm and its resolution
is 50 nm according to the online manual of the manufacturer.
For the 3-D reference sensor, Polaris Spectra infrared camera
(Northern Digital Inc., Waterloo, Ontario, Canada) was used.
Based on its specification, the sensor can measure the 3-D
position of infrared reflective spheres with a less than 0.30-mm
root-mean-square (RMS) error.

B. Software
MATLAB (Mathworks Inc.) was primarily used for the

experiments. Open-source computer vision library (OpenCV)
library was used only for the lighthouse calibration [30],
and Arduino 1.8.12/Teensyduino 1.51 was used to operate
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Fig. 1. Components of the localization system and the coordinate
frames. (a) 3-D measurement system comprising the lighthouses,
tracked object, operating system, and rotation and translation stages.
A tracked object is attached on the end-effector of the rotation and trans-
lation stages. (b) Components of our tracked object and its geometric
information. (c) Coordinate frame of the two lighthouses and the tracked
object.

the MCU of the tracked object. Furthermore, Zaber Console
software was used for the automatic xyz stage.

III. METHODS

In this section, we introduce the process for obtaining the
position and orientation of the tracked object in detail. PnP
method with a single lighthouse and triangulation method
with a stereo lighthouse were used to estimate the pose of
the tracked object as shown in Fig. 2. The basic operation of
the lighthouse, as well as its calibration and pose estimation,
is described in the following subsections. Calibration is nec-
essary only for triangulation-based pose estimation.

A. Basic Operation of Lighthouse
In this subsection, we explain the basic operation of a light-

house system and the mathematical procedure for obtaining
a unit vector from the raw data of the lighthouse system.
A lighthouse comprises two main parts: an IR array and
two rotors [12]. The IR array periodically emits light to
synchronize the starting time; one rotor emits vertical laser
sweep and the other rotor emits horizontal laser sweep. The
four photodiodes of the tracked object detect the synchronized

Fig. 2. Two schematic diagrams for pose estimation. (a) PnP method
using a single lighthouse and the geometric information between the
points. (b) Triangulation method using a stereo lighthouse and the
transform between two lighthouses.

starting time (sync) and beam light, and the MCU saves the
interval time between the sync and the beam light of each
photodiode [13]. The lighthouse blinks a sync flash and the
MCU starts clock counting as soon as the sync light reaches
the photodiode. After a short time that varies according to the
angular distance between the lighthouse and each photodiode,
the laser plane sweeps the photodiode. After this second signal
from the photodiode, the MCU ends clock counting (tickv)
and saves it. The counting of horizontal laser plane tickh is
obtained in a similar manner.

The procedure for obtaining the unit vector is as fol-
lows [31]. The rotors rotate at 60 revolutions per sec-
ond [12]. In other words, the rotors complete one revolution
in 16,666 μs and half revolution in 8,333 μs. The clock fre-
quency of the MCU is 48 MHz. tickv and tickh are converted
to vertical and horizontal angle (θv, θh) between the lighthouse
and the photodiode respectively using:

θv =
(

tickv

48
− 4000

)
× 180

8333
(1)

θh =
(

tickh

48
− 4000

)
× 180

8333
(2)

where, 48 relates the clock frequency of the MCU, 4000 is
central time offset in μs, 8333 is half revolution time of the
rotor in μs, and 180 is used to express θv and θh in degree.

The next step is to obtain normal vectors of planes from θv
and θh. For example, a lighthouse B0, its coordinate frame and
the photodiode of a tracked object P1 are shown in Fig. 3a,
in which two laser planes reach P1. In this situation, normal
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Fig. 3. (a) Unit vector û01 from origin B0 of the master lighthouse to
photodiode P1 is described in 3-D view. (b) Normal vector nv about the
vertical plane is described in 2-D view. (c) Normal vector nh about the
horizontal plane is described in 2-D view. The vertical laser plane rotates
about the –y axis and the horizontal plane rotates about the x axis.

vectors about vertical and horizontal planes are nv and nh,
respectively. From Fig. 3b, 3c, (3) and (4) can be obtained.
The unit vector û from the lighthouse to the photodiode is
obtained using the cross-product of the two normal vectors as
given by (5).

nv = [cosθv, 0, sinθv]T (3)

nh = [0, cosθh, sinθh]T (4)

û = (nv×nh)/nv×nh (5)

B. Calibration
The purpose of calibration is to identify the geometric

relationship between two lighthouses as described in Fig. 2b.
The relationship 0T1 comprises a 3 × 3 rotation matrix R and
a 3 × 1 translation vector T, and is given by:

0T1 =
[

R T
0 1

]
(6)

The concept of stereo camera calibration was adopted in our
lighthouse calibration. Using several pictures of a checker-
board (see Fig. 4a) in various positions and orientations,

Fig. 4. (a) Checkerboard used for stereo camera calibration. (b) Pro-
posed calibration procedure of the checkerboard. The locus of the
photodiode is similar to the 15 points inside the blue-dotted rectangle
of the checkerboard. The locus is precisely determined by the automatic
xyz stage and one photodiode with an intended distance.

intrinsic and extrinsic parameters of the stereo camera were
calculated. The camera calibration accuracy is guaranteed
owing to its printing accuracy. For the lighthouse calibration,
the xyz stage and one photodiode was substituted for the
checkerboard as shown in Fig. 1. Using this apparatus, the
unit vectors about 15 points from the two lighthouses were
measured (Fig. 4b). Owing to the accurate positioning of the
xyz stage, we can obtain the exact data for calibration.

Furthermore, we used an OpenCV function whose core
algorithm was based on Zhang’s method [28]. Since Zhang’s
method was initially developed for stereo camera calibration,
we performed three steps for the lighthouse calibration. First,
we determined the number of point sets. The number of
cross points of the checkerboard is 48 as shown in Fig. 4a.
We took ten different angle and distance photos of the board
to obtain a stable calibration result. Consequently, we used
480 points for the camera calibration. For the lighthouse,
we obtained data 36 times in the target area as shown in
Fig. 7a. We obtained 540 points for the stereo lighthouse
calibration. For reference, 1280-point data were used by
Zhang [32] to test his algorithm.

Second, we found the contact points between the unit
vectors derived in the previous subsection and the virtual
planes as shown in Fig. 5. Assume that an arbitrary plane
exists. This plane is apart from the origin with a length f
along the z-axis and normal to the z-axis using the relation:

Ax+By+Cz+D = 0 (7)

where A and B are zero, because the plane is normal to z-axis,
C and D are scalar variables determined by f in Fig. 5. Assume



CHO et al.: COMPARATIVE EVALUATION OF SINGLE AND STEREO LIGHTHOUSE SYSTEMS 24795

Fig. 5. Intersections (pi
1, p

i
2, p

i
3, p

i
4) between a virtual 2-D plane I and unit

vectors. The virtual plane is perpendicular to the z-axis of the coordinate
frame B0 and placed at a distance f from B0. The virtual plane acts as
an image plane in the camera and the distance f acts as the focal length
in the camera. The intersections are used as input of the lighthouse
calibration process.

an arbitrary line t that passes two points t1 and t2:

t =t1+u(t2 − t1) (8)

In this case, the unit vectors from the lighthouses to pho-
todiodes are obtained in the previous subsection. Therefore,
t1 and t2 are known variables but u is an unknown scalar
variable. For better understanding, (8) is rewritten as:⎡

⎣ x
y
z

⎤
⎦ =

⎡
⎣ x1

y1
z1

⎤
⎦+ u

⎡
⎣ x2 − x1

y2 − y1
z2 − z1

⎤
⎦ =

⎡
⎣ u(x2 − x1) + x1

u (y2 − y1) + y1
u (z2 − z1) + z1

⎤
⎦ (9)

u can be obtained from (7) and (9). The contact points are
then obtained from (9) by substituting the unknown u with
the calculated value. Consequently, the contact point between
arbitrary planes and the unit vectors is given as:

pi
j = t̃ + f

2
=

[
x + f

2
, y + f

2

]T

(10)

where t̃ is a 2 × 1 vector from (9) without the z-axis value,
pi

j is a coordinate on an arbitrary plane whose origin is on the
upper left corner, j of pi

j indicates a photodiode number and
i is used to distinguish from 3-D coordinate pj as shown in
Fig. 3.

Finally, we tuned the function for calibration to estimate
only the extrinsic parameters for the lighthouses. If intrinsic
parameters are not estimated with high accuracy, the function
may diverge [30]. Thus, we can obtain a better calibration
result when we estimate only the rotation matrix (R) and the
translation vector (T) between the two lighthouses. Hence,
we obtained 0T1.

C. Pose Estimation
The pose estimation is divided into two steps. In the first

step, the positions of four photodiodes (P1, P2, P3, P4)
about the world coordinate frame B0 (Fig. 2) were determined
using PnP and triangulation methods. In the second step, the
orientation of the tracked object was calculated, given the
positions of the photodiodes. Unit vectors û01, û02, û03, and
û04 are from B0; û11, û12, û13, and û14 are from B1.

A major difference between the PnP and triangulation meth-
ods is additional information, except the number of required

lighthouses. As shown in Fig. 2a, the geometric information
of the tracked object (l12, l13, . . . , l34) is necessary for the PnP
method, whereas a relationship (0T1) between two lighthouses
is required for the triangulation method (Fig. 2b).

1) PnP Method With a Single Lighthouse: According to
Leptetit [33], the purpose of PnP method is to find the position
and orientation of a camera with its intrinsic parameters and
a set of n correspondences between 3-D points and their 2-D
projections. PnP problems are solved using iterative and non-
iterative methods.

We calculated the positions of the photodiodes using
a geometry-based PnP method that is similar to that of
Islam et al. [13], which is an iterative method. From Fig. 2a,
the variables are defined as follows: the distances between the
lighthouse and the photodiodes are unknown variables: L1 =
B0P1, L2 = B0P2, L3 = B0P3, L4 = B0P4. Furthermore,
the distances between the photodiodes are known variables:
l12 = P1P2, l13 = P1P3, l14 = P1P4, l23 = P2P3, l24 = P2P4,
l34 = P3P4. For the angles, θ12 = � P1B0P2, θ13 = � P1B0P3,
θ14 = � P1B0P4, θ23 = � P2B0P3, θ24 = � P2B0P4, θ34 =
� P3B0P4. From the six triangles B0P1P2, B0P1P3, B0P1P4,
B0P2P3, B0P2P4, and B0P3P4, the following six equations
can be derived using cosine law:

L2
1 + L2

2 − 2L1L2cosθ12 − l212 = 0,

L2
1 + L2

3 − 2L1L3cosθ13 − l213 = 0,

L2
1 + L2

4 − 2L1L4cosθ14 − l214 = 0,

L2
2 + L2

3 − 2L2L3cosθ23 − l223 = 0,

L2
2 + L2

4 − 2L2L4cosθ24 − l224 = 0,

L2
3 + L2

4 − 2L3L4cosθ34 − l234 = 0, (11)

where cosθ12,13,...,34 are calculated by the dot product of the
unit vectors. The dot product is given by (12). Equation (13)
can be simplified from (12) because û01 and û02 are unit
vectors.

û01·û02 = |û01||û02|cosθ12 (12)

cosθ12 = û01·û02 (13)

Equation (11) is a non-linear problem with four unknowns
and six equations solved using the Levenberg–Marquardt (LM)
algorithm [34], [35]. After determining L1, P1 whose origin
is B0 was obtained using (14), and P2, P3, and P4 were
calculated in a similar manner.

P1 = L1û01 = [
L1û01x, L1û01y, L1û01z

]T (14)

2) Triangulation Method With a Stereo Lighthouse: Tria-
ngulation method finds the closest points of two unit vec-
tors from two lighthouses about the same photodiode [36].
In Fig. 2b for example, û01 from B0 and û11 from B1 are the
two unit vectors, and P1 is a photodiode. For a stereo light-
house, B0 denotes the master lighthouse and world coordinate
frame and B1 is a slave lighthouse. R and T, which are the
results of the calibration process are used here. Let us estimate
P1 using triangulation method. B1 is set apart from B0 with
T like

B0 = [0, 0, 0]T , B1 = T (15)
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Fig. 6. A coordinate frame of master lighthouse (B0) is described in (a).
The origin of the coordinate frame is in the intersection of the rotating
axes of the two rotors. A coordinate frame of the tracked object (T0) and
geometric information of the photodiodes are described in (b).

R converts û11 (a unit vector about B1) to û11r (a unit vector
about B0) using:

û11r = Rû11 (16)

P01 represents position of P1 about B0 and P11 represents the
position of P1 about B1 as follows:

w0 = B0 − B1 (17)

a = û01·û01,

b = û01·û11r,

c = û11r·û11r,

d = û01·w0,

e = û11r·w0 (18)

P01 = be − cd

ac − bb
û01 + B0,

P11 = ac − bd

ac − bb
û11r + B1 (19)

where w0 and a–e are used to simplify (19). The estimated
position of P1 is obtained as the midpoint of P01 and P11 as
given by (20). P2, P3, and P4 can be obtained in a similar
manner.

P1=(P01 + P11)/2 (20)

3) Orientation Estimation: After obtaining the position of
P1 ∼ P4 about coordinate frame B0, we can calculate the
orientation of the tracked object using Horn’s method [37].
This method is used to find the coordinate transform between
two coordinate frames using corresponding coordinates of
same points in the two different frames. In our case, the
coordinates of four photodiodes about coordinate frame T0
were fixed as described in Fig. 6b. The other coordinates
about coordinate frame B0 were calculated in the previous
subsection. The result of Horn’s method is a position and
orientation between B0 and T0. The orientation is represented
by a unit quaternion.

IV. RESULT

A. Experimental Setup
The experimental setup (Fig. 7) shows the hardware posi-

tioning. Two red circles represent two lighthouses in the first
experiment. The lines of sight of the two lighthouses are
parallel. Two blue circles represent two lighthouses in the
second experiment. For the second experiment, we enlarged

Fig. 7. (a) shows experimental setup in aerial view. Red circles represent
the position of the lighthouse at first experiment, blue circles represent
the lighthouse at second experiment, and a green circle represents
stereo camera. Five gray arrows attaching to circles represent the
direction of each tracking system. A cart represented by gray rectangle
containing an xyz stage represented by red rectangle with the tracked
object moves 12 sections in the target area for the calibration and pose
estimation. A green dotted polygon represents detecting area of the
stereo camera. (b) shows experimental setup of the first experiment using
lighthouse in lateral view. (c) shows experimental setup of the second
experiment using lighthouse in lateral view. (d) shows experimental setup
using stereo camera in lateral view. All symbols (a–m) representing
distance between objects are given in TABLE I.

the distance and the vergence angle between the two light-
houses. The green circle indicates a stereo camera. The master
lighthouse of each case was used for pose estimation using PnP
method. The distances in Fig. 7 are given in Table I. Some
distances (c, d, k, l, m) have minimum and maximum values
according to the location of a cart. The cart carries the xyz
stage and the tracked object moves from 1 to 12 in the target
area of Fig. 7a.
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TABLE I
SETTING POSITION OF THE EXPERIMENTAL SETUP

Fig. 8. We use an automatic xyz stage and a photodiode of the
tracked object to assess the accuracy and jitter of our system. Using
the automatic xyz stage, the photodiode moves precisely and sequently
from ① to ⑧. The positions of a photodiode are saved 250 times and then
the data is averaged excepting abnormal value.

We set the target area because our goal was to evaluate
the accuracy of the stereo lighthouse by comparing it with a
commercial stereo camera. We also set the target area to fit
the measurement area of the camera system. The tracking area
of the stereo camera represented with the green dotted line in
Fig. 7a is smaller than the tracking area of the original light-
house setup. We performed an experiment in the maximum
overlapped area between our lighthouse system and the stereo
camera.

We now describe how to obtain the position of one pho-
todiode. To avoid confusion, we refer to the position of
the cart as target and the position of the tracked object
on the xyz stage as position. Thus, there were 12 targets
(Fig. 7a) and eight positions (Fig. 8) per target. We used a
cart to move from one target to another and the xyz stage
to move from one position to another. To obtain the position
of one photodiode, we averaged 250 samples at one position.
Likewise, we obtained 96 position data in the 12 targets.

B. Result

1) Calibration Result: Two calibration results about two sets
of the lighthouse positioning were obtained. Equation (21)

TABLE II
AVERAGE ACCURACIES AND JITTERS ABOUT FIVE EXPERIMENTS

represents the relationship of the first experiment represented
by red circles in Fig. 7a. The coordinate frames of the light-
houses are shown in Fig. 1c. The orientation part of (21)
is compatible with the setup of the two lighthouses for the
first experiment as observed in Fig. 1c. The translation part
of (21) also accurately represents the distance between the
two lighthouses. In the second experiment, the faces of the
two lighthouses were tilted to focus on the center of the target
area (gray arrow in Fig. 7). Although the calibration result (22)
cannot be confirmed intuitively, the norm (3.11 m) of the
translation part of (22) is similar to the distance f (3.20 m)
between the blue circles in Fig. 7a.⎡

⎢⎢⎣
0.9994 −0.0053 −0.0351 1307.89
0.0042 0.9996 −0.0295 17.59
0.0352 0.0293 0.9989 135.15

0 0 0 1

⎤
⎥⎥⎦ (21)

⎡
⎢⎢⎣

0.9343 0.3251 −0.1459 382.96
−0.2858 0.4392 −0.8517 2680.66
−0.2128 0.8375 0.5033 1537.67

0 0 0 1

⎤
⎥⎥⎦ (22)

2) Position Estimation Result: We first define the term accu-
racy and jitter used in this paper. We obtained the data of eight
positions moved by the automatic xyz stage per target (see
Fig. 8). With these eight points, we made 28 lines such as ①②,
①③, …, ⑦⑧. We then averaged the difference between the
desired distance and the measured distance to obtain accuracy
using:

E = 1

N

∑N

i=1
|Di − Mi | (23)

where N is 28, the number of lines, Di indicates the desired
distance, Mi represents the measured distance, and |·| is an
operator to calculate absolute values. Jitter is a means of
measuring the precision of a localization system [20], [38].
We calculated jitter using:

J = 1

L

∑L

j=1

√
1

M

∑M

i=1

∥∥Pi j − P̄j
∥∥ (24)

where L is 8, number of position per target, M is 250,
number of sample per position, Pij is the measured position
of i th sample of j th position, P̄j represents the mean position
of 250 samples of j th position, and ‖·‖ indicates Euclidean
distance between two points in 3-D space.

Fig. 9 - Fig. 11 and Table II are results of the position
estimation about one photodiode of the tracked object in our
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Fig. 9. Average accuracies with jitters about five experiments. We used
96 points in 12 targets for the calculation of the pose estimation at
the each experiment. #1 means first experiment, L. means lighthouse,
and Cam. means camera. For single lighthouse experiments, we used
master lighthouse in each experiment (refer to Fig. 7a). The values of
the accuracies and jitters are given in TABLE II.

Fig. 10. Accuracies of five experiments in twelve targets. In each target,
8 positions of the photodiode were measured and then 28 lines made
from the 8 points were compared to the desired length. The average of
the difference between the measured and the desired length is defined
as accuracy.

target area (Fig. 7). All the figures and the table show the
results of five different experiments for accuracy assessment.
Fig. 9 and Table II show the accuracy and the jitter, in which
a well-tuned stereo lighthouse (#2 Stereo L.) has a better
result than a single lighthouse. The accuracy and jitter of the
second experiment for 12 targets using a stereo lighthouse
are 1.131 mm and 0.141 mm, respectively, whereas the corre-
sponding best results for a single lighthouse are 2.199 mm and
3.238 mm, respectively, as shown in Table II. The accuracy
result about 12 targets is shown in Fig. 10, and that of jitter
is shown in Fig. 11.

3) Result Analysis: From the results, we can guess some
characteristics of the lighthouse localization system. First, the
distance and vergence angle between the lighthouses affect the
accuracy of pose estimation. In Fig. 10, the single lighthouse
shows a better result than the stereo lighthouse in the first
experiment (red solid lines in Fig. 10). However, in the second
experiment (blue dotted lines in Fig. 10), the stereo lighthouse
has a better result than the single lighthouse. The difference

Fig. 11. Jitters of five experiments in twelve targets. 8 positions of the
photodiode were measured in each target and 250 times were measured
in each position. Jitter is defined as the average of the difference between
the measured and averaged position about the 2000 points.

between the first and second experiments is the distance and
vergence angle between the lighthouses. Kyt‘̀o et al. [39]
showed the relationship between the distance between the
cameras and the depth resolution. Meanwhile, Sahabi and
Basu [40] analyzed the correlation between the vergence angle
and the depth resolution with stereo images. Our results are
compatible with those of the two studies.

Second, a stereo lighthouse is more precise than a single
lighthouse. As jitter quantitatively represents precision [38],
the jitters of the stereo lighthouse show much better results
than those of the single lighthouse (Fig. 11). Furthermore,
the jitters tend to increase when the distance between the
localization system and the tracked object increases.

We initially supposed that we use lighthouse tracking tech-
nology as a tracking method for medical or research purpose
demanding rather small area but high accuracy. Conclusively,
for stereo lighthouse, longer distance and larger vergence
angle between lighthouses would make better accuracy at pose
estimation. However, optimal vergence angle and distance for
best tracking accuracy is not obtained yet. It may require
several and intensive experiments with various conditions.
For single lighthouse, frontal facing the lighthouse and the
tracked object is more critical than other factors. Short distance
between the lighthouse and the tracked object is good for
tracking considering jitter for both lighthouse configurations.

4) Comparison With Other Research: Before comparing our
position estimation result with those of previous studies,
we briefly mention something related to the comparison.
We selected three papers among several papers dealing with
the accuracy of the lighthouse system for quantitative compar-
ison. Because of the difference in the test area, the number of
tests, test apparatus, etc., the comparative evaluation has some
limits.

Through the comparison, we made several observations.
First, the results of our experiments are reliable compared with
those of the previous studies. The results of the same stereo
camera used by Groves [20] and ours are very similar. The
accuracy is 0.49 mm and 0.21 mm, respectively, and the jitter
is 0.04 mm and 0.11 mm, respectively (Table III). One reason
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TABLE III
ACCURACY AND JITTER COMPARISON AMONG SEVERAL RESEARCH

for the difference in accuracy could be from the different
positioning devices that carry the tool detected by the stereo
camera. We used the xyz stage, whereas Groves [20] used a
computer numerical control (CNC) machine. The difference in
moving distance between our experiment (50–150 mm) and
Groves’ (50 mm) may also have affected the results. The
reason for the difference in the jitter results may be due to
the difference in the number of samples: 250 samples in ours
and 25 samples in Groves’ [20].

Second, our proposed stereo method shows compatible
accuracy and precision comparing those of other studies.
Although Ameler’s work [23] shows the best result, the
number of test points is relatively small compared to other
results (Table III).

Third, the precision of the customized tracked object is
lower than that of commercial tracked objects. Our single
lighthouse and Yang’s [15] result has a higher jitter than
Groves’ [20] and Ameler’s [23]. The difference between
the two groups is the tracked object. Both Yang’s and our
method used fabricated tracked objects, whereas Groves [20]
and Ameler [23] used commercial objects. In our opinion,
the number of photodiodes and manufacturing quality may
explain the difference in jitter. The precision is enhanced when
the stereo configuration is applied to the same device and
circumstance.

V. CONCLUSION AND FUTURE WORK

To enhance the accuracy of the lighthouse system, we pro-
posed a stereo lighthouse configuration. For this configuration,
we proposed a calibration method for a stereo lighthouse
using two linear micro-stages and one photodiode. We also
described the procedures for obtaining the position of one
photodiode using PnP and triangulation methods. Specifically,
we compared the accuracy of two lighthouse setups for
pose estimation: a single lighthouse with PnP and a stereo
lighthouse with triangulation through experiments. The stereo
lighthouse with vergence gave the best result among all the
tested configurations and showed better accuracy than those
of previous researches.

The lighthouse localization system could be used
for research purposes under certain circumstances.

Niehorster et al. reported that the lighthouse system has
a slanted reference plane that causes error and the calibration
to fix the slanted plane is difficult when tracking is lost. In a
small area where the risk of tracking loss is low, the lighthouse
system could be used for experiments, albeit with care [14].
Groves et al. [20] also insisted that the lighthouse system
can be used for research and medical purposes. We agree
with the opinion of the two previous research groups. If the
conditions of a line of sight and a small detecting area are
satisfied, experiments with the lighthouse system are possible.
For more accurate experiments, we recommend the stereo
configuration of the lighthouse system. However, currently,
the accuracy and precision of the lighthouse system are lower
than those of the stereo camera.

Our final goal is to improve the accuracy of lighthouse
pose estimation up to the level of that of a commercial stereo
camera system, which is widely used in medical and research
applications. We suggested stereo configuration of lighthouse
for better accuracy with a calibration method and also showed
that vergence angle and distance between lighthouses influence
the estimation accuracy. With improved accuracy, the light-
house system can be used for various applications, for exam-
ple, neuro-navigation [41]. The accuracy can be improved by
increasing the tracking resolution. To achieve this, the rotation
speed of the rotors of the lighthouse needs to be changed or
the MCU of the tracked object needs to have a different clock
frequency. These will be addressed in our future work.
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