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ABSTRACT Since polar codes are capacity-achieving codes, there have been various research works
devoted to devising efficient implementation methods as well as improving error-correction performance.
Since quantization is a critical implementation issue, in this paper, a nonuniform quantization method is
proposed for the successive cancellation (SC) decoder of polar codes, which finds quantization boundary
values based on the analysis of various quantization levels over the additive white Gaussian noise channel.
Since low computational complexity, high reliability, and efficient memory management are required in
the next-generation communication and memory systems, 2-4 bit precision levels are mainly considered
in the proposed nonuniform quantization method. Depending on the presence of erasure, quantization
levels are divided into three types, and the message alphabets and update rules are derived for each type.
Also, a construction method of polar codes suitable for the proposed nonuniform-quantized SC decoder
is proposed, which simultaneously determines the information set and the quantization boundary values
based on the density evolution analysis and an upper bound of the block error probability. To determine
quantization boundary values, a multivariate objective function is defined and an iterative coarse-to-fine
search algorithm to minimize this objective function is proposed. In addition, a scaling method of quantizer
output values is proposed when the number of quantization levels of quantizer is smaller than the number of
quantization levels of decoder. Finally, simulation results confirm that the proposed nonuniform-quantized
SC decoder shows better error-correction performance, lower decoding complexity, and higher memory
efficiency compared to the best known uniform-quantized SC decoder.

INDEX TERMS Block error probability, density evolution, iterative coarse-to-fine search algorithm,

minimization problem, nonuniform quantization, polar codes, successive cancellation decoding.

I. INTRODUCTION

It is well known that polar codes achieve the capacity of
any symmetric binary-input discrete memoryless channel
(B-DMC) with an explicit construction [1]. They are based on
channel polarization which refers to the fact that it is possible
to synthesize N independent copies of a given B-DMC by
performing channel combining and splitting. As N goes to
infinity, the N synthesized channels are constructed such
that some of them are noiseless and the remaining ones
are completely unreliable, and the fraction of the noiseless
channels approaches the symmetric capacity of the given
B-DMC. Therefore, by transmitting information bits through
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the noiseless channels and frozen bits (fixed bits) through the
remaining unreliable channels, polar codes can achieve the
symmetric capacity under a successive cancellation (SC)
decoding when N is large enough [1].

However, for a finite code length, polar codes tend to
show worse error-correction performance compared to other
conventional coding schemes [2]. For this reason, there have
been intense research works devoted to improving the decod-
ing performance such as SC list (SCL) decoding [3], [4],
and SC stack (SCS) decoding [5]. For practical applications,
improved architectures of SC decoding have been discussed
in [6]-[11] and polar codes were selected to protect the
control channels in the 3rd Generation Partnership Project
New Radio candidate for the fifth generation (5G) mobile
communications [12], [13]. In 5G mobile communications
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and Internet of Things (IoT), high error-correction capability,
low computational complexity, and efficient memory man-
agement are required, and various polar coding and decod-
ing schemes have been studied to satisfy these requirements
[14]-[19]. Also, in memory systems such as NAND flash
memory, applications of polar code have been studied due to
the low encoding/decoding complexity and the flexibility of
the code rate of polar codes [20], [21]. However, soft-decision
polar decoding requires fine-grained threshold-voltage sens-
ing operation [22] and hence incurs penalties in energy con-
sumption and access latency. Therefore, it is important to
minimize the number of threshold-voltage sensing operations
without serious degradation of error-correction performance.
The number of threshold-voltage sensing operations is pro-
portional to the number of quantization levels for quantizer.

In the next-generation communication and memory sys-
tems, quantization is a critical issue in hardware implementa-
tion. The robustness of quantized SC decoding was analyzed
in [23] but any specific quantization scheme was not pro-
posed. In [24], the performance of short polar codes under SC
and SCL decoding was analyzed when the decoder messages
are quantized with 3 levels. By using the information bottle-
neck method, a design method of discrete SCL decoder was
proposed in [25]. As a practical quantization scheme, an opti-
mized uniform quantization method for SC decoder was pro-
posed in [26], which is based on the minimum mean-squared
error quantization, capacity-maximizing criterion, and cut-off
rate maximizing criterion. However, quantization should be
performed for each node operation and the messages updated
by uniform-quantized SC decoder take fixed-point numbers.
In addition, quantization boundary (QB) values are stored as
many as the number of nodes since quantization is performed
for each node.

In this paper, a nonuniform quantization method (NQM)
and a nonuniform-quantized SC (NQSC) decoding algorithm
of polar codes are proposed. Quantization is mostly focused
on 2, 3, 4-bit precision levels because low bit precision is
particularly useful for applications that require energy effi-
cient transceivers with low computational complexity such
as NAND flash memory, [oT, and wireless sensor networks
[22], [24], [27]. Specifically, NQMs are proposed for the
cases where the number of quantization levels of quantizer
is equal to or smaller than the number of quantization levels
of decoder. Note that if the latter is applied to the memory
systems, the number of threshold-voltage sensing operations
can be reduced without noticeable error-correction perfor-
mance degradation. Depending on the number of quantization
levels and the presence of erasure, the quantization levels
are divided into three types: (i) symmetric odd quantization
levels, (ii) asymmetric even quantization levels, and (iii)
symmetric even quantization levels. According to the type of
quantization levels, both the message alphabets for quantizer
and quantized SC decoder are determined and the message
update rules suitable for the proposed quantized SC decoding
are also determined.

80222

Unlike uniform quantization methods, which determine the
quantization boundary values by using a constant quantiza-
tion interval, it is a difficult problem for NQMs to deter-
mine all the quantization boundary values. In this paper,
an upper bound (UB) of block error probability (BEP), which
is derived through density evolution analysis by using the QB
values as its arguments, is derived as a multivariate objec-
tive function, and an iterative coarse-to-fine (C2F) search
algorithm is proposed to minimize this complicated objective
function. Through the proposed search algorithm, the QB
values and the information set are obtained simultaneously.
The computational complexity of the proposed iterative C2F
search algorithm is compared to that of a trivial exhaus-
tive search algorithm. Also, for the case that the number of
quantization levels of quantizer is smaller than the number
of quantization levels of quantized SC decoder, a scaling
method is proposed to match the maximum and minimum
quantization levels of quantizer to those of quantized SC
decoder.

The performance of the proposed NQSC decoder is com-
pared with that of the existing quantized SC decoder through
simulations under additive white Gaussian noise (AWGN)
channels. Simulation results confirm that the proposed NQM
for SC decoder outperforms the optimal uniform quantiza-
tion method in [26]. Also, the proposed NQSC decoding
algorithm has lower decoding complexity and higher mem-
ory efficiency compared to the optimal uniform-quantized
SC decoder in [26] by the following reasons: (i) the pro-
posed decoding algorithm does not perform quantization for
each node operation, (ii) the messages updated by the pro-
posed decoding algorithm are not fixed-point numbers but
integers, and (iii) the number of QB values to be stored
is small. Through simulations, the effect of erasure on the
error-correction performance according to the number of
quantization levels and signal-to-noise ratio (SNR) is ana-
lyzed. It is also confirmed that error-correction performance
of quantized SC decoder is improved by increasing the num-
ber of its quantization levels while keeping the number of
quantization levels of quantizer fixed. Finally, it is discussed
how to reduce the decoding latency and the number of reading
operations in communication and memory systems by setting
the number of quantization levels for each of quantizer and
decoder differently.

The rest of the paper is organized as follows. In Section II,
the basics of polar codes are briefly explained. Section III
introduces the system model, quantization schemes for quan-
tizer and quantized SC decoder, and update rules of quantized
message values for quantized SC decoding. In Section IV,
an NQM and a quantized SC decoding method based on den-
sity evolution analysis are proposed, deriving an UB of BEP,
and applying an iterative C2F search algorithm. Simulation
results are provided in Section V and the conclusions are
given in Section VI. Finally, in Section VI, it is also discussed
how to reduce the decoding latency and the number of reading
operations in communication and memory systems.
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Il. POLAR CODES

In this section, basic notations for polar codes are defined,
channel combining and splitting for channel polarization phe-
nomena are introduced, and the encoding and SC decoding
schemes of polar codes are explained.

A. NOTATIONS

A B-DMC is denoted by W : X — ) with the input
alphabet X = {0, 1}, the output alphabet ), and the channel
transition probabilities W(y|x) where x € X andy € ).
For the block length N = 2" w1th n > 0, we con51der an
N x N generator matrix Gy & PNA®" where A £ [l
Py is the N x N bit-reversal permutation matrix, and (- )‘é’ n

denotes the nth Kronecker power [1]. Let u = ugv
(ug, uy, - -+ ,uN,l) be an input vector of length N, x =

x([)v_1 = (x0, X1, - -+ , xnv—1) = uGy be a codeword of length
N foru,andy = yN 1 = = (Yo, Y1, -, YN—1) be the corre-
sponding received vector of length N. Here, u; € U = {0, 1}
and U is the binary input alphabet of encoder. WV denotes the
N independent copies of B-DMC W, and wN . xN 5 YN
denotes the channel model with the transition probabilities
W y1x) = [T Wik,

B. CHANNEL COMBINING AND SPLITTING

Channel polarization implies that it is possible to synthesize
N binary-input channels by performing channel combining
and to divide this synthesized channel back into noisy and
noiseless channels by performing channel splitting. Through
the recursion of combining two independent copies of W, N
independent channels W¥ are combined into a channel Wy :
UN — YN and then split into N binary-input channels W.”,
0<i<N —1, as follows.

First, set W; = W. Then, two independent copies of
W1 are combined to create the channel W, : Uu* — y?
with the transition probabilities Wz(y(])|u(l)) = WiGolup &
up)Wi(yiluy) where @ is the modulo-2 addition. Next,
two independent copies of W, are combined to create the
channel Wy : U* — Y* with the transition probabili-
ties Wayplug) = Walgluo @ w1, uz @ us)Wa(y3lur, u3).
By repeating this recursive comblmng operatlon up to n
times, Wz,(yzj 1| V- 1) = W2,71(y07 |u0 @ ui,uy O
Uz, - ,Uy_1 @ MQJ)szfl(yg:lWl,M&“' supi), 1 < j <
n, are obtained and the synthesized channel Wy is cre-
ated where N = 2" that is called channel combin-
ing. Then, the transition probabilities of two channels Wy
and WV are related by Wy(ylu) = WN(yévfllugfl) =
WG~ |u0 'Gy) = WN(y|x). Given the synthesized
channel Wy, it can be split back into a set of N binary-input
coordinate channels ng,’) U - YN x U for 0 <
i < N — 1. The transition probabilities of these coor-
dinate channels are derived as Wji,l)(yg Ui l|u) =

Pt - g W g D I

C. ENCODING
Let K and R = K/N be the number of information bits
and the code rate, respectively. As N increases, the capacity
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FIGURE 1. Factor graph of SC decoder for N = 8.

of each coordinate channel 7 (Wli,’)) for0 < i < N -1
approaches either 1 (noiseless channel) or 0 (noisy channel).
It is well known that the fraction of these noiseless channels
approaches the symmetric capacity of the underlying channel
W.For S C {0, 1, —1}and |S| =K, the information
set Z is defined as I = argmaxs ) ;. I(W ) and an input
vector u can be divided into two parts as u = (ugz, uzc)
where uz = (u; : i € Z) consists of K information bits and
uze = (u; : i € I consists of N — K fixed constant values
(usually 0) which are called frozen bits. Then, an input vector
u is encoded to x = uzGy (Z) & uze Gy (Z€) where @' is the
modulo-2 vector addition and Gy (7) denotes the submatrix
of Gy formed by the rows with the indices from the set 7.

D. SUCCESSIVE CANCELLATION (SC) DECODING

An SC decoding for polar codes was proposed by
E. Arikan [1], which is a capacity-achievable decoding when
N is large enough. In this section, notations and descriptions
of SC decoding are given as in [3], [28]. SC decoder operates
on a factor graph of polar codes. The factor graph of polar
codes consists of N(n + 1) nodes and can be divided into
n + 1 columns, where each column of the factor graph is
indexed with s € {0, 1, --- , n}. Each column consists of 2*
groups indexed by ¢ € {0, 1, - -- , 2¥ — 1} where each group
consists of 2" nodes indexed by w € {0, 1, --- ,2"% — 1}.
For example, if N = 8, the factor graph has two node
groups under s = 1, i.e., the upper group and the lower
group represented by ¢ = 0 and ¢ = 1, respectively.
The nodes within each of these node groups are indexed by
w € {0, 1, 2, 3}. Fig. 1 shows the factor graph of SC decoder
for N = 8, where the dashed boxes represent groups. Let
Ls(¢p, w) be the log-likelihood ratio (LLR) and Bg(¢, w) be the
bit-decision (0 or 1) of the node w in the node group ¢ at the
stage s of the graph, which is computed from detected/known
bits. Hereafter, the bit-decision Bg(¢, w) is represented as
an LLR form such as 0 — oo and 1 — —o0. At the
receiver having the fact that frozen bits uzc are fixed as
0, the information set Z, and the received vector y, the SC
decoder performs an estimation ugl U of u](;/ ~! which is
done as

0, ifieZorB,(i,0) >0

A A
! 1, otherwise M
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Algorithm 1: SC Decoding

Algorithm 2: UpdateBitMap (s, ¢)

{Lo(0, i)}ﬁV:B1 < LLRs from channel

{Bn(i, 0)}jeze < 00, {Bu(i, 0)}icz < 0

foro =0—-> N —1do
UpdateLLRMap(n, ¢)

if ¢ € 7 then
if L,(¢, 0) > 0 then
B, (¢,0) < o0
else
B,(¢,0) < —o0
if ¢ is odd then

UpdateBitMap(n, ¢)
fori=0— N —1do
if i € Z¢ or B,(i, 0) > O then
ﬂi ~0
else
Ijti <~ 1

fori =0,1,---,N — 1 where B,(i, 0) is the LLR value of
By(¢p, w) when s = n, ¢ = i, and ® = 0. The input LLRs
Lo(0, i) and the bit-decisions B, (i, 0) fori =0,1,...,N — 1
are initialized as
} Pr(x; = Oly;)
Lo(0,7) =log——F— 2
SPr(y, = 1y
and
. oo, ifielI”
B, (i,0) = : 3
0, otherwise.

Here, B, (i, 0) is 0 when i € Z because there is no informa-
tion about uz in the initialization stage of SC decoding. For
i=0,1,---,N—1, Ly, 0) is sequentially computed by the
recursion

Ly(¢, w) = Li—1(¥, 20) © Ls—1 (Y, 20 + 1) 4)
for even ¢ and

Ly(¢, w) = Li—1(¢, 20 + 1) + Ls—1 (¥, 20) O Bs(¢p — 1, w)

5
for odd ¢. Here, © is defined as a®b £ 2tanh™! [tanh(a/2) x
tanh(b/ 2)] and v = L%J where |a| denotes the largest

number of integers equal to or less than a. Whenever L,(i, 0)
is computed for each i € Z, B, (i, 0) is updated by

B 0) = {oo, if L,(i, 0) > 0 ©

—00, otherwise.

Also, whenever L,(i,0) is updated for odd values of i,
By(¢, w) are updated by

Bs_1(¥, 20) = By(¢ — 1, ) © By(¢, w)
By 1(¢, 20 + 1) = By(¢, w) (N

where Y = L%J.
The pseudo codes of the SC decoding algorithm are pre-
sented as Algorithms 1-3. Algorithm 1 is the main algorithm
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if ¢ is odd then
foro =0—2""°—1do
Bs—1(Y, 20) <= Bs(¢p — 1, w) © Bs(¢, w)
Bs—1(Y, 20 + 1) <= By(¢, w)
if ¥ is odd then
UpdateBitMap(s — 1, ¥)

Algorithm 3: UpdateLLRMap (s, ¢)
if s = O then
return ¥ <— L%J
if ¢ is even then
UpdateLLRMap(s — 1, ¥)
foro=0—2""—1do
if ¢ is even then
Ly(¢, ) < Li—1(, 20) © Ly—1(¥, 20 + 1)
else
Ly(¢, w)
<~ L 1(Y, 20+ 1) + Ly 1 (¥, 20) © By(¢p — 1, w)

of SC decoding, and bit-decision and LLR of each node are
updated in Algorithms 2 and 3, respectively.

IIl. SYSTEM MODEL AND MESSAGE UPDATE RULES FOR

QUANTIZATION SCHEMES

This section first describes the transmitted signal, received
signal, and channel model. Next, quantization schemes for
quantizer and quantized SC decoder according to the type
of quantization levels are presented. Finally, message update
rules for quantized SC decoding are explained according to
the type of quantization levels.

A. SYSTEM MODEL

Letv = vf)v_l = (vo, V1, -, VW—1) be a binary phase shift
keying (BPSK) modulated vector of a binary codeword x
where v; = (—1)% € {1, —1}. The vector v is transmitted and
y(= v+n) is received at the receiver through AWGN channel
where n = n](;/_l = (ng, ny, --- , ny_1)is a noise vector. The
noise elements n; are independent and identically distributed,
which are drawn from the zero-mean Gaussian distribution
with variance 2, represented as n; ~ N (0, ). SNR in dB
scale is denoted by y and is calculated as y = SNR[dB] =
E,/No [dB] = 10log;o(Ep/No) = 10logo((E./R)/Np)) =
10log;o(1/ (262R)) where Ej, denotes the energy per infor-
mation bit, E, denotes the energy per codeword bit which is
fixed to 1, and No/2(= ¢?) denotes the noise power spectral
density.

B. QUANTIZATION SCHEMES FOR QUANTIZER AND
QUANTIZED SC DECODER ACCORDING TO THE TYPE OF
QUANTIZATION LEVELS

Let Q and ¢ be the number of quantization levels for quantizer
and quantized SC decoder, respectively. Note that a quan-
tization level denotes a single value representing all values
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(b) Asymmetric even quantization levels.
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boundary

(c) Symmetric even quantization levels.

FIGURE 2. Three types of quantization levels.

contained in the corresponding quantization interval. The
sign of the quantization level indicates whether a transmitted
BPSK modulated symbol is estimated to be —1 or +1 and
the absolute value of the quantization level is a measure of
the reliability of this estimate [29]. Each real value y; of the
received vector y is quantized into one of Q quantization
levels and such quantized received vector is decoded by
the g-level quantized SC decoder, which performs decoding
using the messages expressed by g quantization levels.

Fig. 2 shows three types of quantization levels: (i) sym-
metric odd quantization levels, (ii) asymmetric even quan-
tization levels, and (iii) symmetric even quantization levels.
Here, r; denotes QB value and the quantization level for the
quantization interval [r_q, r4+o] is O which is called erasure.
Figs 2(a) and (b) show symmetric odd and asymmetric even
quantization levels with erasure, respectively. On the other
hand, as shown in Fig. 2(c), symmetric even quantization
levels do not include erasure. Symmetric odd and even quan-
tization levels were used in [29]. The type of asymmetric even
quantization levels is obtained by adding one quantization
level to the symmetric odd quantization levels. To confirm
the error-correction performance according to the presence
of erasure, even quantization levels are divided into the cases
with and without erasure, and the error-correction perfor-
mances for these cases are compared in Section V. If Q is an
odd number, Mo = {-1Q/2],---,-1,0,1,---,1Q/2]}
where Mg and mg € M denote the message alphabet for
the quantizer outputs and the output symbol of the quantizer,
respectively, and y; is quantized to the symbol mg by the
following quantization function

—10/2], if —oo <yi <r_|gn+
-1, ifro; <yi<r_g
foi) =10, ifroo<yi<ryo (8
1, ifroo<yi<n
10/2], ifryppj—1 <yi < oo.
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Next, if Q is an even number and erasure is included in the
quantization levels, i.e., asymmetric even level quantization,
Mo=1{-0/2+1,---,-1,0,1,---, 0/2} and the quanti-
zation function is given as

—-Q/2+1, if —c0o <y < r—Q/2+42
-1, ifro; <yi<r_g
foi) =10, ifroo <yi<rio )
1, ifryo<yi<n
Q/2, ier/2,1 <y < 00.

If Q is an even number and erasure is not included in the
quantization levels, i.e., symmetric even level quantization,
Mo =1{-0/2,---,-1,1,---, Q/2} and the quantization
function is given as

—Q/Z, if —o0 < Vi < Tr—Q/2+1
-1, ifr_;1 <y; <0
) = 10
fQ(.)’l) 1, 0 <y <r (10

Q/Z, if rgn—1 <Yyi < oQ.

In this paper, we mainly consider the case of 0 = g,
ie., Mg = M, where M, is the message alphabet for
the messages used in the quantized SC decoding. Note that
Q does not have to be equal to g. In Section IV, a new
NQM is proposed for the cases of Q = g and O < gq.
We do not consider the case of Q > g because information
loss occurs due to insufficient number of quantization levels
for SC decoding, which significantly affects the decoding
performance.

C. MESSAGE UPDATE RULES FOR QUANTIZED SC
DECODER ACCORDING TO THE TYPE OF QUANTIZATION
LEVELS

Fig. 3(a) shows a basic structure of polar codes, which
consists of one check node and one repetition node with
two input bits (up, u1), and two output bits (xg, x1) where
uo, U1, X0, X1 € My. Also, Figs 3(b) and (c) show the decod-
ing operations at the check node and at the repetition node,
respectively.

At the check node, the output message mguich 1S deter-
mined by two input messages mygo and m such as moutch =
mg o m; where the operation o : M, o M, — My,
called min-approximation [6], [24], is defined as @ o f =
sgn(a)sgn(B)min(|«|, | B]), and sgn(r) is defined as t/[t| if
t #0and0ifr =0.

At the repetition node, if the signs of two input values are
the same, the repetition node operation is defined to deter-
mine the value with higher reliability, otherwise it is defined
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Mo my
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o % A C— ‘
@ : check node

. . @ : repetition node m Mo m
1 X

o) Simplificati
(a) Basic structure of Simplification (©) mplification
polar codes. of check node of repetition node

operation. operation.

FIGURE 3. Basic structure of polar codes and simplification of decoding
operations at the check node and the repetition node for SC decoding.

as the sum of two input values. So, if erasure is contained in
g quantization levels, the output message of repetition node
Moutre 1 determined by two input messages mg and m; such
as Moygre = Moxny wWhere the operation » : Mg« M, — M,
is defined as

o, if sgn(a) = sgn(B) and |o| > |B]
OZ*IB = ﬂ,
a+ B,

if sgn(a) = sgn(B) and || < |B] (11)
otherwise.

On the other hand, if ¢ quantization levels do not con-
tain erasure, the output message of repetition node Moyt re
is determined as moutre = mo * m; where the operation
* 1 Mg * My — M, is defined as

o, if sgn(o) = sgn(B) and || > |B|

B, if sgn(ar) = sgn(B) and || < |B|
oaxf =

ao B, if sgn(@) # sgn(B) and |a| = |B|

a + B, otherwise

where o ¢ 8 denotes a selection of sgn(«) or sgn(8) uniformly
at random, i.e., random selection of 41 and —1 with proba-
bility 1/2.

If g quantization levels for quantized SC decoder do not
contain erasure, there is an ambiguity in determining the
output message at the repetition node. For example, the output
message at the repetition node cannot be determined if two
input messages are o and —«. Therefore, g quantization levels
for quantized SC decoder always have to contain erasure.
For this reason, quantization levels for 1-bit decoder with
erasure are set to {—1,0, 1} in [23], [24]. As mentioned
above, it seems to be essential to include erasure in the quan-
tization levels but in fact it is not. For example, symmetric
quantization levels without erasure is used for quantized SC
decoder [26]. In Section V, it is explained that the effect of
erasure on error-correction performance depends on the num-
ber of quantization levels and the channel environment. The
simulation results in Section V confirm that if the number of
quantization levels and SNR increase, the effect of erasure on
error-correction performance decreases because the amount
of ambiguity in determining output message at the repetition
node is reduced.
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IV. NEW NONUNIFORM QUANTIZATION METHODS,
CODE CONSTRUCTION STRATEGY, AND QUANTIZED SC
DECODER

In this section, based on UB of the BEP and the code con-
struction strategy in [30], new UB expressions including QB
values are derived. NQMs and code construction strategy to
minimize these UBs are proposed. Finally, a quantized SC
decoding scheme based on this NQM:s is proposed.

A. UPPER BOUND OF THE BLOCK ERROR PROBABILITY
AND CODE CONSTRUCTION STRATEGY
An UB of the BEP P(E) and the code construction strategy for
polar codes with SC decoding are explained as given in [30].
Let B; v be the event that the first error occurs at the ith bit
among N bits and F; y be the event that an error occurs at the
ith bit among N bits. The inclusion relation between B; y and
F; y is given as

Biv = f{uy vy iy =up i # w)

C {ug Lyy i # ) £ Fin (13)

The block error event can be expressed as a union of
mutually-exclusive events {B; y} over the information set,
and by the inclusion relation (13), the BEP P(E) is upper
bounded as

P(E)=) P(Bin) < Y PFin). (14)
i€ ieZ

In [30], P(F; n) is evaluated by using density evolution and
then Z is selected to minimize ) ;.7 P(F; y) for constructing
polar codes.

In Section 1V-B, the UB Ziel P(F; n) of BEP is trans-
formed into a function of QB variables and SNR. Then,
an iterative C2F search algorithm that simultaneously deter-
mines QB values and the information set Z by minimizing
the objective function, i.e., the UB of BEP, is proposed
for the case of O = g¢. In Section IV-C, NQM and code
construction strategy for the case of O < ¢ are proposed.
Based on the QB values and the information set obtained
in Section IV-B and IV-C, an NQSC decoding algorithm is
proposed in Section IV-D.

B. NONUNIFORM QUANTIZATION METHODS AND CODE
CONSTRUCTION STRATEGY FOR THE CASE OF Q=q

1) SYMMETRIC ODD NONUNIFORM QUANTIZATION
Suppose that Q is an odd number and dy denotes
(a,a,a,---,a,a).If channel and decoding algorithm satisfy

the symrAr/{etry conditions, it is possible to assume that all-zero
codeword is transmitted when performing density evolu-
tion analysis [%9]. So, we assume that a BPSK-modulated
vector v = ly corresponding to the all-zero codeword
x = Oy is transmitted because channel symmetry, check
node symmetry, and repetition node symmetry are satis-
fied under the condition of symmetric odd quantization.
Let F—1Q/2]4+1s " s F=1, -0, 40, I'1, - - , | Q/2]—1 be real
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boundary values satisfying r_|g/2)41 < -+ <71 <7r_g <
ryo < r < --- < rygs2)-1. Note that r_ = —ry for
k =+40,1,2,---,10Q/2] — 1 due to the symmetry of odd
quantization levels resulting from the fact that distributions
of y; = 1 4+ n; and y; = —1 + n; are symmetric around 0.

To derive a symmetric odd NQM, we perform density
evolution analysis. Let m, be a message symbol of g-level
quantized SC decoder. Since M, = My, my is also an
element of Mg. The SC decoder of polar codes with block
length N = 2" has n + 1 stages and there are 2° node
groups at each stage s, e.g., there are 4 stages and 1, 2,4, 8
node groups at s = 0, 1,2,3 if N = 8 as shown in Fig. 1.
By performing density evolution from s = 1 tos = n,
the probabilities of ¢ message symbols corresponding to 2°
node groups at each stage s are updated. Since message
symbols of the nodes belonging to the same node group at
each stage have the same densities due to the structure of SC
decoder, density evolution is performed 2° times at each stage
s. Let pﬁn ;s be the probability that a message symbol of the
ith node group at the stage s is my; where 0 < i < 2° — 1.
When s = 0, p;?) 0 = me(y) where me(y) denotes the
transition probablhty Pr{fo(y;) = mgl|v; = 1} when SNR is

yandmg € {—1Q/2},---,—1,0,1,---,[Q/2]}. Through
the density evolution from s = 1 to s = n, pn;q,s can be
recursively calculated as follows.
2 U] U]
pg)lg— Z pus lpus 1
(Hﬁ”)esw.ch
2i+1 () U]
pguls ) = Z pus lpvsl
(1, V)ESw re
s=1,2,---,n i=0,1,---,21 -1 (15)

where

Swch = {(, V)| pov =0, o, u,ve My}
Sore = {1, V)| u*xv =0, ©,u,ve M.

Example 1 (Density evolution for 5-level quantization):

In this example, we will perform density evolution for 5-level
quantization. Assume that Mg = M, = {-2,-1,0, 1, 2}.
Then, if y; is in the interval (—oo, —r1), [—r1, —r+0), [—r+0,
r4ol, (P40, 711 or (71, 00), the quantizer output mg takes
the value —2, —1, 0, 1 or 2, respectively. According to the
message update rules in Section III-C, S, cn and Sy, e are
obtained as

S2,ch = {(2,2), (=2, -2)}
Steh = {2, D, (1,2), (1, 1), (=1, =),
(-1,-2), (=2, -D}
So.ch = {(2,0),(1,0), (0,2), (0, 1), (0, 0),
0, =1, (0, =2), (=1,0), (=2, 0)}
S—teh = {2, =D, (1, =1, (1, =2),(=1,2),
(=1, 1), (=2, D}
S—2.cn = {(2,-2),(=2,2)}
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and

Sare = {(2,2),(2,1),(2,0), (1,2), (0, 2)}

Stre = {2, =1, 1, 1, (1,0),(0, 1), (=1, 2)}

Sore = {(2,-2), (1, =1),(0,0), (-1, 1), (=2,2)}
S—tre = {(1,=2), (0, =), (=1,0), (=1, =1), (=2, 1)}
S—2re = {(0,=2), (=1, -2),(=2,0), (=2, -1, (-2, -2)}.

By using the density evolution equations in (15), p% s can

be recursively calculated from s = 1 to s = n and the tran-
sition probabilities p_>(y), p—1(¥), po(y), p1(y), and pa(y)

are calculated as 1 — Q _r(],_l , 9 _rcl,_l - Q(_rtro_l>’

o(52) - o(). a5 - o(22)
-1 . 1 o

Q(”T), respectively, where Q(x) = W fx e 2dt.

Next, the error probability of each bit of polar code is cal-
culated by density evolution equations in (15), and UB of the
BEP is calculated by using these bit error probabilities where
UB is a function of QB variables and SNR. Then, polar codes
are constructed by simultaneously determining the informa-
tion set Z and the QB values that minimize the UB. Let p(’)
Pr{it; # 0|u; = 0} be the probability that an error occurs at
the ith transmitted bit among N bits when all-zero codeword
is transmitted. In the quantized SC decoding, u; is estimated,
0 <i < N — 1, such that &; is O if the ith decoded message
symbol my is larger than O and #; is 1 if the ith decoded mes-
sage symbol m is smaller than 0, i.e., {1,2,---, [Q/2]} —
0and {—1,—-2,---,—|Q/2]} — 1. Especially, &; is deter-
mined by choosing 0 or 1 uniformly at random if the ith
decoded message symbol m, is 0. Then, p}f,) can be expressed
: f;,)q,n’sformq:O,—l, ,—10O/2],
where each pf,?qn is a function of QB values and SNR
y for the Q-level quantizer. Let r'p and rp be the
sets of QB values {r—LQ/2J+lv s PO, 740, rLQ/2J—1}
and {ryo, 71, -, r0/2)—1}, Tespectively, and F; y x(rg, ¥)
denotes the event that an error occurs at the ith bit among
N bits when a codeword X is transmitted, QB values are rp,
and SNR is y. Then, pj(\l,), 0 <i <N — 1, can be written as

as a summation of p

o_ Lo, o o

L l L

PN = 2 0n+ Z
j=—1

(1>

P(Fi,N,aN(r/Q’ V) = P(Fi,N,aN(rQ’ ) (16)

where it is assumed that all-zero codeword 6N is transmitted.
Then, QBs for Q-level quantizer and the information set
7 over AWGN channel are simultaneously determined by
solving

P40, 71, - - 7;'|_Q/2J71,I
= ar min P(F. . - (ro, 17
g0<r+0<r1<'"<rI_Q/2J—1€RZ ( l,N,()N( 9] V)) ( )
ICIN], |Z|=NR i€l

where [N] £ {0, 1,--- ,N — 1} and };c7 P(F; 5, (f0, 7))
denotes the UB of BEP in (14) when all-zero codeword is
transmitted, QB values are rg, and SNR is y.

80227



IEEE Access

J. Kim, D.-J. Shin: NQSC Decoding of Polar Codes Over AWGN Channels

2) THE PROPOSED ITERATIVE COARSE-TO-FINE (C2F)
SEARCH ALGORITHM FOR SOLVING THE MINIMIZATION
PROBLEM
Since the UB of BEP in (17) is a recursive function of QB
variables and SNR obtained by using density evolution as
explained in Section IV-B1, the solution of the minimization
problem in (17) cannot be analytically calculated. Therefore,
some search algorithms to determine QB values and the
information set Z are proposed in Algorithms 4-6.
Algorithm 4 is an exhaustive search algorithm, which is
a trivial deterministic search algorithm to solve the mini-
mization problem. In Algorithm 4, Sort(s) is a function that
outputs two sets Sya and sjgx where Sy, and sjgx denote the
rearranged set of s in ascending order and the set of indices
of syy in that order, respectively, e.g., when s = {5,4, 9, 2},
Sval = {2,4,5,9} and sigx = {3,1,0,2}. Also, n and >_*
denote the number of steps and UB of BEP according to
n, respectively. Throughout the paper, the resolution of QB
value is set as T = 0.0001. The structure of Algorithm 4 can
be interpreted as a tree structure. Denote the number of
children of each node and the length of the longest downward
path from a root node to a leaf node by the degree of each
node and height of a tree structure, respectively. The degree
of a tree structure is the maximum degree of a node in the tree
structure. Then, Algorithm 4 has the tree structure with the
maximum degree ¢/t and the height N, with some constant c,
and its computational complexity is O((c/7)"r). This implies
that for large Q and small 7, it is impossible to obtain the
solution of the minimization problem in (17) by Algorithm 4.
To solve this problem, an iterative C2F algorithm based on
the concept of random walk [31] is proposed. Unlike random
walk which has a constant travel distance for each step [31],
the proposed algorithm applies a varying travel distance for
each step. Specifically, the proposed iterative C2F search
algorithm probabilistically reduces the objective function by
coarsely changing each QB value at first and then gradually
changing it finely. The steps of coarsely and finely changing
QBs form one loop, and this loop is iterated until a stop-
ping criterion is satisfied. The pseudo code of the proposed
iterative C2F search algorithm is presented in Algorithm 5,
which minimizes UB of BEP by searching the QB values
and the information set Z for symmetric odd nonuniform
quantization levels. In Algorithm 5, unif(a, b) denotes the
continuous uniform distribution where the support of this
distribution is the open interval (a, b) and v ~ f means that
a random variable v is sampled from the distribution f. Note
that for each loop, 8 determines the support of the continuous
uniform distribution and € controls the size of 8 to coarsely
or finely change QB values. Finally, § denotes the number
of loops during which the objective function is kept at the
minimum value, and the iterative C2F search algorithm is
finished if § = §*.

3) ASYMMETRIC EVEN NONUNIFORM QUANTIZATION
For the asymmetric even quantization, the number of pos-
itive quantization levels is one more than the number of

80228

Algorithm 4 : Exhaustive Search Algorithm of QB Values
and the Information Set Z for Symmetric Odd and Even
Nonuniform Quantization Levels by Minimizing UB of BEP
Inputs: O, N, R, y, t.
Outputs: g, Z.
if Q is odd then
Ny < 1Q/2], {rol0], - -
else if Q is even then .
Ny < 0/2 -1, {rg[0], --- , rg[N, — 1]} <= 0g/21
> temp 00, <00, <0
for rp[0] =7 :7:00do
forrg[l]=71:7:00do

1[N, — 11} < 092

for rg[N, —1]=71:7:00do0
if 0 < rg[0] < rg[l] < --- < rg[N, — 1] then
/* The starting point of one step */
Calculate transition probabilities py,,(y) for

mg € ./\/lQ
Calculate P(Fi,N,f)N (rg, y)) by using (15), (16),
and 21)fori=0,--- ,N — 1

N—-1
[Sval, Sidx] < SOI‘t({P(Fl N ()N(rQ V))}, 0 )
> <« the sum of all elements of {svarlil};2 R !
if) < Ztemp thenA
Ztemp <~ Z’ Yoemp < TQ, Lemp <=
{sidx[] }
else
if Zi > D temp thfrn A
2 Ztemp’ T < TQtemps Z < Liemp
Ztemp <« o0 and break;
n<n+l1
/* The end point of one step */

negative quantization levels, or vice versa, and the former
is considered in this paper. Note that there is no difference
in error-correction performance in these two cases because
the transmitted information bits are selected uniformly at
random and so it does not matter whether the former or
the latter is considered. Since the quantization levels are
asymmetric around erasure (= 0) as shown in Fig. 2(b),
we cannot assume that only all-zero codeword is transmitted.
However, if all possible codewords are considered, analysis
becomes too complicated. Therefore, we only consider two
extreme cases such that BPSK-modulated vectors v = 1 Iy
for all-zero codeword x = ONGN = ON and v = —lN
for all-one codeword x = (0,0,0,---,0, )Gy = TN are

transmitted. Based on this considerzﬁion, it is proposed that
0 — 2 QB values IA‘,Q/2+2, v P, Tyt ?Q/Q,Q are
obtained by solving the problem in (17) under the assumption
that all-zero codeword is transmitted due to the symmetry of
quantization levels and then the remaining boundary value
rg/2—1 is determined such that the average of UBs of block
error probabilities for these two extreme cases is minimized.
Since the number and positions of 1’s in a BPSK-modulated
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Algorithm 5: Iterative Coarse-to-Fine Search Algorithm of
QB Values and the Information Set Z for Symmetric Odd and
Even Nonuniform Quantization Levels by Minimizing UB of
BEP
Inputs: O, N, R, ¥, T, Bini, €, 8*.
Outputs: g, Z.
if Q is odd then
N, < [0/2]
else if Q is even then
N, < Q/2—1
while (1) do
{rol0], -, rol
if 0 < rpl0] <
break;
ﬂ = ﬂini, Ztemp < 00, Z* <~
while (1) do
/* The starting point of one step */
Calculate the transition probabilities pp,,(y) for mg €
Mo
Calculate P(F 3.5y (TOs 7/)) by using (15), (16), and
21 fori=0, - ,N
[Sval, Sidx] < Sort({P(Fi,N,ON(rQ’ V))}i=0 )

>~ « the sum of all elements of {Syy [i]}?ﬁeo_1

if ) <> emp then

Ny — 11} < {v 1 v ~ unif(0, Bini)}Vr
< rQ[Nr — 1] then

Ztemp <~ Z I'Q temp < IQ, Itemp <~ {Sldx[l]}NR !
else

l‘Q <~ fQ,temp
while (1) do

ro temp < g+ {v: v~ unif(—p, /3)}Nf

if 0 < 7g templ0] < -+ < rg temp[Vy — 1] then

break;
rg <= rg temp
ife - 8 > 7 then
p—e-p
else
ﬂ <~ ﬂini
if 37" > 3 e then
Z* <~ Ztemp’ § <0
elseif ) * = > temp then
§«—d8+1
if § = 6* then
to < TQ temp» Z < Ziemp, and break;
/* The end point of one step */

vector v affect the determination of the QB value rg/2—1,
e.g., rgp2—-1 — rQ/2 2 if v = 1N and rgp1 — oo if
v = —1y, we consider these two extreme cases with the
largest number of 1’s and the smallest number of 1’s. Also,
due to the all-one codeword, 1’s complement of any codeword
is also a codeword, which justifies our approach.

The message alphabet Mgy for asymmetric even
nonunifrom quantizer is given as {—Q/2+1,---,—1,0, 1,

,Q/2). Lettg o = {P_gj242, -+, F—1,7—0, 40, 71, - -

, ?Q/z,g} be O — 2 symmetric QB values obtained from (17)
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and rg/,—1 be a real number satisfying rg2—1 > rg/2—2.
Since Mg = My, the message symbol m, for SC decoding
is also an element of M. Similar to the proposed symmetric
odd NQM, for the above-mentioned two extreme cases,
the probability pm s of a message symbol of the ith node
being m, at the stage s can be obtained through density
evolution analysis by usmg the recursive equations in (15).
For the all-zero codeword, pm (010 (15) denotes the transition
probability Pr{fo(y;) = lev, = 1} and for the all-one
codeword, p() o in (15) denotes the transition probability
Prifp(yi) = mglvi = —1}.

When all-zero codeword is transmitted, i.e., u = ON Py
0 <i <N — 1, can be expressed as

(l)

—0/2+1
pg\ll) = Pr{n; #0ly; =0} = pE)l)n + Z pJ(ZZ'
j=—1
£ P(Fi,N,aN(f'Q—2v rg/2—1, V))' (18)

When all-one codeword is transmitted, ie., u =

{0,0,0,---,0,1}, pV, 0 < i < N — 1, can be expressed
— ——

N
as
Pr{it; # Olu; = 0}
o2 = A ST, i0sisN -2
N Prii: # 1u; = 1)
=10, + X2, fimN—1
= P( Fin iy (Fo-2,70/2-1, ) (19)

Then, after the QBs Fp_> are obtained by (17), the remain-
ing rg/2—1 and the information set Z over AWGN channel are
determined by solving

Fo/p-1,T = arg _ min
Fo/2—2<rgp-1€ERICIN], |Z|=NR

1 A
x5 > {P(Fi,N,aN(l'sz, r0/2-1,¥))

i€l
+P(F, y 1, (®o-2,70/2-1, 7)) } (20)

The pseudo code of the exhaustive search algorithm is
presented in Algorithm 6, which minimizes UB of BEP by
searching the QB value 7p/>—1 and the information set Z for
asymmetric even nonuniform quantization levels.

4) SYMMETRIC EVEN NONUNIFORM QUANTIZATION

A symmetric even NQM is almost similar to the sym-
metric odd NQM explained in Section IV-B1. We assume
that all-zero codeword x = Oy is transmitted. Let

r—g/2+1, - ,r—-1,0,71, - ,rg/2—1 be the QB values sat-
isfying r_gpp41 < <r 1 <0<rn < - <
rgj2—1. Note that r_y = —r; fork = 1,2,---,0/2 — 1.
Through the density evolution from s = 1 tos = n,

pg,?q s's are calculated from (15) by replacing the operation

* in (15) by the operation *. The ith bit error probability
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Algorithm 6 : Exhaustive Search Algorithm of a QB Value
Fo/2—1 and the Information Set Z for Asymmetric Even
Nonuniform Quantization Levels by Minimizing UB of BEP

Inputs: O, N, R, y,Tp-—2, T

Outputs: 7g/2—1, L.

Y 00

forrgp1 =7gp-2+1:7:00do0
Calculate the transition probabilities pm,,(y) for mg €
Mg
Calculate P(F, y 5, (Fo—2,70/2-1,¥)) by using (15)
and (18), and calculate P( Ny (rQ 2,70/2—1, y)) by
using (15) and (19) for i = O —1

[Sval, Siax] < Sort Q{P(Fi,N’ON(l’Q—z,rQ/z—l,)/)) +
N-1

P(F; n iy (Fo-2.rop-1, y))}i:O )
> <« the sum of all elements of {sval[i]}é\fo_1
if ) < > * then

S Y Pt < rgp-1, T < {siax[i}N !
else

break;

p%), 0 <i <N — 1, can be expressed as

-0/2
() (ON'
pN - Z pj n - l,N,aN(r/Q’ J/)) = P(Fi,N,aN(rQ’ J/))
j=—1
2D
where I'/Q and rp are {ILQ/2+1 , ot 1, 0, Fl, -+, rQ/zfl}

and {ry, --- , rgj2—1}, respectively. Then, QBs and the infor-
mation set Z over AWGN channel are determined by solving
,Foja-1, T = arg min

O<ri<m<--<rgp-1€R
ICINLIZ|=NR

Y P(Fn5,@0v).  (22)

i€l

ry, ra, -

The pseudo code of the proposed iterative C2F search
algorithm is presented in Algorithm 5, which minimizes UB
of BEP by searching the QB values and the information set 7
for symmetric even nonuniform quantization levels.

C. NONUNIFORM QUANTIZATION METHOD AND CODE
CONSTRUCTION STRATEGY USING A SCALING METHOD
FOR THE CASE OF Q<q

So far, quantization methods are derived under the assump-
tion that O = q. In this section, we propose a NQM for the
case of Q < g¢. The output message values of check and
repetition node operations for 2 input messages (mg, mp) are
smaller than or equal to max(mq, m1) and larger than or equal
to min(mg, mp). To match the largest and smallest elements of
My to those of M, a scaling factor is utilized in quantized
SC decoder. In this section, we will propose a symmetric
even NQM with the scaling factor for ease of explanation
and this approach can be easily applied to derive symmetric
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odd quantization method and asymmetric even quantization
method.

In the symmetric even NQM, Mg = {-Q/2,---, —1,1,

,0/2y and My = {—¢q/2,---,—1,1,---,q/2} where
QO and ¢ are even numbers with Q < ¢. The received value
yi is quantized to a message symbol mg € My by using
the quantization function (10). Let m‘é‘ax mmln € Mg and
mrqnax, mrqnin € M, be the largest and smallest elements of
M and M, respectively. To adjust the output values mg of
quantizer suitable for the message values m,, of quantized SC
decoder, my is scaled as mg = [Ay-mg|ifmg > Oor mé =
[A_-mg]if mp < 0. Here, Ay and A_ are the scaling factors
defined as Ay = mg‘ax/m‘ém and A_ = mrqnin /mgi“. Also,
M(Qnew) is a new message alphabet consisting of the scaled
messages ma and g for NQSC decoder.

Example 2 (Scaled message symbols of nonuniform quan-
tizer when Q = 4 and g = 8:) For Mg = {-2,-1,1,2}
and M, = {4, -3, -2, —1,1,2,3,4}, M3 is obtained
as {—4, —2,2,4)} by scaling Mg with the scaling factors
Ay = A_ = 2. Therefore, a received value y; in the
interval (—oo, —ry), [—71, 0), [0, 1] or (1, 00) is quantized
into —2, —1,1, or 2 by quantizer and then scaled into
—4, -2, 2, 4, respectively.

For the case of 0 < ¢, NQM and code construction
strategy are the same as those of the proposed NQMs for

0=gq.

D. NONUNIFROM-QUANTIZED SC DECODING
ALGORITHM

Let m((f)(qx w) € M, be the message symbol and b9 (¢, w)
be the bit-decision (0 or 1) of the node w in the node group
¢ at the stage s in the quantized SC decoder as explained in
Section II-D. Hereafter, the bit-decision b(s)(¢, w) is repre-
sented in the message form rather than O or 1, i.e., 0 and 1
are represented by m™* and m™", respectively, and if there
is no information before being determined, the bit-decision is
expressed as 0. At the quantizer, each received value y; of a
received vector y = yf)v is mapped to a quantized message
symbol mg by using the quantization functions (8), (9), and
(10) based on the QB values obtained by solving (17), (20),
and (22), ie., fo(yi) = mg € Myg. Then, the quantized
message symbols of the quantizer fp(y;) are scaled to the input
message symbols of quantized SC decoder mgo)(O, i) as

Joi), ifQ=gq
m(0,0) = { Lhy - fo()], if Q < gand fo(y) = 0 (23)
[A— - foy)], if Q < gandfp(y) <O0.

With the zero-fixed frozen b1ts llIc the information set
7, and the 1nput messages {mq (O, l)}l 0 , the bit-decisions
(b, O)} are calculated in the quantlzed SC decoder.
By using these bit- de01s1ons (b, 0)}l 0 ! the message bits

](;’ 1, i=0,1,- — 1, are estimated as

- 0, ifieI.”orb(”)(i,0)>0 24)
1, otherwise.
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Note that Z is obtained by (17) or (20). For initializa-
tion of quantized SC decoding, the input message symbols
mE,O)(O, i) are set by (23) and the bit-decisions b(o)(O, 0,

i=0,1,...,N — 1, are initialized as
max, f : e IC
b0, =" "= (25)
0, otherwise

where the bit-decisions 5()(0, i) initialized to O for i € Z indi-
cate that there is no information about u7 in the initialization
stage of quantized SC decoding as explained in Section II-D.
Fori=0,1,--- ,N — 1, m;")(i, 0) is sequentially calculated
by the recursion

mP (¢, w) = mS VW, 20) o mS V(Y 20+ 1) (26)
for even ¢, and
mP(p, @) =m (W, 20 + 1)

*x(m§ D, 20) 0 B¢ — 1, w)  (27)
for odd ¢ where = I_%J. Note that for symmetric even
quantized SC decoding without erasure, the operation s
defined in (12) is used instead of the operation x in (27).

Whenever mﬁ;"‘)(i, 0) is calculated for each i € Z, b™(i, 0)
is updated by

mi, it mJ" (i, 0) > 0
b (i, 0) = §mI™ or mI™, if m((i,0)=0 (28
mg‘i“ , otherwise

where Pr(6(i, 0) = mI™|m{"(i, 0) = 0) = Pr(b"(i, 0) =
m|m{’(i,0) = 0) = 1/2. Also, whenever m{"(i, 0) is
updated for odd value of ¢, b)(¢, w) is updated by

b(s_l)('(/f, 2(1)) — b(?)((ﬁ — 1, a)) o b(Y)((ZS7 CL))
B Dy, 20 + 1) = b9 (¢, w) (29)

where Y = L%J. The pseudo code of NQSC decoding algo-
rithm is presented as Algorithms 7-9. Algorithm 7 is the main
algorithm of NQSC decoding, and bit-decision and message
symbol at each node are updated as in Algorithms 8 and 9,
respectively. Note that for the symmetric even quantized SC
decoding, the operation * in Algorithm 9 is replaced by the
operation .

V. SIMULATION RESULTS

For the block length N = 1024, the code rate R = 0.5, and
0 = g € {3, 4}, UBs and simulated BEPs of the proposed
NQSC decoding over AWGN channel are compared in Fig. 4.
Note that the UB of BEP for symmetric odd NQSC decoding
is obtained by (17) and the UBs of BEP for asymmetric
and symmetric even NQSC decodings are obtained by (20)
and (22), respectively. To avoid the case that UB is larger
than 1, the UB is determined as min{1, calculated UB}. Also,
the simulated block error probabilities of NQSC decoding
for Q = 4 and g = 8, 16,32 are shown in Fig. 4. For
Q0 = g = 4 (2-bit precision quantization), it is confirmed
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Algorithm 7: Nonuniform-Quantized SC Decoding

{yi}g\/: 61 < the received values from channel
{fQ(y,-)}i.V: 61 <« the output values of the quantizer
{mi,o)(o, i)}f.V: 51 <« the input message values of the quan-
tized SC decoder
(B, 0)}ieze < mg™, (b, 0)}iez < O
foro =0—-> N —1do
UpdateQuantizedMessageMap(n, ¢)
if ¢ € 7 then
if mJ" (¢, 0) > 0 then
b, 0) < mi
else if " (¢, 0) = O then
b (¢, 0) < m™™ or m™" with probability 1/2

q q
else .
b"(@p, 0) < min
if ¢ is odd then

UpdateQuantizedBitMap(n, ¢)
fori=0— N—1do
if i € Z¢ or b™(i, 0) > 0 then
Ijt,' <~ 0
else
121‘ «~1

Algorithm 8: UpdateQuantizedBitMap(s, ¢)
if ¢ is odd then
foro =0—2"""—1do
b=V, 2w) < b (¢p — 1, w) 0 b (¢, w)
BV, 20 + 1) < b9 (¢, w)
if ¢ is odd then
UpdateQuantizedBitMap(s — 1, )

10%

—UB (@ =q=4,[20])

-G~ UB w/ erasure (Q =g = 3)

-©-Sim. w/ e(Q=g¢=3)
v @

Block error probability

105 | | | | ; | |
1 2 3 4 5 6 7 8 9
E,/Ny(dB)

FIGURE 4. UBs and simulated BEPs of uniform-quantized SC decoding
[26] and NQSC decoding forQ =q € {3,4},and Q =4 and q = 8, 16, 32

over AWGN channel (N = 1024, R = 0.5).

that the proposed asymmetric and symmetric NQSC decoders
show 2.9dB and 2.5dB better performance at the BEP 10~*
compared to the optimal uniform-quantized SC decoder [26],
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Algorithm 9: UpdateQuantizedMessageMap(s, ¢)
if s = O then
return Y <— L%J
if ¢ is even then
UpdateQuantizedMessageMap(s — 1, ¥r)
foro =0— 2" —1do
if ¢ is even then
m(p, w) < mS VW, 20) o mS (W, 20+ 1)
else
mg (@, w)
< mSV W, 20+ D% (mS ™ (W, 20)0bD (9 1, w))

Block error probability

104 F

10° : - : - - .

1 1.5 2 25 3 35 4 4.5
E,/No(dB)

FIGURE 5. UBs and simulated BEPs of uniform-quantized SC decoding

[26] and NQSC decoding for Q = q € {7, 8}, and Q = 8 and g = 16, 32 over

AWGN channel (N = 1024, R = 0.5).

respectively. Since UBs and block error probabilities of [26]
are almost the same according to SNR, in this paper, the error
correcting performance of the proposed method is compared
to the UB of BEP of optimal uniform-quantized SC decoding
[26]. Although asymmetric 4-level NQSC decoder with era-
sure is better than symmetric 4-level NQSC decoder without
erasure for SNR below 6.5dB, these two BEP curves will be
crossed at some SNR higher than 6.5dB. This means that the
effect of erasure decreases as SNR increases. Also, Fig. 4
shows that NQSC decoder for Q = 4 and ¢ = 8, 16,32
outperforms the NQSC decoder for Q = g = 4 for all
SNR range. This means that without raising the number of
quantization levels for quantizer, the block error-correction
performance can be improved by increasing the number
of quantization levels for quantized SC decoder. However,
the amount of improvement decreases as g increases and no
longer improves after some g value (say, g > 16 in Fig. 4).
Fig. 5 compares the UBs and the simulated BEPs of the
proposed NQSC decoding over AWGN channel for the block
length N = 1024, the code rate R = 0.5, and Q = g € {7, 8}.
The UBs for odd-level and even-level NQSC decodings are
obtained by (17), (20), and (22). The simulated block error
probabilities of NQSC decoding for 0 = 8 and ¢ = 16, 32
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Block error probability

3

—FUB (@ = ¢ 16,20)
-0 UB w/ erasure (Q = q = 15)
-©-Sim. w/ erasure (Q = g = 15)
107 | = UB w/ (Q=q=16)
Sim. w, e (Q=q=16)
UB w/ e (Q=q=16)
Sim. w/o erasure (Q = ¢ = 16)
—3 UB w/o erasure (Q = 16,q = 32)
—5¢Sim. w/o erasure (Q = 16,¢ = 32)
; ; .

34

10—5 L I
1 1.5 2 25 3 3.5 4
B,/ No(dB)

FIGURE 6. UBs and simulated BEPs of uniform-quantized SC decoding
[26] and NQSC decoding for Q = q € {15, 16}, and Q = 16 and q = 32 over
AWGN channel (N = 1024, R = 0.5).

are also shown in Fig. 5. For Q = ¢ = 8 (3-bit preci-
sion quantization), it is confirmed that the proposed asym-
metric and symmetric NQSC decoders show about 0.5dB
better performance at the BEP 2 x 10~% compared to the
optimized uniform-quantized SC decoder [26]. As expected
above, the BEP curves of asymmetric and symmetric 8-level
NQSC decoding with and without erasure show a cross point
at SNR = 3.7dB. Through simulations for 0 = ¢ = 4 and
0 = g = 8, the effect of erasure on the performance of NQSC
decoding can be summarized as follows.

o As SNR decreases, the effect of erasure increases.
o As the number of quantization levels decreases,
the effect of erasure increases.

As shown in Fig. 5, the NQSC decoder for Q = 8 and
q = 16, 32 outperforms the NQSC decoder for Q = g = 8
for all SNR range. However, the amount of improvement is
smaller than that for the case of Q = 4 and there is no further
improvement for Q = 8 and g > 16.

In Fig. 6, the UBs and the BEPs of the proposed
NQSC decoding over AWGN channel are compared for the
block length N = 1024, the code rate R = 0.5, and
Q = g € {15, 16}. The proposed asymmetric and symmet-
ric NQSC decoders show almost the same performance but
symmetric one is always slightly better than asymmetric one.
This means that there is no erasure effect on the decoding
performance for high quantization levels. Also, the error-
correction performance of NQSC decoding for 0 = 16
and ¢ = 32 is negligibly improved compared to that for
Q = g = 16. As the number of quantization levels for quan-
tizer Q increases, the performance improvement of NQSC
decoding with g > Q becomes negligible. In Fig. 6, unlike
2- or 3-bit precision quantization, it is shown that for 4-bit
precision quantization, the proposed decoding method shows
about 0.05dB worse performance at the BEP 4 x 10~ com-
pared to the optimal uniform-quantized SC decoder [26]. That
is because, unlike the optimal uniform-quantized SC decoder,

VOLUME 9, 2021



J. Kim, D.-J. Shin: NQSC Decoding of Polar Codes Over AWGN Channels

IEEE Access

quantization is not performed for each node and messages
take integer values in the proposed decoding method. Specif-
ically, the proposed NQSC decoding has the following
advantages in aspects of decoding complexity and memory
management compared to the optimal uniform-quantized SC
decoding [26].

o In the optimized uniform-quantized SC decoder in
[26], quantization is always performed after each
check node operation and each repetition node opera-
tion, i.e., N(n 4 1) quantizations should be performed,
whereas for the proposed NQSC decoders, additional
quantization is not necessary because the quantization
values of the quantizer are used.

« In [26], the output values of quantizer, the output mes-
sage values of each node operation, and the quan-
tized values of uniform-quantized SC decoder are all
fixed-point numbers. On the other hand, in the proposed
quantization and decoding schemes, the output values
of quantizer and the output message values of each node
operation are selected from Mg and M, respectively.
That is, only Q and ¢ integers are used in the pro-
posed quantizer and NQSC decoder, respectively. Thus,
the proposed quantizer and NQSC decoder require less
memory space compared to the uniform quantizer and
uniform-quantized SC decoder [26].

o In the optimal uniform-quantized SC decoder in [26],
each column of the factor graph consists of 2° groups
and messages of nodes in each group are quantized by
one QB value. Since quantization is performed after
a codeword is received and after each node operation,
>, 2" QB values should be stored, whereas QB values
are stored only in the quantizer because quantization is
not performed in the proposed NQSC decoder. There-
fore, the number of QB values stored in the quantizer
is Q — 1 for both Q = g and Q < g¢. For example,
if the block length N is 1024(= 210y and the number
of quantization levels is 16, the uniform-quantized SC
decoder [26] needs 2047(= 1%, 2%) QB values, but
the proposed NQSC decoder requires only 15 QB values
regardless of the block length.

Tables 1, 2, and 3 show the derived QB values 7, of
Q0 = q(= 3,4,7,8,15,16) and Q < ¢ quantization
cases for various Ep/No, where w/ 0 and w/o 0 indicate the
inclusion and exclusion of erasure, respectively, and E. = 1.
These QB values are obtained by solving the minimization
problems in (17), (20), and (22) through Algorithms 5 and 6.
In Algorithm 5, the input parameters are set as fini = 3,
e = 0.1, and 8 = 20. Note that 7/—_; = —r; and
{10, 71, -+, 7g/2—2} of symmetric even quantization levels
are equal to those of symmetric odd quantization levels,
e.g., the QB values obtained by Algorithms 5 and 6 are
{—0.8416, —0.4577, —0.0734, 0.0734, 0.4577, 0.8416,
1.3566} when Q = g = 8, y = 3dB, and erasure is
contained in the quantization levels. As shown in Tables 1, 2,
and 3, all QB values decrease as Ep /Ny increases as expected.
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TABLE 1. QB values obtained by Algorithms 5 and 6 for Q = q = 3, 4, and
Q=4 and q = 8, 16, 32 for various SNRs.

F/NoldB]
. 1 1.5 2 2.5
(@, 9) T 3 3 1 T
5 5.5 6 6.5
0.5596 0.5264 0.4975 0.4692
(3,3)W/0 | 740 |[0.4453 | 0.4187 | 0.4035 | 0.3810
0.3641 0.3451 | 0.3300 | 0.3247
1.5981 1.5672 1.5186 1.4722
(4,4) w/ 0 71 1.4166 1.3770 1.3320 1.3052
1.0575 1.0350 1.0156 0.9991
0.5072 | 0.4820 | 0.4607 | 0.4424
(4, 4)w/o 0 71 0.4263 0.4156 0.4006 0.3965
0.3799 0.3779 0.3675 0.3620
0.6357 0.6063 0.5816 0.5565
(4,8) wio 0 1 0.5343 | 0.5269 | 0.5256 | 0.4998
0.4678
0.7564 0.7210 0.6848 0.6493
(4,16) wio 0 71 0.6046 0.5771 0.5598 0.5243
0.5035
0.7608 | 0.7246 | 0.6875 | 0.6482
(4, 32) w/o 0 71 0.6058 0.5779 0.5603 0.5246
0.5037

TABLE 2. QB values obtained by Algorithms 5 and 6 for Q = q =7, 8, and
Q = 8 and q = 16, 32 for various SNRs.

Ey/NoldB]

(@, q) i 1 5 2 25

3 35 1 15
- 0.1224 | 0.1019 | 0.0876 | 0.0843
+0 |70.0734 | 0.0589 | 0.0506 | 0.0440
(7.7) w0 o 0.5695 | 0.5398 | 0.5135 | 0.4848
0.4577 | 0.4310 | 0.4061 | 0.3798
o 1.0341 | 0.9870 | 0.9446 | 0.8916
0.8416 | 0.7945 | 0.7518 | 0.7087
(8.8) w0 . 1.5587 | 1.5180 | 1.4702 | 1.4157
' 1.3566 | 1.3122 | 1.2617 | 1.2146
o 0.3540 | 0.3363 | 0.3198 | 0.3041
0.2829 | 0.2713 | 0.2604 | 0.2569
(8,8) w00 | 7o 0.6042 | 0.5815 | 0.5568 | 0.5416
0.5059 | 0.4934 | 0.4862 | 0.4810
75 || 09194 [T0.8900 | 0.8572 | 08421
0.7966 | 0.7819 | 0.7774 | 0.7748
o 0.4052 | 0.3827 | 0.3643 | 0.3435
0.3265 | 0.3137 | 0.3037 | 0.2819
(8,16) wio 0 | 7 0.7770 | 0.7358 | 0.7027 | 0.6636
0.6306 | 0.6100 | 0.5948 | 0.5631
o 1.2256 | 1.1689 | 1.1243 | 1.0741
1.0290 | 1.0004 | 0.9870 | 0.9243
" 0.4288 | 0.4031 | 0.3812 | 0.3572
0.3370 | 0.3327 | 0.3110 | 0.2946
(8,32) W00 | g 0.8275 | 0.7796 | 0.7395 | 0.6923
0.6519 | 0.6272 | 0.6075 | 0.5868
o 1.3055 | 1.2386 | 1.1830 | 1.1108
1.0630 | 1.0297 | 1.0019 | 0.9735

Especially, in Table 3, it is shown that the boundary values
of erasure are 0.0001 close to zero, which means that the
quantized SC decoders with erasure for Q = ¢ = 15,16
have almost no erasure effect. The value 0.0001 indicates the
minimum value of QB, i.e., the resolution t.

Finally, the computational complexity to find the solution
of minimization problem is analyzed for Algorithms 4 and 5.
Figs 7 and 8 show UBs of BEP according to the number of
steps in Algorithms 4 and 5 for the cases of 0 = ¢ = 3,5
and Ej /Ny = 3.5dB. The slope of UB curve changes either
rapidly (elliptical dashed line) or slightly (elliptical solid
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TABLE 3. QB values obtained by Algorithms 5 and 6 for Q = g = 15, 16,
and Q = 16 and q = 32 for various SNRs.

Ey/No[dB]
@, q) P 1 15 2 25
3 35 2
#1o || 00001 | 0.0001 | 0.0001 | 0.0001
0.0001 | 0.0001 | 0.0001
# |[02177 [ 02040 | 0.1873 [ 0.1747
0.1609 | 0.1502 | 0.1422
-, |[0:4665 | 0.4300 | 0.4090 | 0.3796
0.3556 | 0.3385 | 0.3226
(15,15) w/0 | 5, || 07049 | 0.6648 | 0.6212 | 0.5788
0.5389 | 0.5190 | 0.4967
7, | 00756 | 0.9225 | 0.8621 | 0.8016
07423 | 0.7130 | 0.6804
7 12774 | 12170 | 1.1379 | 1.0639
0.0910 | 0.9570 | 0.9070
fe 1.5891 1.5273 1.4330 1.3443
1.2672 1.2366 1.1933
N 1.8158 | 1.7402 | 1.6613 | 1.5639
(16,16) w/0 77 I e T 4606 | 1.4207
#vo |LOT6I7 [ 0.1549 | 01455 | 0.1389
0.1291 0.1208 0.1132
+ |[[0:3627 | 0.3448 | 0.3302 | 03121
0.2049 | 0.2832 | 0.2725
7, || 05523 [ 05265 | 0.5070 | 0.4796
0.4528 0.4381 0.4232
(16,16) wlo 0 | 7, || 0-7578 | 0.7243 | 0.6991 | 0.6510
0.6219 | 0.6005 | 0.5780
7, || 00898 [ 0.9508 | 0.9220 [ 0.8764
0.8255 | 0.7951 | 0.7611
7 |[1:2300 | 11074 | 1.1667 | 1.1163
1.0607 | 1.0316 | 0.9989
7o |[LLB0I8 [ T.4568 | 1.4208 | 1.3635
1.3068 1.2827 1.2534
- 0.1976 | 0.1838 | 0.1684 | 0.1572
+0 70,1455 | 0.1315 | 0.1197
# |[0-4270 | 0.4037 | 0.3770 | 0.3488
0.3263 | 0.3087 | 0.2904
7, |[0:6500 | 0.6186 | 0.5781 | 0.5343
0.4992 | 0.4759 | 0.4495
(16,32) wio0 | , || _0-0019 | 0.8606 | 0.8058 [ 0.7457
0.6930 | 0.6561 | 0.6144
7, |[L.1809 | 1.1310 | 1.0649 | 0.0936
0.0286 | 0.8808 | 0.8185
A |[[LA787 | 14202 | 13413 | 1.2572
5 |[71.1860 | 1.1387 | 1.0777
7o |[ L7910 [ 17338 | 1.6280 | 15305
14556 | 1.4094 | 1.3436

line), which implies that coarse or fine steps are dominant,
respectively. In Figs 7 and 8, it is confirmed that the number of
steps 7 required for >_* to converge to the minimum value in
Algorithm 5 is smaller than that of Algorithm 4. Specifically,
in Algorithm 4 which is an exhaustive search algorithm,
the numbers of steps 1 required to achieve the minimum
UB of BEP are 4, 187 for Q = g = 3 and 28,513,176
for Q = g = 5, respectively, i.e., it is confirmed that Algo-
rithm 4 has the computational complexity O((c/t)Nr) as
explained in IV-B2. On the other hand, in Algorithm 5,
the minimum values are obtained in 10%-103 steps regardless
of Bini. More significantly, as Q increases and t decreases,
it becomes impossible to solve the minimization problem
with Algorithm 4, but the proposed iterative C2F search
algorithm solves the problem.
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FIGURE 8. UBs ) * according to the number of steps 7 in
Algorithms 4 and 5 (Q = ¢ = 5, E /Ny = 3.5dB).

VI. CONCLUSION AND DISCUSSION

In this paper, an effective NQM and NQSC decoding algo-
rithm for polar codes are proposed over AWGN channels.
By deriving an UB of BEP through density evolution analysis
and minimizing this UB with respect to QB variables, both
QB values and the information set Z are obtained. Since this
minimization problem cannot be solved with trivial search
algorithms, we propose an iterative C2F search algorithm
to solve it. Through simulations, it is verified that the pro-
posed iterative C2F search algorithm is able to solve the
complicated minimization problem with low computational
complexity.

Through simulations, for 2, 3-bit precision quantization,
it is confirmed that the proposed method outperforms
the existing best quantization method in [26]. Although
the proposed decoding method shows a slight degradation
in error-correction performance compared to the optimal
uniform-quantized SC decoder in [26] for 4-bit precision
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quantization due to the difference between these two decod-
ing methods as explained in V, the proposed method has
advantages such as low decoding complexity and high mem-
ory efficiency.

Moreover, in various communication and memory sys-
tems, the proposed NQSC decoding method for Q < g
can reduce the decoding latency and the number of sensing
operations without noticeable error-correction performance
degradation. Specifically, the average decoding latency can
be further reduced by performing decoding with low quan-
tization levels (0 = ¢) and repeating decoding after
increasing the number of quantization levels of quantized
SC decoder (Q < ¢) only when decoding fails. Addition-
ally, in memory systems, decoding requires soft information
that demands fine-grained threshold-voltage sensing opera-
tion [22] and hence incurs energy consumption and access
latency penalty. Therefore, it is important to minimize the
number of threshold-voltage sensing operations without seri-
ous degradation of error-correction performance. The number
of threshold-voltage sensing operations is proportional to the
number of quantization levels Q for quantizer. If the proposed
NQSC decoding method for Q < ¢ is applied to memory sys-
tems, it is possible to reduce the number of threshold-voltage
sensing operations (o< Q) without noticeable error-correction
performance degradation.
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