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Abstract 

In older reinforced concrete (RC) buildings, columns are fragile elements that can induce collapse of entire buildings 
during earthquakes. An accurate assessment of the seismic vulnerability of RC buildings using nonlinear response his-
tory analyses requires an accurate numerical model. The peak-oriented hysteretic rule is often used in existing numeri-
cal models to simulate the hysteretic behavior of RC members, with predefined backbone curves and cyclic deteriora-
tion. A monotonic backbone curve is commonly constructed from a cyclic envelope. Because cyclic envelope varies 
according to loading protocols, particularly in a softening branch, it is difficult to obtain a unique backbone curve 
irrespective of loading protocols. In addition, cyclic deterioration parameters irrespective of loading protocols cannot 
be found because these parameters are estimated with respect to the backbone curves. Modeling parameters of 
existing numerical models can also vary with respect to loading protocol. The objective of this study is to propose a 
loading protocol-independent numerical model that does not require estimates of modeling parameters specifically 
tuned for a certain loading protocol. The accuracy of the proposed model is verified by comparing the simulated and 
measured cyclic curves of different sets of identical RC column specimens under various loading protocols.

Keywords:  numerical model, column, loading protocol, cyclic envelope, backbone curve, peak oriented, cyclic 
deterioration
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1  Introduction
Many older reinforced concrete (RC) buildings were built 
without considering important seismic design principles 
(Galanis and Moehle, 2015; Han et al. 2004; Moon et al. 
2017; Sezen and Chowdhury 2009; Sae‑Long et al. 2019). 
Columns in these buildings were often constructed with 
less-stringent reinforcement details than those required 
by modern seismic design codes (Lynn et al. 1996; Li and 
Sanada 2017; Chowdhury and Orakcal 2012; El-Sokkary 
and Galal 2009; Sezen and Moehle 2006; Elwood and 

Moehle 2005; Liel et  al. 2011), making them vulnerable 
to earthquakes (Lee and Han 2018). Previous studies 
revealed that columns in RC buildings constructed prior 
to the 1970s exhibited poor hysteretic behavior (Galanis 
and Moehle 2015; Sezen and Chowdhury 2009), which 
can trigger partial or entire building collapse during 
earthquakes (Liel et al. 2011; Lee and Han 2018).

To assess the seismic vulnerability of such buildings 
and prepare adequate seismic retrofit plans using non‑
linear response history analyses, it is necessary to employ 
an accurate numerical model. Numerical models have 
been developed to predict the hysteretic behavior of RC 
columns (Ghannoum and Moehle 2012; LeBorgne and 
Ghannoum 2014a, b). Such models are typically classi‑
fied as lumped, distributed and continuum inelasticity 
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models (ATC 2010; NIST 2010; Ronagh and Baji 2014). 
Because of simplicity and efficiency, a lumped inelasticity 
model has been widely used (Haselton et al. 2011; Lignos 
et  al. 2015, 2013; Elkady and Lignos 2014; Eads et  al. 
2013; Tothong, and Luco 2007; Goulet et al. 2007). In the 
lumped inelasticity model, a column is modeled using 
an elastic linear element and inelastic spring elements 
lumped at the both ends of the linear element. This 
model can effectively capture monotonic (in-cycle) and 
cyclic strength degradation of RC columns (ATC 2010).

In lumped inelasticity models recently developed for 
RC columns (Ibarra et  al 2005; Lignos and Krawinkler 
2011; Lowes and Altoontash 2003), the hysteretic rule, 
backbone curve, and damage rule must be defined. In 
the existing numerical models, monotonic and cyclic 
strength degradation are incorporated in the back‑
bone curve and damage rule, respectively (Lowes and 
Altoontash 2003). Most existing numerical models for 
RC members (Haselton et al. 2007; Wen et al. 1996; LeB‑
orgne and Ghannoum 2014a, b) commonly adopt the 
peak-oriented hysteretic rule proposed by Clough and 
Johnston (1966) and Mahin and Bertero (1976).

The procedure determining constituent modeling 
parameters of backbone curves and damage rule, how‑
ever, varies from researcher to researcher, and relies 
heavily on measured cyclic curves of RC columns. Ide‑
ally, backbone curve parameters should be determined 
from monotonic tests, which have rarely been conducted. 
For this reason, most studies derived backbone curve 
parameters from the first-cycle envelopes of cyclic curves 
generated by experimental tests (FEMA 2009). How‑
ever, there are two drawbacks in such procedure. First, 
at a given drift, the backbone curve derived from the 
first-cycle envelope generally produces a lateral load less 
than that from the monotonic tests, so that it produces 
conservative load–deformation responses (ASCE 2017). 
Second, the deformation at the peak load and the slope 
of softening branch in the first-cycle envelopes vary sig‑
nificantly according to loading protocols (FEMA 2009; 
ASCE 2017; Park and Ang 1985), making it impossible 
to obtain a unique backbone curve from the first-cycle 
envelope curve irrespective of loading protocols.

To reduce the uncertainties in the first-cycle enve‑
lopes, ASCE 41-17 (ASCE 2017) recommends that back‑
bone curves be constructed using the median of multiple 
first-cycle envelopes obtained under different loading 
protocols. However, the ASCE 41-17 procedure may 
not be practical because most column specimens are 
tested under a single loading protocol rather than mul‑
tiple loading protocols. A numerical model with an inac‑
curate backbone curve reportedly failed to accurately 
predict the collapse strength of a building when mono‑
tonic strength degradation played an important role in 

dynamic instability (Maison and Speicher 2016; PEER 
2017). In addition, the modeling parameters of cyclic 
degradation cannot be estimated accurately because 
cyclic degradation is defined with respect to backbone 
curves.

The objective of this study is to propose a loading 
protocol-independent numerical model to tackle the 
aforementioned drawbacks. A backbone curve without a 
softening branch is used to idealize the backbone curve 
such that the influence of loading protocols on backbone 
curve idealization is minimized. A damage rule used in 
the proposed model can represent both monotonic and 
cyclic strength degradation. Unlike existing models, the 
proposed model does not require repeated estimations of 
modeling parameters according to loading protocols. The 
proposed numerical model is verified by comparing the 
simulated and measured cyclic curves of four sets of RC 
column specimens. Each set includes identical specimens 
tested under different loading protocols.

1.1 � Exploration on the Effect of Different Loading 
Protocols on Envelope Curves

To explore the effect of different loading protocols on 
envelope curves, four sets of RC column tests are col‑
lected: (1) two specimens tested by Sezen and Moe‑
hle (2006); (2) six specimens tested by Takemura and 
Kawashima (1997); (3) five specimens tested by Nojavan 
et al. (2015), and (4) four specimens tested by Pujol et al. 
(2006). Each set contains RC column specimens with 
identical dimensions and reinforcement details, but the 
specimens in each set were tested under different loading 
protocols.

Table 1 summarizes information about collected speci‑
mens, where b is the width of a column section, h is the 
height of a column section, s is the center-to-center spac‑
ing of transverse reinforcement, av is the shear span, f ′c  
is the compressive strength of concrete, fyl is the yield 
strength of the longitudinal reinforcement, fyt is the 
yield strength of the transverse reinforcement, ρl is the 
ratio of area of distributed longitudinal reinforcement to 
gross concrete area perpendicular to that reinforcement, 
and ρt is the ratio of area of distributed transverse rein‑
forcement to gross concrete area perpendicular to that 
reinforcement.

In Table  1, “MONO”, “STD”, “OS”, and “CA” indicate 
monotonic loading, fully reversed cyclic loading with 
gradually increasing deformation amplitudes, one-sided 
loading, and cyclic loading with constant displacement 
amplitude, respectively. Some specimens (S2, T4, N3, 
N4, and N5) listed in Table  1 were tested under mixed 
loading protocols. For example, specimen S2 was tested 
under loading protocol STD in the initial loading phase, 
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then under loading protocol MONO in a subsequent 
loading phase.

Figure  1a–d shows the first-cycle envelopes of three 
sets of column specimens in individual sets tested by 
Sezen and Moehle (2006), Takemura and Kawashima 
(1997), Nojavan et  al. (2015), and Pujol et  al. (2006), 
respectively. The abscissa and ordinate are the drift ratio 
( θ ) and lateral load, respectively. Although specimens in 
each set had identical geometrical properties, the first-
cycle envelopes vary significantly from specimen-to-
specimen because of the influence of different loading 
protocols (see Fig.  1a–c). Specimens tested under load‑
ing protocol STD generally have the smallest first-cycle 
envelope compared with specimens tested under other 
loading protocols (MONO and OS). This phenomenon 
agrees with that reported by previous studies (FEMA 
2009; ASCE 2017; Park and Ang 1985).

According to Sezen and Moehle (2006), Takemura and 
Kawashima (1997), and Nojavan et  al. (2015), all speci‑
mens experienced reinforcement yielding at θ ranging 
from 1 to 2%, a relatively narrow range. As shown in 
Fig.  2, the variability of the first-cycle envelopes is not 
significant in the elastic range. However, as θ increases 
beyond the elastic range, variability in envelopes accord‑
ing to loading protocols grows sharply. In Fig. 1, median 
( X̂ ) and X̂ ± one standard deviation ( σ ) of envelopes are 
plotted. The X̂ ± σ envelope deviates more from corre‑
sponding X̂ envelopes with an increase in θ . This phe‑
nomenon is more evident beyond the linear-elastic range. 
The first-cycle envelopes shown in Fig. 1d did not exhibit 
large dispersions ( σ ). This may be attributed to two 

reasons: (1) displacement amplitudes used in tests were 
not large enough for reaching capping point; (2) tests 
were conducted with relatively simple and symmetric 
loading protocols.

Figure 2 depicts the backbone curves derived from the 
envelopes by Haselton et al. (2007). Two sets of column 
tests conducted by Sezen and Moehle (2006), Takemura 
and Kawashima (1997) are considered. Although the 
backbone curves of identical specimens should be the 
same irrespective of loading protocols, backbone curves 
obtained from cyclic envelopes vary significantly.

Large variation is also observed in capping deformation 
( θ at maximum load). As shown in Fig. 2b, the effective 
yield points ( θy ) of individual specimens are less than 2%. 
Beyond θy , the stiffness of backbone curves decreases sig‑
nificantly. Because cyclic strength degradation is defined 
with respect to the backbone curves, the values of mod‑
eling parameters for cyclic degradation also vary signifi‑
cantly according to loading protocols. The difference in 
values of cyclic degradation parameters estimated by 
Haselton et al. (2007) for specimens T1 and T5 is as large 
as 364%.

To obtain a unique set of backbone curves and cyclic 
degradation irrespective of loading protocols, experi‑
mental tests are required with a number of identical 
specimens under monotonic loading as well as various 
cyclic loading protocols. Krawinkler (2009) mentioned 
an urgent need to complement conventional component 
tests, which are usually based on gradually increasing 
symmetric loading protocols. However, conducting such 
experimental tests require enormous efforts and time.

Table 1  Summary of physical parameters of RC column specimens and loading protocols.

Set ID b (mm) h (mm) av (mm) ν (%) f ′c (MPa) fyl (MPa) ρl (%) ρt (%) Loading protocol References

1 S1 457 457 1473 15.1 21.1 434 2.48 0.17 STD Sezen and Moehle (2006)

S2 457 457 1473 14.6 21.8 434 2.48 0.17 STD + MONO

2 T1 400 400 1245 2.7 35.9 363 1.58 0.20 STD Takemura and Kawashima (1997)

T2 400 400 1245 2.8 35.7 363 1.58 0.20 STD

T3 400 400 1245 2.9 34.3 363 1.58 0.20 STD

T4 400 400 1245 3.0 33.2 363 1.58 0.20 MONO + STD

T5 400 400 1245 2.7 36.8 363 1.58 0.20 OS

T6 400 400 1245 2.7 35.9 363 1.58 0.20 OS

3 N1 914 711 1473 15.4 37.2 510 1.59 1.02 STD Nojavan et al. (2015)

N2 914 711 1473 13.9 33.5 510 1.59 1.02 MONO

N3 914 711 1473 14.1 36.5 510 1.59 1.02 STD + MONO

N4 914 711 1473 14.0 37.0 510 1.59 1.02 STD + MONO

N5 914 711 1473 16.3 31.8 510 1.59 1.02 STD + OS

4 P1 152 305 686 9.6 29.9 453 2.45 0.55 CA Pujol et al. (2006)

P2 152 305 686 9.6 29.9 453 2.45 0.55 CA

P3 152 305 686 8.5 33.7 453 2.45 0.55 CA

P4 152 305 686 8.5 33.7 453 2.45 0.55 CA
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Fig. 1  Cyclic envelopes of three sets of identical RC specimens tested under various loading protocols: a Sezen and Moehle (2006), b Takemura and 
Kawashima (1997), c Nojavan et al. (2015), d Pujol et al. (2006).

Fig. 2  Backbone curves idealized from cyclic envelopes for different loading protocols: a Sezen and Moehle (2006), b Takemura and Kawashima 
(1997).
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2 � Numerical Model Proposed for RC Columns 
in This Study

A loading protocol-independent numerical model is pro‑
posed to simulate the hysteretic behavior of RC columns 
in this study. Although the proposed model is developed 
based on the peak-oriented hysteretic rule, there are two 
distinct differences from the existing models: (1) a soften‑
ing branch is not included in the backbone curves, and 
(2) a damage rule that accommodates both monotonic 
and cyclic strength degradation is used. A more detailed 
explanation of the proposed model follows.

2.1 � Backbone Curve and Hysteretic Rule
In existing numerical models, backbone curves are typi‑
cally defined prior to simulating cyclic curves (Ibarra 
et al. 2005; Lows and Altoontash 2003). Tri-linear back‑
bone curves are most often used in numerical models 
for RC columns (Haselton et  al. 2007): (1) the first line 
segment of the backbone curves starts from the origin 
to the effective yield point, which represents the elastic 
response of RC columns; (2) the second line segment 
connecting the effective yield and capping (maximum 
load) points represents strain hardening behavior, and (3) 
the third line segment is a softening branch, which con‑
nects the capping and reduced-strength points and rep‑
resents monotonic strength degradation.

In this study, a backbone curve without a soften‑
ing branch beyond the capping point ( θc , fc ) is used to 
avoid the loading protocol-dependent nature in soften‑
ing branch (Fig. 3a). The softening branch varies widely 
according to loading protocols (Fig.  1). An additional 
advantage of using backbone curves without a soften‑
ing branch is that fewer backbone curve parameters are 
needed by the numerical model. Although the softening 
branch is not included in the backbone curve, mono‑
tonic strength degradation is considered in the proposed 

model with a modified damage rule, described in the fol‑
lowing section.

Most existing numerical models adopt the peak-ori‑
ented hysteretic rule to simulate the hysteretic behav‑
ior of RC structural components (Lows and Altoontash 
2003; LeBorgne and Ghannoum 2014a, b). In this study, 
the peak-oriented hysteretic rule is also used in the pro‑
posed model. Peak-oriented hysteretic rules without 
and with pinching behavior are shown in Fig. 3 b and c, 
respectively. The pinching rule proposed by Lowes and 
Altoontash (2003) is also implemented in the proposed 
model (Fig.  3c). The pinched responses are simulated 
through break points (7′ and 8′ in Fig.  3c). The reload‑
ing break point is defined by the parameters κr and κd 
(Fig.  3c), which modifies the maximum pinched force 
and displacement (point 8′ in Fig.  3c), respectively. The 
reloading break points ( κrθmax , κdfmax ) in the positive 
and negative loading directions are defined with respect 
to maximum absolute values of force and deformation 
( θmax and fmax ). In the case of unloading break points 
(point 7′ in Fig. 3c), only the unloading force is modified 
as κufc . The values of pinching parameters ( κr , κd and κu ) 
are assigned between 0 and 1.

2.2 � Damage Rule
During earthquakes, RC columns often experience 
micro-cracking, concrete spalling, concrete crushing, 
reinforcement yielding and bond deterioration at steel–
concrete interfaces (Yue et  al. 2016; Park and Paulay 
1975). Degradation in strength ( f  ) and stiffness ( k ) is a 
macroscopic representation of such damage. In existing 
numerical models, strength and stiffness degradation in 
the load–deformation responses is incorporated using 
Eq. (1):

(1)x = (1− δ)x

Fig. 3  Proposed numerical model: a backbone curve, b hysteretic rule without pinching, c hysteretic rule with pinching.
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where x and x are the original and deteriorated response 
variables, respectively, and δ is the damage variable, 
which is equivalent to δi (Lowes and Altoontash 2003) 
and βi (Ibarra et  al. 2005; Lignos and Krawinker 2011). 
The role of a damage variable is to represent the degree 
of damage relative to the backbone curve. The value of δ 
varies between 0 and 1.

The damage variable δ in Eq. (1) can be calculated using 
Eq. (2):

where α1 and α2 are the damage parameters defining the 
rate of degradation (damage) at a given D , and D is the 
damage function that estimates either cumulative energy 
[Eq. (3)] or cumulative deformation [Eq. (4)]:

To account for strength and stiffness degradation in 
load–deformation responses, Eq.  (3) is often used (Lee 
and Han 2018; Ibarra et al. 2005; Lignos and Krawinker 
2011; Lowes and Altoontash 2003; Haselton et  al. 2007; 
LeBorgne and Ghannoum 2014a, b; Han et al. 2019).

However, Eq.  (3) does not reflect trends in damage 
accumulation according to deformation demands. The 
degree of damage accumulation accelerates with an 
increase in deformation ( θ ) and number of cyclic defor‑
mation reversals on RC columns. LeBorgne and Ghan‑
noum (2014a, b) reported that such phenomena are more 
apparent in RC columns that fail by shear.

(2)δ = α1(D)
α2

(3)D =
∑

f�θ

(4)D =
∑

|�θ |

Figure  4a provides an example of load–deforma‑
tion responses simulated with Eq.  (3) subjected to eight 
cycles of loading with the same deformation amplitude. 
Figure  4b shows a normalized D calculated from the 
cyclic curves in Fig. 4a. Normalized D is the D value at 
each loading cycle divided by the value at the last loading 
cycle. As shown in this figure, the degree of increment in 
normalized D calculated from Eq. (3) per cycle decreases 
with an increase in the number of cycles unlike the 
trend reported by LeBorgne and Ghannoum (2014a, b), 
whereas the degree of increment calculated from Eq. (4) 
is nearly constant. In this study, a cumulative deforma‑
tion rule is used to estimate the degree of damage.

To evaluate the accuracy in damage function ( D ), test 
results of 133 rectangular RC column specimens exhib‑
iting the damage variable ( δ ) value for strength degrada‑
tion greater than or equal to 0.5 are collected from the 
PEER Structural Performance Database (Berry et  al. 
2004). To derive the relation between D and δ , linear and 
logarithmic δ values are plotted according to normalized 
D values in Fig. 5a and b, respectively, where D is calcu‑
lated from Eq.  (4). Damage variable δ can be estimated 
at each deformation reversal, which is calculated as the 
measured lateral load divided by the maximum lateral 
load. In Fig. 5, δ is denoted by black dots. Figure 5a and 
b shows a median X̂ and standard deviation ( σ ) of δ and 
lnδ, respectively. The dispersion in lnδ according to nor‑
malized D is less than that in δ . The mean squared error 
of δi and ln δi measured from their respective medians are 
0.70 and 0.56. Thus, damage function D is proposed as an 
exponential form rather than a linear form. The proposed 
equation is:

Fig. 4  Cyclic curves and damage accumulation: a cyclic curves, b normalized D per cycles.
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where e|θ−θy|/θpl is the weight factor accounting for the 
trend between D and lnδ as observed in Fig. 5b, and θpl is 
the plastic deformation defined in Fig. 3a.

In existing models (Lowes and Altoontash 2003; Ibarra 
et  al 2005; Lignos and Krawinkler 2011), δ in Eq.  (2) is 
updated at deformation reversals. This leads to an abrupt 
increase in δ , as denoted by the dotted line in Fig. 4b. In 
addition, monotonic strength degradation under a mono‑
tonically increasing load cannot be simulated by existing 

(5)D =
∑

e|θ−θy|/θpl |�θ | models. To introduce strength degradation under mono‑
tonic loading, a softening branch is included in a back‑
bone curve in the existing models, which is difficult to 
predict because of the highly dependent nature of loading 
protocols (Fig. 1).

Such drawbacks can be alleviated by updating δ at 
every analysis step instead of updating it at defor‑
mation reversals. This updating scheme is based on 
softening-response prediction for concrete materials 
in continuum damage mechanics (Krajcinovic 1983). 
Figure 6a and b shows the load–deformation response 

Fig. 5  Trend between δi and D.

Fig. 6  Load–deformation response under monotonically increasing load: a existing model, b proposed model.
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of existing and proposed models under monotoni‑
cally increasing loading, respectively. Neither model 
includes a softening branch in the backbone curves to 
illustrate the novel feature of the proposed model. As 
shown in Fig.  6a, the existing model fails to simulate 
monotonic degradation when the softening branch is 
not defined in the backbone curve. The proposed model 
successfully simulates monotonic strength degrada‑
tion, although a softening branch is not included in the 
backbone curve (Fig. 6b).

Figure  7 provides another example of cyclic curves 
obtained from existing and proposed numerical models 
under an STD type loading protocol. Softening branches 
are not considered in backbone curves for either model. 
Figure 7a depicts cyclic curves without considering dam‑
age rule. This is done by setting α1 in Eq.  (2) to zero. 
Cyclic and monotonic deterioration is not evident in 
Fig.  7a. Figure  7b, and c shows the cyclic curves of the 
existing and the proposed models, respectively. In Fig. 7c, 
the proposed model can simulate monotonic (in-cyclic) 
degradation, whereas existing models cannot simulate 
monotonic degradation. Figures  6b and 7c reveal that 
the proposed numerical model can simulate monotonic 
strength degradation under both monotonic and cyclic 
loads, even if the softening branch is not predefined in 

the backbone curves. Table 2 summarizes important fea‑
tures of existing and proposed models.

3 � Model Parameter Calibration
Model parameters are calibrated based on test data of 
RC columns to accurately reproduce the measured load–
deformation responses. Before calibrating model param‑
eters, the P −� effect is excluded from the test results to 
establish a pure relationship between force and deforma‑
tion (Lee and Han 2018; Haselton et al. 2007; Liao et al. 
2017). Two sets of model parameters are calibrated: (1) 
backbone curve parameters, (2) damage parameters.

Backbone curve parameters are calibrated based on 
the first-cycle envelopes according to FEMA 440 (FEMA 
2005). Figure 8a shows a calibrated backbone curve and 
its constituent modeling parameters. The capping point 
( θc , fc ) is defined as the point corresponding to the maxi‑
mum strength determined from the measured cyclic 
envelope. The yield point ( θy , fy ) is determined using an 
iterative procedure: (1) assume a point ( θy , fy ); (2) con‑
struct a line connecting the origin and the point on the 
envelope corresponding to 0.6 fy according to Sect. 4 of 
FEMA 440; (3) calculate the difference in areas under 
the cyclic envelope ( A1 in Fig. 8) and under the idealized 
backbone curve ( A2 in Fig. 8) up to the capping point; (4) 
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Fig. 7  Cyclic curves obtained from existing and proposed numerical models: a model without damage rule, b existing model with Eq. (3), c 
proposed model with Eq. (5).

Table 2  Characteristics of existing and proposed numerical models.

Existing model Proposed model

Hysteretic rule Peak-oriented Peak-oriented

Backbone curve Tri-linear curve with or without a softening branch Tri-linear curve without a softening branch

Damage rule δ is calculated using cumulative energy, and is updated at deforma-
tion reversal

δ is calculated using cumulative deforma-
tion, and is updated at every analysis 
step
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repeat steps (1) to (3) until the specified tolerance of the 
difference in two areas is satisfied (≤ 0.1%).

Once the idealized backbone curve is constructed, the 
values of cyclic strength degradation parameters ( α1,α2 ) 
are determined with respect to the idealized backbone 
curve. Parameters α1 and α2 that best fit the measured 
load–deformation responses should be tuned simulta‑
neously. To estimate the α1 and α2 values effectively, the 
genetic algorithm was used in this study.

4 � Validation of the Proposed Hysteretic Model 
for RC Columns

To verify the proposed numerical model, the cyclic 
curves of three different sets of column specimens 
(Table 1) are simulated using the proposed model: (1) set 
1, two specimens tested by Sezen and Moehle (2006); (2) 
set 2, six specimens tested by Takemura and Kawashima 
(1997); (3) set 3, five specimens tested by Nojavan et al. 
(2015); and (4) set 4, four specimens tested by Pujol et al. 
(2006). Although each set contains identical column 
specimens, specimens in each set were tested under dif‑
ferent loading protocols. Because the main feature of the 
proposed model is the nature of loading-protocol inde‑
pendency, the cyclic curves of column specimens in each 
set are simulated using the values of modeling param‑
eters determined for the first specimen in the set (spec‑
imens S1 for set 1, T1 for set 2, and N1 for set 3). The 
cyclic curves are also simulated using the existing numer‑
ical model provided in Table  2, with the values for the 
modeling parameters determined for the first specimen 

in each set and compared with those obtained from the 
proposed model. The backbone curve without a softening 
branch is idealized from the first-cycle envelope curves 
for both numerical models (Fig. 7). Modeling parameters 
of cyclic degradation are determined to match the meas‑
ured cyclic degradation.

To evaluate the accuracy of simulation results, the � 
value is calculated using Eq. (6), which is the root mean 
squared error in the calculated lateral forces ( fi,cal ) at 
every analysis steps ( i = 1 to N  ) with respect to the meas‑
ured lateral forces ( fi,test ) at corresponding loading steps:

4.1 � Set 1: Specimens Tested by Sezen and Moehle (2006)
Figure 9 shows the measured and simulated cyclic curves 
of specimens S1 and S2 from the proposed and existing 
numerical models. Cyclic curves are simulated for speci‑
mens S1 and S2 with the same loading protocol shown 
in Fig.  9a-1. For specimen S1, both the existing and pro‑
posed models produce cyclic curves accurately (Fig.   9 
b-1, c-1). However, it is noted that the cyclic curves simu‑
lated from the proposed model does not perfectly match 
the measured cyclic curves over the entire drift ranges. 
Particularly, in a drift ratio ranging from 2 to 3%, the dis‑
crepancy between simulated and measured cyclic curves 
is noticeable. Although the proposed model is a simple 
model, the model needs to be improved in future study.

For specimen S2 (Fig.   9b-2), cyclic curves simulated 
from the existing model deviates significantly from the 
measured cyclic curves in the softening branch ( θ ≥ 2%). 
In contrast, the proposed model simulates the soften‑
ing response accurately, although the values of modeling 
parameters determined for specimen S1 are used for the 
simulation. This proves that the proposed model pro‑
duces consistently accurate load–deformation responses 
irrespective of loading protocols.

The values of � for specimens S1 and S2 are calcu‑
lated for the proposed and exiting models using Eq.  (6) 
and summarized in Table 3. For specimen S1, the differ‑
ence in the � values for the existing and proposed mod‑
els is only 1%. The error produced by the existing model 
is slightly smaller than that produced by the proposed 
model. However, for specimen S2 tested under a load‑
ing protocol different from that used for specimen S1, 
the Ω value of the proposed model is 25% smaller than 
that of the exiting model. This indicates that the simula‑
tion accuracy of the proposed hysteretic model improves 
by 25% compared to that of the existing model. This indi‑
cates that the proposed model produces small error irre‑
spective of the types of loading protocols.

(6)� =

√

∑N
i=1 (fi,cal−fi,test)

2

N

Tested data
Backbone curve
Cyclic envelope

fy

fc

θy θc

A1

A1 = A2

A2

θ

f

Fig. 8  Backbone curve parameter calibration.
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4.2 � Set 2: Specimens Tested by Takemura and Kawashima 
(1997)

Figure 10 shows cyclic curves of six identical specimens 
tested with different loading protocols by Takemura and 
Kawashima (1997) and the simulated cyclic curves using 
the proposed and existing numerical models. The pro‑
posed model generally produces cyclic curves that gen‑
erally match the measured cyclic curves better than the 
existing model.

The � values of six specimens are calculated for the 
proposed and existing models using Eq. (6) and summa‑
rized in Table 3. The ratios of � values of the proposed 
model to those of the existing model for specimens T1, 
T2, T3, T4, T5 and T6 are 1.03, 0.66, 0.53, 0.15, 0.99, and 
0.26, respectively, indicating that the proposed numeri‑
cal model simulates the cyclic curves of specimens more 
accurately than does the exiting model.

4.3 � Set 3: Specimens Tested by Nojavan et al. (2015)
Measured and simulated cyclic curves of five identical 
column specimens tested with different loading proto‑
cols by Nojavan et al. (2015) are shown in Fig. 11. Cyclic 

a Loading protocol b Existing hysteretic model c Proposed hysteretic model

S1
S2

Fig. 9  Measured and simulated cyclic curves of specimens tested by Sezen and Moehle (2006): a loading protocol, b existing hysteretic model, c 
proposed hysteretic model.

Table 3  Ω values of  the  existing and  proposed models 
for specimens.

Set Specimens Ω (exiting 
model) (1)

Ω (proposed 
model) (2)

(2)/(1)

1 S1 2792 2806 1.01

S2 2928 2202 0.75

2 T1 382 393 1.03

T2 1025 672 0.66

T3 728 386 0.53

T4 1500 223 0.15

T5 581 575 0.99

T6 1098 287 0.26

3 N1 104,467 104,459 1.00

N2 49,480 42,664 0.86

N3 105,279 104,266 0.99

N4 133,116 101,100 0.76

N5 119,043 84,858 0.71

4 P1 349 349 1.00

P2 321 318 0.99

P3 286 283 0.99

P4 243 240 0.99

Fig. 10  Measured and simulated cyclic curves of specimens tested by Takemura, Kawashima (1997): a loading protocol, b existing model, c 
proposed model.

(See figure on next page.)
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a Loading protocol b Existing hysteretic model c Proposed hysteretic model
N
1

N
2

N
3

N
4

N
5

Fig. 11  Measured and simulated cyclic curves of specimens tested by Nojavan et al. (2015): a loading protocol, b existing hysteretic model, c 
proposed hysteretic model.
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curves simulated using the proposed model match the 
measured cyclic curves better than those simulated by 
the existing model.

The � values of the five specimens are calculated using 
Eq.  (6) for the proposed and existing models (Table  3). 
The respective Ω ratios of the proposed model to those 

of the existing model for specimens N1, N2, N3, N4, and 
N5 are 1.00, 0.86, 0.99, 0.76, and 0.71, respectively. The 
proposed model simulates cyclic curves of specimen N1 
with negligible improvement over the existing model. 
However, it simulates cyclic curves for specimens N2, 
N3, N4, N5, and N6 more accurately than the existing 

(a) Loading protocol (b) Existing hysteretic model (c) Proposed hysteretic model
P1

P2
P3

P4

Fig. 12  Measured and simulated cyclic curves of specimens tested by Pujol et al. (2006): a loading protocol, b existing hysteretic model, c proposed 
hysteretic model.
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model irrespective of loading protocols. The proposed 
model produces superior simulation results compared 
with the existing model for specimens N4 and N5, which 
were tested under a mix of STD and other loading pro‑
tocols, which is similar to near-collapse loading proto‑
col. Although overall simulation results are improved 
by using the proposed model compared with those 
from the existing model, the proposed model needs 
to be improved to simulate softening branches more 
accurately.

4.4 � Set 4: Specimens Tested by Pujol et al. (2006)
Figure 12 shows cyclic curves of four identical specimens 
tested by Pujol et al. (2006) with different loading proto‑
cols and those simulated from the existing and proposed 
models.

Unlike observations from the specimens shown in 
Figs.  9, 10, 11, the difference between cyclic curves 
simulated with the existing and proposed models is not 
distinct. The proposed model produces slightly accu‑
rate results than the existing model. The Ω value of the 
proposed model for four specimens is only 1% less than 
that of the existing model. Such small difference in the Ω 
value between the two models may have resulted from 
the loading protocols used in the test. All loading proto‑
cols used in the tests were almost symmetric in the posi‑
tive and negative loading directions. The existing model 
may produce reasonable simulation results for columns 
tested under symmetric loading protocols. Another rea‑
son is attributed to the fact that those specimens were 
not tested under large deformation amplitudes develop‑
ing significant post-capping responses unlike other speci‑
mens listed in Table 3. As observed in previous sections, 
the existing and proposed models produced distinctively 
different results in the softening branch.

5 � Summary and Conclusions
In this study, a numerical model was proposed to simu‑
late the cyclic curves of RC columns and to resolve draw‑
backs of existing numerical models dependent on loading 
protocols.

The model implemented the peak-oriented hyster‑
etic rule. Backbone curves were idealized from the 
first-cycle envelope of measured cyclic curves. Soften‑
ing branches were not considered to avoid inaccuracies 
in modeling due to large fluctuations in the softening 
branch of envelopes according to loading protocols. In 
the proposed model, the damage variable was updated 
at every loading step to simulate the softening response 
associated with both in-cyclic and cyclic degradations.

The model was validated by comparing simulated and 
measured cyclic curves of four different sets of RC col‑
umns specimens. Each set contained identical columns 
specimens tested under different loading protocols. 
The values of modeling parameters were determined 
for the first specimen of each set. The proposed model 
generally produced cyclic curves of column specimens 
more accurately than the existing model. To evlauate 
the accuracy of the proposed model, the ( � ) calue was 
calculated, which is the root mean squared error in the 
calcuated lateral force ( fi,cal ) at every analysis steps 
with respect to the measured lateral forces ( fi,test ) at 
corresponding loading steps. The � value produced 
by the proposed model was up to 85% smaller than 
that produced by the existing model. The ratio of the 
� value for the proposed model to that for the existing 
model ranged from 0.15 to 1.03. When loading history 
is significantly different from convention fully reversed 
cyclic loading, the � value for the existing model was 
much greater than that for the proposed model. For 
convention fully reversed cyclic loading, the difference 
between the � values for the proposed and existing 
models was minor (< 5%). This indicates that the pro‑
posed model simulated hysteretic behavior of RC col‑
umns accurately irrespective of loading protocols.

To simulate the cyclic curves of a column without test 
data, predictive equations are required to calculate the 
values of constituent model parameters with column 
dimensions, material properties, reinforcement ratios, 
etc. It is beyond the scope of this study to propose these 
equations. But it will be done in a future study. In addi‑
tion, the proposed model needs to be improved to sim‑
ulate cyclic curves more accurately in the entire drift 
ranges.
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