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## Measurement of $\boldsymbol{B}^{0} \rightarrow \boldsymbol{J} / \boldsymbol{\psi} \boldsymbol{\eta}^{(/)}$and constraint on the $\boldsymbol{\eta}-\boldsymbol{\eta}^{\prime}$ mixing angle
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We measure the branching fractions of $B^{0} \rightarrow J / \psi \eta^{(1)}$ decays with the complete Belle data sample of $772 \times 10^{6} B \bar{B}$ events collected at the $\Upsilon(4 S)$ resonance with the Belle detector at the KEKB asymmetricenergy $e^{+} e^{-}$collider. The results for the branching fractions are: $\mathcal{B}\left(B^{0} \rightarrow J / \psi \eta\right)=\left(12.3 \pm_{1.7}^{1.8} \pm 0.7\right) \times$ $10^{-6}$ and $\mathcal{B}\left(B^{0} \rightarrow J / \psi \eta^{\prime}\right)<7.4 \times 10^{-6}$ at $90 \%$ confidence level. The $\eta-\eta^{\prime}$ mixing angle is constrained to be less than $42.2^{\circ}$ at $90 \%$ confidence level.
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The neutral $B$ meson decays $B^{0} \rightarrow J / \psi \eta^{(\prime)}$ are mediated by the $\bar{b} \rightarrow c \bar{c} \bar{d}$ transition as shown in Fig. 1. For such final states involving an $\eta$ or $\eta^{\prime}$ meson, it is convenient to consider flavor mixing of $\eta_{q}$ and $\eta_{s}$ defined by

$$
\begin{equation*}
\eta_{q}=\frac{1}{\sqrt{2}}(u \bar{u}+d \bar{d}), \quad \eta_{s}=s \bar{s} \tag{1}
\end{equation*}
$$

in analogy with the wave functions of $\omega$ and $\phi$ for ideal mixing [1]. The wave functions of the $\eta$ and $\eta^{\prime}$ are given by

$$
\binom{\eta}{\eta^{\prime}}=\left(\begin{array}{cc}
\cos \phi & -\sin \phi  \tag{2}\\
\sin \phi & \cos \phi
\end{array}\right)\binom{\eta_{q}}{\eta_{s}} .
$$

If the $s \bar{s}$ component in Eq. (2) for $B^{0} \rightarrow J / \psi \eta^{(\prime)}$ decays is negligible, the branching fractions are related to the $\eta-\eta^{\prime}$ mixing angle $\phi$ as

$$
\begin{equation*}
\frac{\mathcal{B}\left(B^{0} \rightarrow J / \psi \eta^{\prime}\right)}{\mathcal{B}\left(B^{0} \rightarrow J / \psi \eta\right)} \simeq \tan ^{2} \phi \tag{3}
\end{equation*}
$$

Using the measured values of the $\eta-\eta^{\prime}$ mixing angle $\phi \sim$ $40^{\circ}$ [2] and $\mathcal{B}\left(B^{0} \rightarrow J / \psi \eta\right)=(9.5 \pm 1.7 \pm 0.8) \times 10^{-6}$ [3] in Eq. (3), the expected branching fraction for $B^{0} \rightarrow J / \psi \eta^{\prime}$ is about $6.7 \times 10^{-6}$. Other predictions give

PACS numbers: $13.20 . \mathrm{Gd}$, $13.20 . \mathrm{He}, 13.25 . \mathrm{Hw}, 14.40 . \mathrm{Nd}$
$\mathcal{B}\left(B^{0} \rightarrow J / \psi \eta^{\prime}\right)=(4-8) \times 10^{-6}$ and $\eta-\eta^{\prime} \quad$ mixing angle $37^{\circ}<\phi<50^{\circ}$ [4-7]. Recently, $B_{s}^{0} \rightarrow J / \psi \eta^{(\prime)}$ decays have been observed by Belle [8]. The branching fractions in Ref. [8] and this paper provide good inputs for model predictions [4-7]. The existing upper limit for the $B^{0} \rightarrow J / \psi \eta^{\prime}$ branching fraction is $6.3 \times 10^{-5}$ [9].

In this paper, we report a measurement of $B^{0} \rightarrow J / \psi \eta$ and a search for $B^{0} \rightarrow J / \psi \eta^{\prime}$ decays [10]. The results are based on a data sample that contains $772 \times 10^{6} B \bar{B}$ pairs, collected with the Belle detector at the KEKB asymmetricenergy $e^{+} e^{-}$(3.5 on 8 GeV ) collider [11] operating at the $\mathrm{Y}(4 S)$ resonance.


FIG. 1 (color online). Quark-level diagram of the leading transition $B^{0} \rightarrow J / \psi \eta^{(1)}$.

The Belle detector is a large-solid-angle magnetic spectrometer that consists of a silicon vertex detector (SVD), a 50-layer central drift chamber (CDC), an array of aerogel threshold Cherenkov counters (ACC), a barrel-like arrangement of time-of-flight scintillation counters (TOF), and an electromagnetic calorimeter (ECL) located inside a superconducting solenoid coil that provides a 1.5 T magnetic field. An iron flux-return located outside of the coil is instrumented to detect $K_{L}^{0}$ mesons and to identify muons (KLM). The detector is described in detail elsewhere [12].

The data sample used in this analysis was collected with two detector configurations. A 2.0 cm beampipe and a 3layer silicon vertex detector were used for the first sample of $152 \times 10^{6} B \bar{B}$ pairs, while a 1.5 cm beampipe, a 4-layer silicon detector, and a small-cell inner drift chamber were used to record the remaining $620 \times 10^{6} B \bar{B}$ pairs [13]. GEANT-based Monte Carlo(MC) simulation program is used to model the response of the detector and to determine the reconstruction efficiencies. Simulated events are generated with the EvtGen program [14], except for the $B^{0} \rightarrow$ $J / \psi \eta^{\prime}\left(\eta^{\prime} \rightarrow \rho^{0} \gamma\right)$ mode for which we use the QQ program [15] since EvtGen does not properly generate the $\rho^{0}$ mass and angular distributions.

Charged tracks are selected by using the impact parameters relative to the interaction point: $d r$ for the radial direction and $d z$ for the direction along the positron beam. Our requirements are $d r<1 \mathrm{~cm}$ and $|d z|<5 \mathrm{~cm}$. Identification of $e^{+}$and $e^{-}$from $J / \psi$ decay uses information from the ECL, the CDC $(d E / d x)$, and the ACC. Identification of $\mu^{+}$and $\mu^{-}$candidates uses a track penetration depth and hit pattern in the KLM system. Charged pions are identified based on the information from the CDC $(d E / d x)$, the TOF, and the ACC.

Photon candidates are selected from showers in the ECL, which are not associated with charged tracks, and an energy deposition of at least 50 MeV in the barrel region or 100 MeV in the end-cap region. A pair of photons with an invariant mass in the range $117.8 \mathrm{MeV} / c^{2}<M_{\gamma \gamma}<$ $150.2 \mathrm{MeV} / c^{2}$ is considered as a $\pi^{0}$ candidate. This invariant mass region corresponds to a $\pm 3 \sigma$ interval around the $\pi^{0}$ mass, where $\sigma$ is the mass resolution.

We reconstruct $J / \psi$ mesons in the $l^{+} l^{-}$decay channel $(l=e$ or $\mu)$. Any photon within 50 mrad of $e^{+}$or $e^{-}$ tracks is included as well. The invariant mass is required to be within $-0.15 \mathrm{GeV} / c^{2}<M_{e e(\gamma)}-m_{J / \psi}<0.036 \mathrm{GeV} / c^{2}$ and $\quad-0.06 \mathrm{GeV} / c^{2}<M_{\mu \mu}-m_{J / \psi}<0.036 \mathrm{GeV} / c^{2}$, where $m_{J / \psi}$ denotes the nominal $J / \psi$ mass [16], $M_{e e(\gamma)}$ and $M_{\mu \mu}$ are the reconstructed invariant mass of $e^{+} e^{-}(\gamma)$ and $\mu^{+} \mu^{-}$, respectively. An asymmetric interval is used to include part of the radiative tails.
$\eta$ mesons are reconstructed in the $\gamma \gamma$ and $\pi^{+} \pi^{-} \pi^{0}$ final states. The mass ranges are $497 \mathrm{MeV} / c^{2}<M_{\gamma \gamma}<$ $590 \mathrm{MeV} / c^{2}$ and $520 \mathrm{MeV} / c^{2}<M_{\pi^{+} \pi^{-} \pi^{0}}<557 \mathrm{MeV} / c^{2}$. In the $\gamma \gamma$ final state, candidates in which either of the daughter photons forms a $\pi^{0}$ together with any other
photon in the event are rejected. In the $\gamma \gamma$ final state, we require $\left|\cos \theta_{\eta}\right|<0.9$, where $\theta_{\eta}$ is defined as the angle between the momentum of either of the photons and the boost direction of the laboratory system in the rest frame of the $\eta$.
$\eta^{\prime}$ mesons are reconstructed in the $\eta \pi^{+} \pi^{-}$ ( $\eta \rightarrow \gamma \gamma$ ) and $\rho^{0} \gamma$ final states. The mass ranges are $930 \mathrm{MeV} / c^{2}<M_{\eta \pi^{+} \pi^{-}}<967 \mathrm{MeV} / c^{2}, 920 \mathrm{MeV} / c^{2}<$ $M_{\rho^{0} \gamma}<980 \mathrm{MeV} / c^{2}, \quad$ and $\quad 600 \mathrm{MeV} / c^{2}<M_{\rho^{0}}<$ $900 \mathrm{MeV} / c^{2}$. In the $\rho^{0} \gamma$ final state, we require $\cos \theta_{\eta^{\prime}}<$ 0.6 and $\left|\cos \theta_{\rho}\right|<0.8$. Here $\theta_{\eta^{\prime}}$ is the angle between the photon momentum and the opposite of the boost direction of the laboratory system in the $\eta^{\prime}$ rest frame. The other angle, $\theta_{\rho}$, is the angle between the $\pi^{+}$momentum and the boost direction of the laboratory system in the $\rho$ rest frame.
$B$ mesons are reconstructed in the $J / \psi \eta^{(/)}$final state. Signal candidates are identified using two kinematic variables defined in the $\Upsilon(4 S)$ center-of-mass (CM) frame: the beam-energy constrained mass, $M_{\mathrm{bc}}=\sqrt{E_{\text {beam }}^{2}-p_{B}^{* 2}}$ and the energy difference, $\Delta E=E_{B}^{*}-E_{\text {beam }}$, where $p_{B}^{*}$ and $E_{B}^{*}$ are the momentum and energy of the $B$ candidate and $E_{\text {beam }}$ is the run-dependent beam energy [17]. To improve the momentum resolution, the masses of the selected $\pi^{0}$, $\eta^{(\prime)}$ and $J / \psi$ candidates are constrained to their nominal masses using mass-constrained kinematic fits. In addition, vertex-constrained fits are applied to $\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}, \eta^{\prime} \rightarrow$ $\eta \pi^{+} \pi^{-}$and $J / \psi \rightarrow l^{+} l^{-}$candidates. We retain events with $M_{\mathrm{bc}}>5.2 \mathrm{GeV} / c^{2}$ and $|\Delta E|<0.2 \mathrm{GeV}$. The signal peaks in the region defined by $5.27 \mathrm{GeV} / c^{2}<M_{\mathrm{bc}}<$ 5.29 GeV $/ c^{2},|\Delta E|<0.05 \mathrm{GeV}[$ or $-0.10 \mathrm{GeV}<\Delta E<$ 0.05 GeV for $B^{0} \rightarrow J / \psi \eta(\eta \rightarrow \gamma \gamma)$ only].

For events with more than one $B$ candidate, which are usually due to multiple $\eta^{(/)}$candidates, the candidate with the minimum $\chi^{2}$ value from the mass- and vertexconstrained fit is chosen.

The combinatorial background dominated by two-jetlike $e^{+} e^{-} \rightarrow q \bar{q}(q=u, d, s, c)$ continuum is suppressed by requiring the ratio of second to zeroth Fox-Wolfram moments $R_{2}<0.4$ [18].

After the continuum suppression, the background is dominated by $B \bar{B}$ events with $B \rightarrow J / \psi X$ decays, where $X$ denotes any final state. Using an MC sample of generic $B \bar{B}$ decays corresponding to 10 times larger than the data, with all known and expected $B^{0} \rightarrow J / \psi X$ decays, we study these backgrounds. The backgrounds from $B^{0} \rightarrow$ $J / \psi K$ and $B^{0} \rightarrow J / \psi \pi^{0}$ cannot be highly suppressed and peak in the $M_{\mathrm{bc}}$ distributions but not in $\Delta E$.

A figure-of-merit (FOM) method is used to optimize the selection requirements. The maximal value of $N_{s} / \sqrt{N_{s}+N_{b}}$ is chosen for each variable, where $N_{s}$ is the number of expected signal events and $N_{b}$ is the number of background events.

For each requirement, $N_{s}$ is estimated from signal MC simulation as

$$
\begin{equation*}
N_{s}=N_{B \bar{B}} \mathcal{B}\left(B^{0} \rightarrow J / \psi \eta^{\prime}\right) \varepsilon \mathcal{B}_{\mathrm{sec}} \tag{4}
\end{equation*}
$$

where $N_{B \bar{B}}$ is the total number of $B \bar{B}$ pairs, $6.7 \times 10^{-6}$ is assumed for $\mathcal{B}\left(B^{0} \rightarrow J / \psi \eta^{\prime}\right), \varepsilon$ is the signal efficiency, and $\mathcal{B}_{\text {sec }}$ is a product of the branching fractions for secondary decays.

The value of $N_{b}$ is estimated from

$$
\begin{equation*}
N_{b}=R_{\mathrm{MC}} N_{b}^{\prime} \tag{5}
\end{equation*}
$$

where $R_{\mathrm{MC}}$ is the fraction of $B \rightarrow J / \psi X$ MC events in the signal region, and $N_{b}^{\prime}$ is the number of data events in the $\Delta E$ sideband region.

Signal yields and background levels are determined by fitting the $\Delta E$ distribution for candidates in the $M_{\mathrm{bc}}$ signal region. For $B^{0} \rightarrow J / \psi \eta$, the $\Delta E$ distribution is fitted using a signal probability density function (PDF), which is a sum of a Crystal Ball function [19] and two Gaussian functions. For $B^{0} \rightarrow J / \psi \eta^{\prime}$, the signal PDF is a sum of three Gaussian functions. The two signal PDFs are chosen based on fits to large MC samples. For the background we use a second-order polynomial function with floating coefficients.

We use the $B^{+} \rightarrow J / \psi K^{*+}\left(K^{*+} \rightarrow K^{+} \pi^{0}\right)$ decay as a control sample to correct the difference between data and

MC in the fitted mean and width of the $\Delta E$ signal peak. We require the helicity angle $\theta_{K^{*}}$ in the $K^{*+} \rightarrow K^{+} \pi^{0}$ decay to be less than 90 degrees. Here $\theta_{K^{*}}$ is the angle between the $\pi^{0}$ momentum and the opposite of the boost direction of the laboratory system in the $K^{*+}$ rest frame. This requirement primarily selects events with a high momentum $\pi^{0}$ and produces a control-sample $\Delta E$ distribution that is similar to that in our decay.

The signal PDFs are modified based on the differences of mean and width between data and MC in the control sample. From a fit to the control sample, we find that the mean values are shifted by $(-3.85 \pm 0.13) \mathrm{MeV}$. The width in data is $(1.11 \pm 0.03)$ times wider than in MC simulation.

We determine the signal yields by performing an unbinned extended maximum-likelihood fit to the candidate data events,

$$
\begin{equation*}
\mathcal{L}=\frac{e^{-\left(N_{s}+N_{b}\right)}}{N} \prod_{i}^{N}\left[N_{s} P_{s}\left(\Delta E_{i}\right)+N_{b} P_{b}\left(\Delta E_{i}\right)\right] . \tag{6}
\end{equation*}
$$

Here $N$ is the total number of candidate events, $P_{s}\left(\Delta E_{i}\right)$ and $P_{b}\left(\Delta E_{i}\right)$ denote the signal and background $\Delta E$ PDFs, respectively, and $i$ is the event index.


FIG. 2 (color online). $\Delta E$ distributions for the two decay modes, $B^{0} \rightarrow J / \psi \eta$ and $B^{0} \rightarrow J / \psi \eta^{\prime}$. The plots on the top are $B^{0} \rightarrow$ $J / \psi \eta$, in the left-hand side- $B^{0} \rightarrow J / \psi \eta(\eta \rightarrow \gamma \gamma)$, in the right-hand side- $B^{0} \rightarrow J / \psi \eta\left(\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}\right)$. The plots on the bottom are $B^{0} \rightarrow J / \psi \eta^{\prime}$, in the left-hand side- $B^{0} \rightarrow J / \psi \eta^{\prime}\left(\eta^{\prime} \rightarrow \rho^{0} \gamma\right)$, in the right-hand side- $B^{0} \rightarrow J / \psi \eta^{\prime}\left(\eta^{\prime} \rightarrow \eta \pi^{+} \pi^{-}\right)$. The solid curves are results of the overall fit while the dashed curves are the background shapes.

In the $B^{0} \rightarrow J / \psi \eta$ mode, we fit the $B^{0} \rightarrow J / \psi \eta(\gamma \gamma)$ and $B^{0} \rightarrow J / \psi \eta\left(\pi^{+} \pi^{-} \pi^{0}\right)$ candidate samples simultaneously with a common branching fraction. The fit gives the branching fraction $\left(12.3 \pm_{1.7}^{1.8}\right) \times 10^{-6}$, which corresponds to signal yields of $\left(77.9 \pm_{10.8}^{11.4}\right)$ and $\left(29.8 \pm_{4.1}^{4.4}\right)$ for the $\eta(\gamma \gamma)$ and $\eta\left(\pi^{+} \pi^{-} \pi^{0}\right)$ modes, respectively. For the $B^{0} \rightarrow J / \psi \eta^{\prime}$ mode, we also fit the $B^{0} \rightarrow$ $J / \psi \eta^{\prime}\left(\eta \pi^{+} \pi^{-}\right) \quad$ and $\quad B^{0} \rightarrow J / \psi \eta^{\prime}\left(\rho^{0} \gamma\right) \quad$ candidate samples simultaneously with a common branching fraction. The fit gives the branching fraction $\left(2.2 \pm{ }_{2.9}^{3.3}\right) \times 10^{-6}$, which corresponds to signal yields of $\left(5.5 \pm{ }_{7.2}^{8.3}\right)$ and $\left(5.2 \pm_{6.9}^{7.8}\right)$ for the $\eta^{\prime}\left(\rho^{0} \gamma\right)$ and $\eta^{\prime}\left(\eta \pi^{+} \pi^{-}\right)$modes, respectively. The results of the fits to the data are shown in Fig. 2.

A $1.4 \%$ systematic error comes from the uncertainty in the number of $B \bar{B}$ pairs. The systematic error due to tracking is $0.35 \%$ for each charged track. The systematic error from the pion identification requirement is determined from a study of the $D^{*+} \rightarrow D^{0} \pi^{+}\left(D^{0} \rightarrow K^{-} \pi^{+}\right)$ control sample. The systematic error from lepton identification is obtained from a comparison between the data and MC for $\gamma \gamma \rightarrow e^{+} e^{-} / \mu^{+} \mu^{-}$events.

A $3.0 \%$ systematic error due to $\pi^{0}$ detection is determined from a comparison of the data and MC ratios for a large sample of $\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}$ and $\eta \rightarrow 3 \pi^{0}$ decays. Since $\eta \rightarrow \gamma \gamma$ is similar to $\pi^{0}$ decay, we also assign a $3.0 \%$ systematic error for $\eta \rightarrow \gamma \gamma$ reconstruction.

We use the previously mentioned control sample $B^{+} \rightarrow$ $J / \psi K^{*+}\left(K^{*+} \rightarrow K^{+} \pi^{0}\right)$ to obtain the systematic errors from the $R_{2}<0.4$ requirement and signal PDFs. A 3.3\% systematic error is obtained by comparing the data and MC. The systematic errors from the signal and background PDFs are obtained by comparing the fit results for the cases when the fitting parameters are fixed from either MC or data and from changes that result from varying each parameter by one standard deviation. The errors on the branching fractions are taken from Ref. [16].

The systematic errors are summarized in Tables I and II. The total uncertainty is calculated by summing all individual uncertainties in quadrature.

TABLE I. Systematic uncertainties for $B \rightarrow J / \psi \eta$ (\%). The combined systematic error is $5.9 \%$.

| $\eta$ source | $\gamma \gamma$ | $\pi^{+} \pi^{-} \pi^{0}$ |
| :--- | :---: | :---: |
| Number of events $B \bar{B}$ events | 1.4 | 1.4 |
| Tracking | 0.7 | 1.4 |
| Lepton-ID | 2.6 | 2.6 |
| Charged $\pi$-ID | - | 2.4 |
| $\eta \rightarrow \gamma \gamma, \pi^{0}$ selection | 3.0 | 3.0 |
| PDFs | 1.3 | 1.3 |
| $R_{2}<0.4$ | 3.3 | 3.3 |
| $\mathcal{B}\left(J / \psi \rightarrow e^{+} e^{-}, \mu^{+} \mu^{-}\right)$ | 1.0 | 1.0 |
| $\mathcal{B}(\eta \rightarrow \gamma \gamma)$ | 0.5 | - |
| $\mathcal{B}\left(\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}\right)$ | - | 1.2 |
| Total | 5.7 | 6.4 |

TABLE II. Systematic uncertainties for $B \rightarrow J / \psi \eta^{\prime}$ (\%). The combined systematic error is $7.5 \%$.

| $\eta^{\prime}$ source | $\eta \pi^{+} \pi^{-}$ | $\rho^{0} \gamma$ |
| :--- | :---: | :---: |
| Number of $B \bar{B}$ events | 1.4 | 1.4 |
| Tracking (lepton and charged pion) | 1.4 | 1.4 |
| Lepton-ID | 2.6 | 2.6 |
| Charged $\pi$-ID | 3.0 | 3.0 |
| $\eta \rightarrow \gamma \gamma, \pi^{0}$ selection | 3.0 | 3.0 |
| PDFs | 3.6 | 3.6 |
| $R_{2}<0.4$ | 3.3 | 3.3 |
| $\mathcal{B}\left(J / \psi \rightarrow e^{+} e^{-}, \mu^{+} \mu^{-}\right)$ | 1.0 | 1.0 |
| $\mathcal{B}(\eta \rightarrow \gamma \gamma)$ | 0.5 | - |
| $\mathcal{B}\left(\eta^{\prime} \rightarrow \rho^{0} \gamma\right)$ | - | 2.0 |
| $\mathcal{B}\left(\eta^{\prime} \rightarrow \eta \pi^{+} \pi^{-}\right)$ | 1.6 | - |
| Total | 7.5 | 7.6 |

The statistical significances of the observed $B^{0} \rightarrow$ $J / \psi \eta$ and $B^{0} \rightarrow J / \psi \eta^{\prime}$ yields are $6.3 \sigma$ and $0.4 \sigma$, respectively. The significance is defined as $\sqrt{-2 \ln \left(L_{0} / L_{\max }\right)}$, where $L_{\max }\left(L_{0}\right)$ denotes the likelihood value at the maximum (with the signal yield fixed at zero). The systematic errors associated with the choice of signal and background PDFs are included in the significance calculation.

An upper limit has been evaluated for the branching fraction of $B^{0} \rightarrow J / \psi \eta^{\prime}$ at $90 \%$ confidence level because of the low significance. The Bayesian upper limits are obtained from

$$
\begin{equation*}
\int_{0}^{N} L(n) d n=0.9 \int_{0}^{\infty} L(n) d n \tag{7}
\end{equation*}
$$

where $N$ denotes the signal yield. We use a modified likelihood function to obtain a conservative upper limit, which is smeared with the systematic errors in the branching fraction. The upper limit for the branching fraction of $B^{0} \rightarrow J / \psi \eta^{\prime}$ at $90 \%$ confidence level is $7.4 \times 10^{-6}$.

The signal efficiencies and the branching fractions are listed in Table III.

In summary, we measure the branching fraction $\mathcal{B}\left(B^{0} \rightarrow\right.$ $J / \psi \eta)=\left(12.3 \pm{ }_{1.7}^{1.8} \pm 0.7\right) \times 10^{-6}$. The first error is statistical and the second is systematic. This result is consistent with and supersedes the previous Belle measurement [3]. We do not observe a significant signal in $B^{0} \rightarrow J / \psi \eta^{\prime}$

TABLE III. MC efficiencies and branching fractions.

| Mode | MC Efficiency (\%) | $\mathcal{B}\left(10^{-6}\right)$ |
| :--- | :---: | :---: |
| $B^{0} \rightarrow J / \psi \eta(\gamma \gamma)$ | 35.7 |  |
| $B^{0} \rightarrow J / \psi \eta\left(\pi^{+} \pi^{-} \pi^{0}\right)$ | 24.6 |  |
| $B^{0} \rightarrow J / \psi \eta$ combined |  | $12.3 \pm_{1.7}^{1.8} \pm 0.7$ |
| $B^{0} \rightarrow J / \psi \eta^{\prime}\left(\eta \pi^{+} \pi^{-}\right)$ | 31.0 |  |
| $B^{0} \rightarrow J / \psi \eta^{\prime}\left(\rho^{0} \gamma\right)$ | 19.1 |  |
| $B^{0} \rightarrow J / \psi \eta^{\prime}$ combined |  | $2.2 \pm{ }_{2.9}^{3.3} \pm 0.2$ |
| $B^{0} \rightarrow J / \psi \eta^{\prime}$ UL $(90 \%)$ |  | $<7.4$ |

and set the upper limit $\mathcal{B}\left(B^{0} \rightarrow J / \psi \eta^{\prime}\right)<7.4 \times 10^{-6}$ at $90 \%$ confidence level, which is eight times more stringent than the previous result [9]. From Eq. (3) we calculate the $\eta-\eta^{\prime}$ mixing angle, which is less than $42.2^{\circ}$ at $90 \%$ confidence level. These results are consistent with the theoretical predictions of Refs. [4-7].
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