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The metal–insulator transition (MIT) in correlated materials is a novel phenom­
enon that accompanies a large change in resistivity, often many orders of 
magnitude. It is important in its own right but its switching behavior in resis­
tivity can be useful for device applications. From the material physics point of 
view, the starting point of the research on the MIT should be to understand 
the microscopic mechanism. Here, an overview of recent efforts to unravel the 
microscopic mechanisms for various types of MITs in correlated materials is 
provided. Research has focused on transition metal oxides (TMOs), but transi­
tion metal chalcogenides have also been studied. Along the way, a new class 
of MIT materials is discovered, the so-called relativistic Mott insulators in 5d 
TMOs. Distortions in the MO6 (M = transition metal) octahedron are found to 
have a large and peculiar effect on the band structure in an orbital dependent 
way, possibly paving a way to the orbital selective Mott transition. In the final 
section, the character of the materials suitable for applications is summarized, 
followed by a brief discussion of some of the efforts to control MITs in corre­
lated materials, including a dynamical approach using light.

Metal–Insulator Transition

S. Y. Kim, M.-C. Lee, Dr. G. Han, Dr. M. Kratochvilova, S. Yun,  
Prof. J.-G. Park, Prof. C. Kim, Prof. T. W. Noh
Center for Correlated Electron Systems
Institute for Basic Science
Seoul 08826, Republic of Korea 
E-mail: changyoung@snu.ac.kr

S. Y. Kim, M.-C. Lee, Dr. G. Han, Dr. M. Kratochvilova,  
S. Yun, Prof. J.-G. Park, Prof. C. Kim, Prof. T. W. Noh
Department of Physics and Astronomy
Seoul National University
Seoul 08826, Republic of Korea

Prof. S. J. Moon
Department of Physics
Hanyang University
Seoul, Republic of Korea

Dr. C. H. Sohn
Materials Science and Technology Division
Oak Ridge National Laboratory
TN 37831, USA

The ORCID identification number(s) for the author(s) of this article 
can be found under https://doi.org/10.1002/adma.201704777.

phases such as high-temperature supercon-
ductivity,[1–3] colossal magnetoresistance,[4,5] 
and multiferroicity.[6–8] Among those phases 
and transitions between them, the metal–
insulator transition (MIT) is a well-known 
phenomenon that can exhibit many orders 
of magnitude change in the resistivity.[9,10] 
The transition occurs over small variation 
in external parameters such as tempera-
ture, magnetic field, and pressure. The 
MIT has been one of the most attractive 
subjects in correlated materials research, 
with its rich research history dating back 
to 1930s.[9,11,12] While it is a novel pheno
menon and is important in its own right, 
the large change in the resistivity is also a 
desirable trait needed for device applica-
tions. For example, the MIT in vanadium 
oxides is now being used as a temperature 
sensitive switch in fire detectors.[13–15] In 
addition, a new form of transistor, i.e., the 
Mott transistor,[16] is being discussed.

What causes such a drastic change in resistivity is an intellec-
tually interesting question and various mechanisms have been 
proposed for different systems, e.g., the Mott transition[17] and 
the Slater mechanism.[18] Moreover, MIT systems with yet dif-
ferent mechanism are still being discovered. Therefore, a com-
prehensive understanding of MIT phenomena in correlated 
materials is a challenging task and would have significant 
impact on correlated materials research. On the application 
side, comprehensive understanding of the MIT properties 
could be useful in finding materials with appropriate para
meters. That is, one hopes to adjust the material parameters so 
that one can use the critical region in the vicinity of the (multi) 
critical points along the phase boundaries and that the phase 
boundaries are located within the accessible (operating) range 
of external parameters. However, a general understanding of 
MITs in correlated materials remains one of the major unsolved 
problems in condensed matter physics.[19,20]

At the core of the investigation of the MIT mechanism lie 
electronic structure studies by spectroscopic techniques. While 
theoretical methods such as density functional theory in gen-
eral could be used to understand electronic transport proper-
ties of materials, accurate calculation of electronic structures 
of correlated materials is difficult because the “bare” electronic 
band structure is deformed by the electron–electron (el–el) cor-
relation. Spectroscopic techniques can provide vital information 
on the electronic structure and help us to understand the MIT 

1. Introduction

The interplay between charge, spin, orbital, and lattice degrees 
of freedom in correlated materials often leads to various novel 
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mechanisms. We have made continued efforts to understand 
MIT phenomena in correlated materials through studies based 
on various spectroscopic methods. In this report, we overview 
the progress in our research on the MIT. We start with intro-
ducing various material groups that are categorized by the 
origin of the MIT along with the description of how the two 
major spectroscopic techniques, i.e., angle-resolved photoemis-
sion spectroscopy (ARPES)[2] and optical spectroscopy,[21] are 
used in the studies. Among many materials we have studied, we 
choose material groups that are recently found or have experi-
enced renewed interest: 3d-, 4d-, and 5d-transition metal oxides 
(TMOs) Mott insulators, 5d-transition metal (TM) pyrochlores, 
and MIT materials with emerging new structure patterns. We 
will discuss the issues in each group and try to address them 
in relation to the MIT mechanism. In the final section of this 
article, we provide a summary on the properties of the mate-
rials we have studied suitable for applications[161,164–168,190–193,196] 
and brief discussion on possible ways to obtain desirable para
meters. We hope that the information we gathered through our 
studies will be important in synthesizing MIT materials for 
future device applications.

2. A Survey on Different Types of Metal–Insulator 
Transitions

There can be various causes for the MIT and, as a result, mate-
rials can go through the MIT in different ways. Therefore, it 
is useful to have a survey on the material groups categorized 
by the driving forces of the MIT and the resulting emergent 
phenomena as shown in Table 1. The classical formula for elec-
trical conductivity given by Drude is expressed as

e / *2σ τ= n m 	
(1)

where n, m*, and τ are the carrier number, carrier effective 
mass, and scattering time, respectively.[22] The simple equa-
tion shows that the conductivity will vanish when n or τ goes 
to zero, or when m* becomes infinite. We discuss the driving 
force within each group and the way a material becomes an 
insulator in terms of the parameters in Equation (1).
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Table 1.  Various types of MIT with the origin of the transition as well as 
resulting emergent phenomena.

Driving force MIT mechanism(s) Emergent phenomena

Structure change n → 0 Band insulator

AFM magnetic ordering n → 0 Slater insulator

Disorder (impurity) τ → 0 Anderson insulator

el–phonon interaction 

(polaron)
τ → 0 Colossal 

magnetoresistance

el–el correlation m* → ∞ (n → 0) Mott insulation

+Orbital degeneracy Band dependent m* → ∞ Orbital-selective Mott 

transition

+Spin–orbit coupling m* → ∞ Jeff = 1/2 relativistic Mott 

insulator

All-in-all-out AFM ordering n → 0 AIAO AFM semimetal
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The first one is the simple band insulator in which case 
bands below a gap are completely filled while bands above the 
gap are empty. Whether the bands below the gap are filled or 
not critically depends on the overlap between bands. In that 
sense the MIT can be driven by the crystal structure with n → 0.  
The role of the crystal lattice can be played by a magnetic order, 
usually an antiferromagnetic (AFM) one. The extra order causes 
band folding with a smaller Brillouin zone (BZ), resulting in 
gap opening at the BZ boundary. The insulating state caused 
by an AFM order is called a Slater insulator.[18] As AFM is usu-
ally accompanied by strong el–el correlation, it is rather difficult 
to attribute the insulating state solely to an AFM order. Active 
search for a true Slater insulator is still continuing.

Disorder and impurity can also cause transition to insulating 
states, especially at a low temperature, through the mechanism 
known as Anderson localization.[23,24] Disorders and impuri-
ties can generate localized impurity potentials and these local 
potentials can trap carriers at a low temperature. The trapped 
carriers are immobile and the system becomes an insulator 
effectively by the vanishing scattering time (τ → 0). The well-
known characteristics of the Anderson localization is loga-
rithmic behavior of the temperature-dependent resistivity in the 
low-temperature region.[25] Vanishing scattering time can also 
be caused by strong electron–phonon (el–ph) coupling. When 
el–ph coupling is strong, electrons can severely deform the 
lattice, resulting in the formation of polarons.[26] Well-known 
examples of polaronic insulators are maganites with colossal 
magnetoresistance.[27,28]

Mott transition is an MIT phenomenon caused by strong 
el–el correlation.[10] When the correlation increases, it becomes 
energetically favorable for the electrons to reside in localized 
wave functions, eventually driving the system to an insulating 
state when the correlation becomes strong enough. This Mott 
MIT has been one of the most important topics in solid-state 
physics and is found in a variety of materials with strong cor-
relations, especially in 3d TMOs.[19,29] Theoretical studies based 
on dynamical mean field[30,31] show that the Mott transition 
occurs when the effective mass becomes infinite (m* →  ∞). 
However, verification of such mechanism by direct experi-
mental methods has not been properly done.

It was theoretically suggested that the Mott transition can 
occur in an orbital-dependent way when a material has an orbital 
degree of freedom (multiband systems) in addition to the strong 
el–el correlation. That is, while a band from an orbital goes 
through the Mott transition, other bands may remain in metallic 
states. Such phenomenon is referred to as orbital selective Mott 
transition (OSMT).[32] OSMT was originally proposed for the 
MIT in Ca2−xSrxRuO4

[33] and experimental observation of OSMT 
in the same system has been claimed later.[34,35] In spite of the 
claims, indisputable experimental observation as well as clear 
theoretical understanding appears to be still a distance away.

Meanwhile, it was found that combination of strong spin–
orbit coupling (SOC) and el–el correlation can lead to a new 
type of Mott insulator known as relativistic Mott insulator, first 
discovered in an iridium compound Sr2IrO4.[36] As discussed in 
the main text, relativistic Mott insulators require strong SOC as 
well as the usual electron correlation, and are in a Jeff = 1/2 state, 
instead of the usual S = 1/2, due to the strong SOC. Relativistic 
Mott insulators are expected to become insulating via diverging 

effective mass (m* →  ∞) as they are a type of Mott insulator. 
While the Jeff = 1/2 AFM state is interesting in its own, its simi-
larity to the S = 1/2 AFM state in parent compounds of curate 
superconductors made it even more interesting due to the pos-
sibility of the Jeff = 1/2 unconventional superconductivity.[37,38]

Finally, there are cases where the MIT is coupled to a mag-
netic order. In recent years, particular attention has been paid 
to A2B2O7 (A = rare earth ion, B = Ir, Os) type 5d pyrochlore 
compounds that exhibit a novel magnetic order, known as all-
in-all-out (AIAO) order.[39,40] In the AIAO configuration, all 
the spins of a 5d TM tetrahedron point inward while spins of 
neighbor tetrahedra point outward. The MIT in these mate-
rials occurs with the AIAO magnetic order, suggesting that the 
magnetic order could be the cause of the MIT. These materials 
have drawn much attention lately due to the possibility of novel 
states such as Weyl semimetal and quantum criticality.[39,41,42] 
However, how the AIAO magnetic order is related to the MIT 
was not clearly addressed.

We have surveyed different types of MITs. Even though the 
list in Table 1 does not cover all MIT types, it should include 
most of the major material groups. An important message is 
that, as mentioned at the beginning of this section, there are 
diverse material groups with different origins for the MIT, 
giving us a variety of possibilities for controlling the MIT.

3. Experimental Techniques

Various experimental techniques are involved in our studies 
on MIT materials, including spectroscopic methods, scat-
tering, thin film, and single crystal growth. Among these 
techniques, spectroscopic methods played a major role in our 
studies. Before we discuss the progress in our research, we pro-
vide descriptions of the two major spectroscopic techniques, 
i.e., ARPES and optical spectroscopy. Only brief descriptions 
that are needed for the discussion in the report are given. 
For detailed and thorough descriptions of the two techniques, 
readers may refer to review articles.[2,43]

In addition to ARPES and optical spectroscopy, other 
techniques were used. Neutron scattering, muon spin rota-
tion (μSR), and X-ray diffraction were used to investigate the 
exotic patterns in MIT materials (Section 4.3). Ultrafast spec-
troscopy is a technique for the study of photoinduced MIT 
(Section 5.2). These techniques are briefly introduced in the fol-
lowing sections.

3.1. Angle-Resolved Photoemission Spectroscopy

What determines a system to be a metal or insulator is whether 
it has mobile electrons or not. In view of the electronic struc-
ture, electrons are mobile if there is a finite density of states 
at the Fermi energy (EF), that is, if a band (or bands) crosses 
EF. Therefore, the band structure bares critical information on 
the MIT. For example, in regard to Equation (1), one can obtain 
the effective mass m* from the band dispersion near EF as well 
as the carrier density n from the Fermi surface (FS) volume. 
Therefore, the question is how one can measure the band 
structure near EF.

Adv. Mater. 2018, 30, 1704777
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The most direct way to measure the electronic structure is 
through ARPES. The principle behind ARPES is the famous 
Einstein’s photoelectric effect.[44] When monochromatic light 
(photons) impinges on a material, it can emit photoelec-
trons containing the information on both energy and crystal 
momentum in the material. According to the energy conserva-
tion law, the kinetic energy Ekin of the photoelectron is written 
as

ν= − Φ −E h Ekin B 	 (2)

where hν is the photon energy, Φ is the work function, and EB 
is the binding energy of the initial state. As for the momentum, 
the case is more complicated but it can be simplified with the 
condition that the photon momentum is negligible, which is the 
case for the usual low photon energy ARPES (hν  <  1000  eV). 
With the momentum conservation law, the parallel component 
(to the crystal surface) of the crystal momentum 

�
�k  in the ini-

tial state can be obtained by

�

�
� θ=k mE

1
2 sinkin

	
(3)

where θ is the polar angle of the photoelectron (Figure 1a). 
The perpendicular component of the crystal momentum is not 
conserved due to the transitional symmetry breaking across 
the crystal surface[45] but can be obtained by considering the 
inner potential of the system which requires a photon energy 
scan. However, in the cases of low dimensional systems, only 

�
�k  

information is needed. Therefore, by analyzing the energy and 
emission angle of photoelectrons, one can obtain the electronic 
band structure of the occupied states as schematically shown 
in Figure 1a. Figure 1b shows typical ARPES data along a cer-
tain momentum direction in the Brillouin zone. Data can be 

obtained over the full BZ, and the spectral weight at EF gives us 
an FS map such as the one shown in Figure 1c.

ARPES is a powerful technique for electronic structure 
studies of correlated materials, especially for multiband sys-
tems.[2,35,46,47] While el–el correlation may not affect the carrier 
density n, it can change the effective mass m* of the band. In 
the case of the usual parabolic dispersion, m* can be obtained 
from the Fermi velocity vF by

* /F F=m k v
	 (4)

where kF is the Fermi wave vector and (d ( )/d )|F Fv E k k k k= =  as 
shown in Figure 1b.[48] The mass enhancement of each band can 
be determined by comparing the measured effective mass with the 
bare band mass mb obtained by the density functional theory[49]

m m v v=*/ /b F, cal F, ARPES 	 (5)

We note that this method is only for the bands crossing 
the Fermi level and thus cannot be applied to the bandgap 
renormalization in semiconductors. It is the most direct way 
to obtain the mass enhancement in multiband systems in a 
band-dependent way. Other quantities such as the heat capacity 
coefficient γ,[50] magnetic susceptibility χ,[51] and resistivity 
T2-coefficient A[52] provide only the average mass enhancement. 
Therefore, ARPES should be a suitable tool to investigate not 
only the usual Mott MITs in 3d TMOs (Section 4.1) but also 
OSMTs in 4d- and 5d-TMOs (Section 4.2).

3.2. Optical Spectroscopy

Optical spectroscopy is a powerful probe to investigate carrier 
dynamics and electronic structure of solids. Typically, a white 
light from terahertz (THz) to ultraviolet (UV) frequency is shone 
on the sample and the response is measured. Through a proper 
treatment (e.g., Fresnel’s equation and/or Kramers–Kronig rela-
tions) of the reflected/transmitted light from the sample, var-
ious optical constants of materials can be obtained.[53,54] While 
they can provide information averaged over the whole k-space, 
their bulk sensitivity (the typical probing length is on the order 
of micrometers) is a clear advantage over surface-sensitive low-
energy probes such as ARPES and scanning tunneling spec-
troscopy in investigating the bulk properties of materials.

The electronic response probed by optical spectros-
copy is usually represented by the optical conductivity 
σ ω σ ω σ ω= + i( )[ ( ) ( )]1 2 . σ ω( )  is a measure of the rate at which 

particle–hole pairs are created by photon with an energy ℏω 
and it reflects absorptive (σ1) and inertial responses (σ2). The 
optical conductivity contains instrumental information on 
the charge dynamics and electronic structure, and therefore 
can provide valuable information on the MIT phenomena in 
strongly correlated electron systems. As a prototypical example 
of the MIT, we display σ1(ω) of VO2 in Figure 2a,b.[187] At T < Tc, 
the optical conductivity is zero below the optical gap of about 
0.6  eV, indicating there is no free carrier (insulating phase) 
(Figure 2a). Upon increasing the T, however, VO2 undergoes 
an MIT and the spectrum changes drastically; σ1(ω) at T > Tc 
clearly shows a metallic signal with a Drude peak, i.e., light 

Adv. Mater. 2018, 30, 1704777

Figure 1.  Introduction to ARPES. a) Schematic illustration of ARPES.  
b) Sr2RuO4 Fermi surface. c) ARPES data of Sr2RuO4.
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absorption spectrum described with a Lorentzian oscillator cen-
tered at zero frequency (Figure 2b).[53] Both cases show optical 
transitions above 1.5  eV, which provides information on the 
underlying electronic structure of VO2.[55]

When dealing with a system having strong el–el interac-
tions, the extended Drude model (EDM) is frequently used. It 
is based on treating the damping term frequency-dependent.[56] 
By applying the EDM model, the frequency-dependent scat-
tering rate τ ω ω πσ ω=1/ ( )[ Re{ /4 ( )}]p

2  and mass enhancement 
* ( )/ [ { /4 ( )}]b p

2
ω ω πωσ ω=m m Im  of electronic excitations can be 

obtained.[43,56] Here, mb is the band mass and ωp is the plasma 
frequency.[53,54,57] The EDM has been used in the studies of 
numerous correlated materials including high transition tem-
perature (high-Tc) superconductors,[58,59] heavy fermion sys-
tems,[60] and aforementioned vanadate system (VO2, V2O3).[55]

More advanced methods with very high spatial/time resolu-
tion have been developed recently. For instance, the near-field 
infrared imaging method allows a nanometer-scale spatial resolu-
tion,[43] which provided a new insight on the percolation process 
in VO2

[61] as well as decoupling of structure and electronic transi-
tions in V2O3.[55,62,63] On the other hand, pump–probe spectros-
copy can give optical perturbation on the system and measure 
the optical constant change with a femtosecond time resolution. 
The optical perturbation can induce novel transient state, and 
additional information in time dimension allows decoupling of 
various effects coexisting in correlated materials.[64–67]

4. Experimental Studies of Metal–Insulator 
Transitions in Correlated Materials

4.1. Mott Transitions in 3d Transition Metal Compounds

4.1.1. Theory of the Mott Transition

Within the conventional single-electron picture, metals and 
insulators are classified by the valence band filling.[22] In the 
case of an insulator, the valence band is completely filled while 
a metal has partially filled bands. The theory has successfully 
predicted many properties of materials. However, as early as in 
1937, de Boer and Verwey reported that some TMOs are insu-
lators even though they were predicted to have partially filled 
d-bands.[11] In an attempt to explain the experimental results, 
Mott and Peierls proposed that el–el correlation can turn the 

material into an insulator.[68] Although the proposal can explain 
general aspects of the insulating state, how a metal actually 
becomes a Mott insulator has not been clearly understood.

Recently developed dynamical mean field theory (DMFT)[30,31] 
has succeeded in describing this situation (Figure 3a–c). When 
the el–el Coulomb repulsion energy U is much smaller than 
the hopping energy t (U << t), the freely propagating electrons 
form a bare band with its bandwidth W solely determined by 
the periodic potential and proportional to t (W = 2zt, where z is 
the number of nearest neighbors) (Figure 3a). As U increases, 
the electron motion slows down by the el–el interaction. The 
slowly moving electron is equivalent to a particle with a larger 
effective mass without interaction and is called a quasiparticle 
(QP). When U becomes as large as t (U ∼ t), electrons have both 
itinerant and localized properties. The itinerant part forms the 
QP band (the sharp peak at the center in Figure 3b) while the 
localized part forms the incoherent bands (two broad humps), 
that is, some of the spectral weight is transferred from the 
QP band to the localized incoherent bands. When U becomes 
significantly larger than t (U >> t), the effective mass of the QP 
diverges and the QP spectral weight is entirely transferred to 
incoherent bands (lower and upper Hubbard bands) (Figure 3c). 
This type of MIT is referred to as the bandwidth-controlled MIT 
because its control parameter can be written as U/W.

4.1.2. Experimental Confirmation of the Theory

The key predictions of DMFT for the Mott transition are the exist-
ence of the QP band between the Hubbard bands (as illustrated 
in Figure 3b) and renormalization of the QP band. Even though 
the behavior of the predicted QP band is an important signature 

Adv. Mater. 2018, 30, 1704777

Figure 2.  Real part of the optical conductivity σ1(ω) of the VO2 thin 
film[187] from: a) insulating and b) metallic states.

Figure 3.  a–c) Simplified schematic diagrams of the Mott transition for 
various U sizes. a) When U is small, since usually screened by itinerant 
electrons in a normal metal, a “bare” bandwidth is only determined by 
atomic periodic (that is, Bloch) potential. b) When U is as large as t, an 
electron has either itinerant or localized properties. The itinerant part 
forms the QP band (a sharp peak at the center) while the localized part 
forms the incoherent bands (two broad humps). c) When U is larger than 
the critical value, Uc, the spectral weight of QP band is entirely transferred 
to the incoherent bands, thus the system becomes an insulator (for more 
details, see the main article). d) Appearance/disappearance of the QP 
in the metallic/insulating states near the Mott transition in NiS2−xSex.  
e) Appearance/disappearance of the QP across the temperature-
dependent Mott transition in Ni1.5Se0.5.[78]
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of the Mott transition, it has been a challenge to observe the 
QP peak directly. For instance, there have been great efforts to 
observe the QP in V2O3, a well-known Mott transition mate-
rial.[9,10] However, the observed intensity of the band at EF was 
not as high as the estimated one from the theory, probably due to 
extrinsic reasons.[69–72] The predicted QP was observed by using 
high-energy photoemission spectroscopy but only momentum 
integrated results have been obtained.[73] Momentum-resolved 
data was obtained for NiS2−xSex,[74,75] and the peak near EF 
was assigned to the QP[76] (the peak in momentum-integrated 
spectrum has also been called the QP peak in many cases[9,10] 
but here we use the definition that momentum-resolved peak 
is the QP peak[45] while the momentum-integrated peak is the 
QP band). However, this peak remained even in the insulating 
regime, casting some doubt on the validity of such assign-
ment. Recently, a possibility for surface origin of the peak was 
raised.[77] To avoid such issues, soft X-ray ARPES has been used 
to obtain bulk sensitive data.[77] However, the QP was buried in 
the incoherent band and could not be clearly resolved.

Recent ARPES experiment by Han et al. utilizing low photon 
energy and high resolution has revealed a clear QP peak in 
NiS2−xSex.[78] Figure 3d shows energy distribution curves at the 
kF for various dopings. A sharp and narrow QP peak near EF 
is observed for the metallic phases (x = 0.5 and 0.7) while the 
peak loses its intensity for an insulating system (x  = 0.3). We 
may also study the behavior of the QP peak across the MIT by 
exploiting the MIT temperature Tc  = 50 K for NiS1.5Se0.5. As 
shown in Figure 3e, we observe complete disappearance of the 
QP peak when the temperature increases to 80 K, well above 
Tc. Upon cooling down the system from 80 to 24 K, the QP 
peak reappears even though somewhat weaker due to the aging 
effect. The reappearance of the QP peak assures that the peak is 
the key feature of the MIT and thus QP predicted by the theory.

Despite the successful observation of a clear QP peak, diver-
gence of the QP mass has not been observed in real MIT mate-
rials. In the high-pressure experiment on V2−xO3, the specific 
heat coefficient, proportional to the effective mass according to 
the Fermi liquid theory,[22] was found to be greatly enhanced 
near the MIT.[79] The maximum value, however, was much 
smaller than that of heavy fermion materials despite the fact 
that the coefficient is additionally enhanced by the AFM order 
fluctuation. On the other hand, NiS2−xSex provides a better 
platform to investigate the divergent effective mass issue. 
Since the AFM transition is far from the MIT,[80,81] the fluc-
tuation effect should be already suppressed near the MIT. 
Moreover, the crystalline and magnetic structures are retained 
across the MIT, and thus one only has to consider the elec-
tronic effect.[82,83] Although it has been claimed that the effec-
tive mass of NiS2−xSex diverges near the MIT in the study 
using Soft X-ray ARPES,[77] the result is not consistent with the 
specific heat result.[84] Therefore, controversy still remains over 
whether the mass diverges or not. In the work of Han et al., it 
was clearly shown that the effective mass does not diverge.[78]

4.1.3. Structure-Assisted Mott Transition and its Control

The reason why the mass divergence is not observed in real sys-
tems is that there are interactions between electrons and other 

degrees of freedom[10]; only pure electronic effect is considered in 
the theoretical prediction for the Mott transition. With the addi-
tional interactions, the metallic state may turn into an insulating 
state before the effective mass hits the divergence, in which case 
a symmetry breaking is usually involved. In particular, a struc-
tural transition accompanies the MIT in many cases to reduce 
the lattice instability. Coupling with other degrees of freedom 
works as an obstacle in studying the electronic effects. However, 
we note that it can also be used as a parameter to control the 
MIT, a beneficial aspect for applications.

How to control the MIT is also an important question. One of 
the easiest ways is to apply pressure.[85–88,189,194,195,199] The atomic 
distance reduced by pressure increases an overlap between wave 
functions and thus the bandwidth. In a similar manner, we 
can apply chemical pressure, namely, we replace an ion in the 
material with a larger or smaller ion of the same group as is 
the case for NiS2−xSex.[76,89] Another way is to change the band-
width through modification of the crystal structure. VO2 under-
goes the MIT with V–V dimerization which lifts a band at the 
Fermi level.[90] In many TMOs, the bandwidth is reduced with 
distortion of MO6 (M = TM) octahedron. In the MO6 octahedron 
structure, five degenerate d orbitals are split into doubly degen-
erate eg orbitals and triply degenerate t2g orbitals. Jahn–Teller 
distortion, for example, reduces the bandwidth by breaking the 
degeneracy of eg and t2g orbitals.[91] Octahedral rotation is also 
one of the ways to control bandwidth. In a traditional sense, 
octahedral rotation reduces bandwidth by reducing the overlap 
between M–O–M orbitals. However, controversy remains as to 
whether this effect is large enough to ignite the MIT. Represent-
ative examples of the MIT that involve octahedral rotation are in 
Sr1−xCaxVO3

[48,92,93] and Ca2−xSrxRuO4.[34,94–96]

Although extensive studies have been made to understand 
the Mott transition, there still remain many unresolved issues. 
In particular, it is important to find a system where MIT occurs 
only with el–el correlation, without coupling to other degrees 
of freedom. This is to discover a yet elusive system that shows 
the mass divergence. Studies on materials with a single-band 
could be the answer as the divergence was predicted in the 
single band Hubbard model. In an application point of view, 
how to control the Mott transition is an important issue. As 
an example, research is underway to control MIT through the 
Joule heating since the Mott transition shows a large resistance 
difference even with a small temperature change.[16]

4.2. Orbital Selective Mott Transitions in 4d Transition 
Metal Oxides

In the 4d electron systems, the octahedral rotation changes 
the band structure more dramatically than in a 3d electron 
system. Ca2−xSrxRuO4, another example of octahedron rotation 
and tilt-induced MIT, has dawn much attention due to the pos-
sibility for an OSMT.[33,34] In Sr2RuO4 (Figure 4a), the Ru ion 
has four electrons in the t2g-subshell, and the upper eg-subshell 
is completely empty. The partially filled t2g-subshell makes 
the Sr2RuO4 a covalent metal. Since the RuO6 octahedron is 
slightly elongated in the c-axis direction, in-plane dxy and out-
of-plane dxz and dyz orbitals produce small energy splitting. 
The dxy orbital, however, has twice the bandwidth of the dxz 
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or dyz orbital. When Sr in Sr2RuO4 is replaced by an isovalent 
Ca ion, it evolves to a correlated metal (0.2 < x  <  0.5) and is 
eventually transformed into a Mott insulator (x < 0.2).[96] In the 
0.5 < x < 2 range, RuO6 octahedra undergo an in-plane rotation  
(Figure 4b), resulting in a significant increase in magnetic sus-
ceptibility and heat capacity at low temperatures.[97] In the con-
ventional scheme, the bandwidths of dxz and dyz bands decrease 
due to the in-plane rotation while dxy retains a broad bandwidth. 
Based on such argument, a possibility for band dependent tran-
sition or OSMT was proposed theoretically.[33]

Lee et  al. showed the orbital-selective mass enhancement by 
analyzing the optical conductivity from Ca2−xSrxRuO4 within the 
EDM model.[34] Contrary to the case of the specific heat coeffi-
cient γ which shows a large enhancement with increasing Ca con-
centration, the m*/mb obtained from the EDM analysis did not 
show a significant change. The difference in the responses of γ 
and m*/mb implies that the three t2g bands have distinct spectral 
weights and effective masses. To explain the experimental obser-
vation, a large mass enhancement in the dxz/dyz bands was pro-
posed.[33] However, it could not accurately account for the optical 
spectra. On the other hand, Lee et al. suggested that the dxy band 
is largely renormalized, which explains both optical spectroscopy 
and the specific heat coefficient results. These results therefore 
call for a new OSMT model for the Ca2−xSrxRuO4 system.

The possibility for OSMT in Ca2−xSrxRuO4 has inevitably led 
to ARPES studies.[98] However, it turned out to be difficult to 

obtain a clear band structure due to the disorder effect from Ca 
substitution. On the other hand, Sr2RhO4 provides an oppor-
tunity to reveal the effect of octahedral rotation without dis-
order[99] since it already has an in-plane octahedron rotation 
as in Ca2−xSrxRuO4. Although Sr2RhO4 has more electrons 
than Sr2RuO4, it is still suitable for a comparative study because 
Sr2RhO4 shares many similarities with Sr2RuO4. Structurally, 
Sr2RhO4 has a layered perovskite K2NiF4 structure with octa-
hedra elongated in the same way as Sr2RuO4. Sr2RhO4 has 
one more electron than Sr2RuO4, filling the t2g manifold with 
five electrons. Therefore, the electronic structure of Sr2RhO4 
is expected to be similar to that of Sr2RuO4 with a rigid shift. 
However, Kim et  al. discovered that measured Sr2RhO4 FS is 
drastically different from that of Sr2RuO4.[99] The biggest differ-
ence is that the dxy band is missing in the Sr2RhO4 FS map. 
The result has led to the understanding that dxy and −dx y2 2 bands 
hybridize and open a large gap, pushing the dxy band below EF.

Applying the mechanism to the Ca2−xSrxRuO4 case, octahe-
dral rotation is expect to affect dxy orbital rather than dyz/dxz 
orbitals. Ko et al.[96] showed that the strong mass enhancement 
in Ca2−xSrxRuO4 is not due to localized dyz/dxz but due to the 
change in the dxy band from hybridization between t2g and eg 
bands. Figure 4 shows a calculated band structure and projected 
density of states (PDOS) of Sr2RuO4 with a rotation angle of 
12.8° (same rotation angle as in Ca1.5Sr0.5RuO4). In spite of the 
energy difference of about 3 eV between t2g and eg bands from 
crystal field splitting, the bottom of the −dx y2 2  band is located at 
only 0.3 eV above EF due to the large bandwidth. When octahe-
dral rotation occurs, the original 2D BZ of 1 × 1 square lattice 
turns into ×2 2  lattice with a 45° rotation. The × ×2 2 2  
supercell leads to an overlap between the −dx y2 2  and dxy bands 
(Figure 4c). As in Sr2RhO4, hybridization of t2g and eg bands in 
Ca2−xSrxRuO4 pushes the dxy band to higher binding energy side 
(Figure 4d) and reduces the bandwidth by 40%. The bandwidth 
reduction in dxy from the hybridization effect is much larger 
than the 10% reduction in dyz/dxz bandwidth expected from 
the rescaled hopping energy. These are clearly demonstrated in  
Figure 4e,f where the calculated PDOS for 0° and 12.8° rota-
tions is shown. For the 12.8° case, the dxy band is affected by 
the rotation, resulting in a reduction in the dxy bandwidth. On 
the other hand, the bandwidth of dyz/dxz is not much affected. 
Even though the actual situation is more complicated due to the 
tilt motion in the OSMT range (0.2 < x < 0.5), the above picture 
catches the key feature, that is, why the dxy band is more renor-
malized than the dyz/dxz bands. In a recent report on ARPES 
investigation of Ca1.8Sr0.2RuO4, it was seen that dxy band was 
missing.[35] The observation clearly suggests that OSMT indeed 
occurs in the dxy band, which is consistent with our picture. 
Based on these observations, one can deduce that the large 
effective mass is due to hybridization between t2g and eg.

4.3. Relativistic Mott Insulating States in 5d Transition 
Metal Oxides

4.3.1. 5d Transition Metal Oxides

Until a decade ago, the electronic correlations via the Coulomb 
repulsion U was often neglected in 5d TM-based compounds. 
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Figure 4.  a,b) Schematic atomic structure of the Sr–O plane in Sr2RuO4 
with 0° and 12.8° octahedral rotation, respectively. c,d) Calculated band 
structures and e,f) projected density of states near EF for Sr2RuO4 using 
the 2 2 2× ×  supercell for the 0° and 12.8° octahedron rotation. 
Adapted with permission.[96] Copyright 2007, American Physical Society.



© 2018 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1704777  (8 of 20)

www.advmat.dewww.advancedsciencenews.com

In 3d TM-based compounds where electrons are well local-
ized in 3d orbitals, it is natural to consider the strong Cou-
lomb interaction of electrons. Indeed, the typical energy scale 
of U in 3d TM compounds is large, ranging from 4 to 7  eV. 
On the other hand, the bandwidth of d-orbital states (W) or 
hopping integral t, is around 1–2  eV in 3d TM.[10,17,100] The 
large U (U/W  >  1) can drive the system into Mott insulating 
states as discussed previously. On the other hand, the electrons 
tend to be delocalized in TM with a large atomic number. The 
extended nature of 5d TMs reduces U and increases W. The 
typical U values of 5d TM are in the range of 0.5–2  eV while 
W in 3–4 eV range.[36,101,102] Because the Coulomb repulsion is 
not strong enough to open a Mott gap (U/W < 1), most 5d TM 
compounds should be metallic within the classical band picture 
or in the simple Mott picture.

However, the insulating behaviors have been found in some 
of 5d TM compounds with partially filled valence state. To 
understand the nature of the insulating state of 5d TM com-
pounds, a new insight was required. A recent study of Sr2IrO4, 
a relativistic Mott insulator, provided such insight and opened 
the fast-growing field of 5d TM compounds.[36,103] Since then, 
5d TM (e.g., Re, Os, Ir) compounds have attracted much atten-
tion,[36,102,104–106] as in the case of the well-studied 3d TM sys-
tems (e.g., V, Mn, Ni, and Cu).[10,17,55,107]

4.3.2. The Insulating Mechanism of Sr2IrO4

Sr2IrO4 is an adequate system to investigate the insulating 
mechanism of 5d TM compounds. Sr2IrO4 has the K2NiF4 
structure, and is the n = 1 member of the Ruddlesden–Popper 
series iridate (Srn+1IrnO3n+1) with a layered cubic perovskite 
structure. It is isostructural with La2CuO4, a correlated 3d 
TMO, which exhibits high Tc-superconducting phase when 
doped with holes.[1,107,108] Sr2IrO4 shows canted AFM ordering 
below TN ≈240 K.[109,110] The naïve band picture expects metallic 
phase from the odd number of electrons (5d5) in d-orbitals 
(Figure 5a). However, the optical spectrum of Sr2IrO4 shows 
that it is an insulator with a clear optical gap (solid line in 
Figure 5c). To resolve the controversy, Kim et  al. performed 
a detailed investigation on the electronic structure of Sr2IrO4 
using various tools including ARPES, optical spectroscopy and 
first-principles calculations.[36]

In the study, the crucial role of the SOC and electronic correla-
tion in the MIT mechanism of 5d TM was highlighted.[36] Note 
that the SOC effect was rarely considered in 3d correlated sys-
tems: the energy scale of the SOC constant ζSO is ≈0.02 eV, much 
smaller than U or W, and thus was often neglected. The ζSO is 
proportional to Z4 where Z indicates atomic mass and becomes 
sizable in heavier atoms. It increases to ≈0.5 eV in 5d TM and 
becomes comparable to U and W. Several band calculations had 
shown the SOC can lead to considerable modification in the elec-
tronic structure.[111,112] Nevertheless, the role of large SOC in 5d 
TM ions had not taken a proper attention before this work.

The essence of the insulating mechanism in Sr2IrO4 lies in 
the splitting of t2g states into SOC-induced Jeff( = Leff + S) states. 
In the absence of the SOC, as in the 3d TMOs, the d-orbital 
states are split into eg and t2g states under octahedral crystal 
field (Oh symmetry).[17,113] In such a case, 5 electrons in Ir4+ ions 
of Sr2IrO4 partially fill the t2g states, resulting in a metallic phase 
(Figure 5a). Under the strong SOC, however, the t2g states split 
into effective total angular momentum Jeff = 1/2 and 3/2 states, 
the energy separation between them being ζSO (Figure 5b). 
While the Jeff  = 3/2 states are fully filled, Jeff  = 1/2 states are 
half-filled. One thus still expects a metallic phase. The insu-
lating behavior of Sr2IrO4 can then be understood under the 
consideration of U. The formation of the narrow Jeff = 1/2 bands 
enhances the effect of the Coulomb interaction and opens a 
Mott gap even with a small value of U (Figure 5c). Therefore, the 
insulating nature of Sr2IrO4 originates from the cooperation of 
the relativistic SOC and the electronic correlation, which opened 
a new field referred to as the relativistic Mott regime.[36,102,106]

Indeed, the relativistic Mott scheme consistently explains 
other experimental observations relevant to Sr2IrO4. Moon et al. 
observed an insulator to semimetal transition with increasing 
dimensionality in Ruddlesden–Popper series iridates.[103] The 
schematic crystal structures of Srn+1IrnO3n+1 with n = 1 (Sr2IrO4), 
2 (Sr3Ir2O7), and ∞ (SrIrO3) are shown in Figure 6a. In Sr2IrO4, 
the plane of IrO6 octahedra are separated by vacuum-like SrO 
layers, yielding quasi-2D environment on each IrO2 layer. When 
n is increased to 2 (Sr3Ir2O7), two IrO2 layers are stacked in 
z-direction. It becomes completely 3D when n = ∞ (SrIrO3).

The optical conductivity spectra of n  = 1, 2, and ∞ indicate 
increase in W due to enhanced interlayer coupling. While the 
Sr2IrO4 shows clear optical gap of ≈0.1  eV, the gap is much 
reduced for Sr3Ir2O7 and finally vanishes for SrIrO3. Moreover, 
the redshift in energy position of double peaks is observed with 
increasing n. Note the double peak structure of α and β is one of 
characteristic spectral features found in the iridates; the former 
is attributed to a transition from lower Hubbard band to upper 
Hubbard band of the Jeff  = 1/2 while the latter to a transition 
from Jeff = 3/2 to UHB (the vertical arrows in Figure 5c).[103,109] 
The unusually sharp shape of the α peak is a consequence of 
narrow and parallel Jeff = 1/2 bands. It is significantly wider in 
Sr3Ir2O7, implying an increase in W. It recovers the sharpness 
in SrIrO3 but the sharpness here originates from the additional 
tilting of IrO6 octahedron in SrIrO3, not from the dimension-
ality effect.[114] The increase in W with respect to dimension-
ality comes from the enhancement in the coupling among IrO2 
layers in the z-direction. The d bands of neighboring Ir ions 
hybridize strongly along the z-direction, mediated by the apical 
O ions, which then splits Jeff = 1/2 bands. The resulting bonding 
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Figure 5.  Schematic energy diagrams for the 5d5 configuration of Sr2IrO4 
a) with crystal field (CF) but without SOC and U, b) with CF and SOC 
but without U, and c) with CF, SOC and U. The energy splitting between 
orbital states via electronic correlation and SOC are labeled as U and ζSO, 
respectively. The dashed horizontal lines indicate the Fermi energy EF. In 
(c), optical transitions (α and β) are shown in thick arrows.
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and antibonding states of the split bands lead to an increase in 
W, resulting in the bandwidth-controlled MIT in Srn+1IrnO3n+1.

4.3.3. Control of Electronic Correlation in Iridate Heterostructures

Based on electronic structure study results on bulk iridates, 
modulation of important electronic parameters such U and W 
was realized in thin films. It was shown that the lattice strain 
can affect the electronic structure of Sr2IrO4 thin films grown 
epitaxially on various substrates.[115] The substrate dependent 
compressive/tensile strain on Sr2IrO4 thin films can change the 
in-plane lattice constants, and consequently the IrOIr bond 
angle which affects W. Furthermore, they obtained unexpected 
peak shift in α and β. This suggests not only W but also U can 
be modulated by the lattice strain. They also demonstrated that 
the out-of-plane lattice constant change which affects the apical 
IrO bond length or interlayer coupling cannot be neglected 
in describing the electronic structure of Sr2IrO4. The lattice 
strain thus provides a realistic means to fine-tune W and U in a 
system with the SOC and U.

Modulation of the effective electron correlation was also 
observed in [(SrIrO3)m/(SrTiO3)] superlattice thin films,[116] 
where importance of lattice geometry was identified.[117] Using 
the artificial superlattice thin films fabricated via the pulsed 
laser deposition technique, the dimensionality of IrO2 sheets 
was systematically increased as shown in Figure 6b.[116] While 
the IrO2 sheets in Ruddlesden–Popper series iridate com-
pounds are separated by vacuum-like SrO layers, they are sepa-
rated by insulating TiO2 (3d0) sheets in the [(SrIrO3)m/(SrTiO3)] 
superlattice. Unlike Ruddlesden–Popper series iridates, the 
Ir and Ti atomic positions are aligned along the same vertical 
lines in the superlattice thin films. Because the Srn+1IrnO3n+1 

compounds with n = 3, 4, 5, … are highly unstable in nature, 
such artificial heterostructures provide a platform for system-
atic study on the dimensionality effect.[116]

Optical conductivity spectra of the Ruddlesden–Popper series 
and superlattice iridates are compared in Figure 6c–e. Upon 
increasing m, the number of low-energy carriers increased 
(exhibiting insulator-like to metallic transition) and the charac-
teristic two-peak structures redshifted in [(SrIrO3)m/(SrTiO3)] 
superlattices. Such a behavior is similar to the evolution of 
σ1(ω) from the Ruddlesden–Popper series with increasing n. 
However, a comparison between dimensional counterparts 
(n  =m) of the superlattice and Ruddlesden–Popper series iri-
dates revealed an important difference; the α peak is located at 
a lower energy in the superlattice case. This observation points 
to the fact that U is reduced in the superlattice iridates.

Optical and first-principles calculations study on superlattice 
iridates demonstrated that additional hopping paths are medi-
ated by TiO2 blocking layers which should enhance the in-plane 
interactions of Ir ions.[117] We note here the bandgap of SrTiO3 
(3d0) is ≈3  eV, much larger than the typical energy scale of 
U in iridates (0.5 eV). Because of this large gap, the TiO2 layer 
in the superlattice iridates was regarded as merely a blocking 
layer that separate m-stacks of IrO2 sheets.[116] Indeed, in the 
band calculation result of the superlattices, Ti 3d-states were 
found to be far away from EF and unlikely to be directly involved 
in the optical transition for α. However, the Ir t2g-band disper-
sion along M–Γ which is associated with the in-plane hopping 
between Ir ions was found to be enhanced.[117] The enhance-
ment is due to additional hopping path for Ir ions through Ti 
ions which share the same apical O ions. These findings lead 
to conclusion that the change in the lattice geometry can also 
modulate W and U while the basic electronic structures of 
Ruddlesden–Popper iridates remain intact.
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Figure 6.  a–c) Side view of the crystal structure of: a) Ruddlesden–Popper series Srn+1IrnO3n+1 and b) [(SrIrO3)m/(SrTiO3)] superlattice iridates for  
n = m = 1, n = m = 2, and n = m = ∞. Sr atoms are shown in green, O atoms in white, Ir atoms in red, and Ti atoms in blue. c–e) The real part of 
optical conductivity σ1(ω) for c) Sr2IrO4 (n = 1) at 25 K and m = 1 superlattice, d) Sr3Ir2O7 (n = 2, 10 K) and m = 2 superlattice (20 K), and e) SrIrO3 
(n = m = ∞, 20 K). Sharp peaks observed at energy lower than ≈0.1 eV are IR-active phonons. a,b) Adapted with permission.[117] Copyright 2016, 
American Physical Society. c–e) Spectra for n =1, 2, and ∞: adapted with permission.[113] Copyright 2008, American Physical Society. Spectra for m = 1, 2, 
and ∞:  adapted with permission.[117] Copyright 2016, American Physical Society.
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The studies on Sr2IrO4 thin films[115] and [(SrIrO3)m/
(SrTiO3)][116,117] demonstrate that fine tuning of electronic struc-
ture can be achieved for iridate heterostructures. We note the 
magnetic structures of iridates can also be very susceptible to 
lattice parameters.[114,116,118,119] The susceptible nature of the 
electronic response indicates that iridate and other 5d TM com-
pounds are located near the MIT boundary and are very sen-
sitive to the lattice environment. The control of U and W via 
lattice modulation is therefore an effective way to design MIT 
properties of 5d TM compounds.

4.3.4. Possible Superconducting Phase in Doped Sr2IrO4

We briefly discuss the possibility for superconductivity in 
Sr2IrO4. Sr2IrO4 shares common electronic and magnetic 
states, a (pseudo) spin 1/2 AFM Mott insulator, with the parent 
compounds of high-Tc cuprates.[36] Based on the similarity, 
Wang and Senthil proposed the possibility for unconventional 
superconductivity in electron-doped Sr2IrO4.[120] Subsequent 
theoretical studies also point to possible high-Tc superconduc-
tivity upon carrier doping; d- and p-wave pairing can be formed 
by the Jeff  = 1/2 Kramers doublet in electron- and hole-doped 
Sr2IrO4, respectively.[121,122]

Naturally, experimental investigations have been made to 
look for high-Tc superconductivity in doped Sr2IrO4 by using 
various techniques including ARPES. A number of ARPES 
experiments on electron- or hole-doped Sr2IrO4 reported on 
the electronic pseudogap.[123,124] Kim et  al. have also found in 
their ARPES study of surface-electron-doped Sr2IrO4 that the 
pseudogap represented by a Fermi arc evolves into a d-wave 
gap at low temperatures.[38] Scanning tunneling spectroscopy 
measurements of doped Sr2IrO4 also observed the pseudogap 
and the d-wave gap.[125,126] An observation of an odd-parity 
order in the pseudogap phase[127] further strengthens the 
analogy between iridates and cuprates. Studies on iridates 
might provide a hint on the longstanding problem of con-
densed matter physics, i.e., the origin of the pseudogap and the 
high-Tc superconductivity mechanism. We finally stress that the 
rich and complex phenomena observed in iridates demonstrate 
the importance of correlated electronic systems with large SOC 
as an excellent playground to investigate and control the novel 
MIT phenomena.

4.4. All-In-all-Out 5d Pyrochlore Oxides

4.4.1. Magnetism and Metal–Insulator Transition  
in 5d Pyrochlore Oxides

In regards to the MIT mechanism in TM compounds, we need 
to understand how the magnetism is coupled to the transition. 
MITs in 5d pyrochlore A2B2O7 (B = Ir, Os) have recently received 
much attention due to a strong correlation to their ground state 
with a peculiar AIAO magnetic order.[128–132,201] In this uncon-
ventional AFM ground state, all spins of one transition-metal 
tetrahedron align inward while the others of the neighboring 
tetrahedra align outward (Figure 7a). This AIAO magnetic 
ordering prompts MITs, and associated exotic quantum phases 
such as Weyl semimetal[41,42,133,134] and quantum criticality[135] 
are theoretically predicted to occur. Since the AIAO magnetic 
ordering preserves the unit cell of pyrochlores, as is the case 
for NiS2, such MITs should be distinct from the conventional 
Slater-type MIT. Therefore, a new paradigm is required to 
understand the MITs and associated novel phenomena.

Cd2Os2O7 is a prototypical system with an MIT driven by the 
AIAO ordering. In this compound, a continuous MIT has been 
observed at the AFM ordering temperature, TN  = 227 K.[136,137] 
Until the unusual AIAO ordering was known to occur, the MIT 
in Cd2Os2O7 was believed to be a Slater-type transition.[138] How-
ever, resonant X-ray scattering and magnetic micro-diffraction 
studies[137,139] revealed the AIAO magnetic ordering in Cd2Os2O7, 
thereby questioning the proposed Slater-type MIT. Moreover, 
recent theoretical results are consistent with these experimental 
observations and predicted a Lifshitz-type MIT for which contin-
uous shifts of electronic bands make FSs disappear.[140,141]

Based on the result from optical spectroscopy study, it was 
argued that the MIT in Cd2Os2O7 should be the Lifshitz-type 
MIT,[39] in which band shifts occur in a way that the density of 
states at the Fermi level disappears and results in an MIT. The 
optical spectroscopy result showed how the AIAO ordering and 
electronic band structures evolve together in the MIT process. 
Figure 7b illustrates a simplified schematic diagram for the pro-
posed Lifshitz transition in Cd2Os2O7. At high temperatures, 
electron and hole bands both cross the Fermi level, resulting in a 
semi-metallic state. As the AIAO order arises, these bands shift 
away from the Fermi level, gradually reducing the Fermi surface 
sizes. The main difference between the Slater- and Lifshitz-type 
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Figure 7.  a) Simplified schematic view of the AIAO magnetic ordering in 5d pyrochlore. b) Band structure of Lifshitz-type MIT with the AIAO magnetic 
phase transition. The AIAO ordering forms at TN in the metal state. In addition, continuous shifts of the electronic bands due to the magnetic ordering 
additionally induce the AIAO insulating phase below T*. b) Adapted with permission.[39] Copyright 2015, American Physical Society.
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MITs is the presence of the intermediate AIAO metallic phase. 
While a finite bandgap should form at TN for the Slater-type 
MIT, the intermediate AIAO metallic phase is inevitable from 
its continuous nature in the case of the Lifshitz-type MIT. The 
optical study captured this intermediate AIAO metallic state, 
clarifying the Lifshitz character of the MIT in Cd2Os2O7.

The real part of optical conductivity σ1(ω) from Cd2Os2O7 
shows the strong coupling between the MIT and the AIAO 
ordering. Figure 8a shows the temperature dependent σ1(ω) 
below 0.25  eV. A clear bandgap feature without any spectral 
weight below the gap at T < 150 K indicates an insulating phase. 
The sharp peaks below the gap correspond to seven infrared 
active phonons of pyrochlore structures.[142] The phonon fre-
quencies show unusually large T-dependent shift, indicating 
strong spin-phonon coupling in Cd2Os2O7.[40] As T increases, 
the spectral weight in the low energy region shows development 
of the Drude response from the conducting carriers. To visualize 
the T-dependence of the Drude response, σ1(ω) at ħω = 20 meV 
is plotted as a function of T in the inset of Figure 8a. The optical 
conductivity increases abruptly near TN (i.e. 227 K), indicating 
the strong correlation between the MIT and the AIAO ordering.

The detailed T-dependent evolution of the optical spectra also 
implies the existence of the AIAO metallic phase in Cd2Os2O7. 
As shown in Figure 8b, the optical spectra have contributions 
from infrared-active phonons (black), direct bandgap transition 
(red) and Drude components by free carriers (blue). Particu-
larly, the T-dependent plasma frequency ω T( )p

2  extracted from 
the Drude component does not follow the exponential behavior 
expected from thermal excitations at around TN = 227 K, as can 

be seen in Figure 8c. This clearly indicates that the optical gap 
should continually change as expected in the case of Lifshitz-
type MIT. Consequently, the Fermi surface volume also changes 
continually, which is consistent with the observed T-dependent 
spectral evolution near the AIAO transition. More detailed  
fittings indicate an existence of a metallic state between  
T* ∼ 210 K and TN, i.e. the AIAO metallic phase (Figure 7b).[39]

4.4.2. Control of the Lifshitz-Type MIT in 5d Pyrochlore Oxides

The observed Lifshitz-type transition in Cd2Os2O7 can be a gen-
eral mechanism for MITs found in other 5d pyrochlore oxides, 
such as iridates. Traditionally, metallic, semimetallic, and 
topological insulating phases of rare earth pyrochlore iridates 
have been predicted for a small U.[42] As U increases, the two-
step transitions should occur from nonmagnetic metal to the 
AIAO metal and to the AIAO insulator phases, similar to the 
case of Cd2Os2O7. Therefore, the Lifshitz-type MIT mechanism 
in Cd2Os2O7 may work well in the other 5d pyrochlore com-
pounds, in spite of the differences in electronic and magnetic 
Hamiltonians between iridate and osmate systems.

The MIT in the AIAO pyrochlore driven by the continuous 
band shifts provides a new route to the control of the transition. 
Recently, it has been suggested that a correlated phase of Weyl 
semimetal which has low energy excitations of Weyl fermion 
with a topological nature may be used as a functional platform 
for spintronics, considering its nature of topologically protected 
charges.[143] In particular, the phase can be realized even under 
symmetry-broken environment. Several theoretical studies 
predicted that a Weyl semimetal phase should exist in AIAO 
metallic phases of iridates.[41,42] Therefore, it is highly desired 
to find such novel phases in iridates by electronic band tuning 
or external magnetic field. The Lifshitz-type band shift can tune 
the electronic structure and thus can induce a phase transition 
between the Weyl and insulating phases.[42] These approaches 
to control the AIAO magnetic transition can also provide an 
added benefit of tuning the MIT properties.

4.5. The Emergence of Exotic Patterns through Metal–Insulator 
Transition

When a certain material undergoes an MIT, more often than 
not a new structure pattern emerges that did not exist before. 
The MIT found in Tl2Ru2O7 is a case in point.[144] At the MIT, 
it undergoes a spontaneous dimensional lowering and trans-
forms an otherwise 3D cubic lattice of Ru to a 1D chain of 
Ru orbital, which is likely to follow the physics of Haldane 1D 
chain with an integer spin.[145,146] Here, enhanced quantum 
fluctuations drive novel phases in interacting quantum spins  
when the dimensionality is reduced. In the 1D Heisenberg 
antiferromagnet the ground state with integer spins is sepa-
rated from all excited states by a finite spin (Haldane) gap. 
Needless to say, understanding how the new pattern emerges is 
directly related to the origin and mechanism of the MIT under 
question. If the metal–insulator transition is accompanied by 
a strong SOC, this question can be far more interesting and, 
at the same time, probably a lot more difficult to solve. Here 
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Figure 8.  a) Temperature-dependent optical conductivity σ1(ω) from 
Cd2Os2O7 for h–ω < 0.25 eV. The solid triangles indicate the IR-active pho-
nons. The inset shows temperature-dependent σ1(ω) at h–ω  = 20 meV.  
b) σ1(ω) at 200 K with a fit using the model described in the main text. The 
red (blue) line corresponds to the Drude (CPM0) models and the black 
line corresponds to the phonons. c) T( )p

2ω  as a function of ΔD(T)/kBT 
with the fit expected from the Lifshitz-type band evolution. The dashed 
line indicates the exponential behavior expected from thermally induced 
carriers. Adapted with permission.[39] Copyright 2015, American Physical 
Society.
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we would like to take two examples of such and illustrate how 
certain interesting patterns emerge in layered materials 1T-TaS2 
and Li2RuO3. We also address how emergence of such pattern 
is related to the MIT.

4.5.1. David-Star Pattern of 1T-TaS2

The el–el and el–ph interactions are believed to be responsible 
for the MIT in 1T-TaS2. 1T-TaS2 exhibits the MIT after a series 
of first-order (in)commensurate charge-density-wave (CDW) 
phase transitions. The exotic result of these successive transi-
tions is that new lattice distortions with a pattern of David stars 
emerge out of the triangular lattice in the high-temperature 
phase; strong el–el interaction further localizes these elec-
trons, and leads to an insulating ground state.[147,188] Recently, 
a hidden quantum state was discovered in 1T-TaS2 at tempera-
tures below MIT induced by a ultrafast laser pulse.[148] In the 
new low-temperature pattern, 12 out of 13 Ta4+ 5d-electrons 
form molecular orbitals in hexagonal star-of-David patterns 
(Figure 9a). This then leaves one 5d-electron providing S = 1/2 
“orphan” spin with a large spin–orbit interaction in the low-
temperature commensurate CDW phase.

Diamagnetic character of the magnetic susceptibility χ(T) of 
1T-TaS2 is interrupted by two jumps signaling corresponding 
CDW transitions and by a strong paramagnetic Curie–Weiss 
tail below ≈50 K, suggesting the emergence of short-range 
correlations at low temperatures as shown by Kratochvilova 
et  al.[149] The effective magnetic moment μeff  ≈0.08  μB/f.u. 
is roughly half of the expected moment +g S S( 1)/13s µB  
≈0.13 µB for S = 1/2 per each David star. The Curie–Weiss tem-
perature θCW is estimated to be ≈0.02 K, indicating weak low-
temperature magnetic correlations. Consistent with χ(T), the 
specific heat reveals a sharp drop at ≈50 K. A broad hump in 
the magnetic heat capacity also suggests some kind of short-
ranged order. Using the coefficient γ from the specific heat and 
the low-temperature value of magnetic susceptibility χ0, we can 

calculate the Sommerfeld–Wilson ratio as RW
π
µ

χ
γ

= k

g B

4
3( )

2
B
2

2
0  ≈2,  

indicating the presence of considerable electronic correla-
tions. This then makes 1T-TaS2 a rare example of MIT with a 
quantum spin and a strong spin–orbit coupling.

As the bulk measurements showed clear evidences for a low-
temperature correlated phase, neutron scattering and µSR tech-
niques were used provide a better insight into the ground state 
of 1T-TaS2 as shown by Kratochvilova et  al.[149] The µSR tech-
nique is based on the implantation of spin-polarized muons in 
matter and on the detection of their spin motion affected by 
the magnetic field, providing information on its local environ-
ment and probing the system on a unique timescale. Muons 
are very sensitive probes of magnetic systems, often can detect 
effects that are too weak to be seen by other methods; as well 
as allowing both static and dynamic magnetic behavior to be 
investigated. The temperature evolution of the initial asym-
metry and relaxation rate obtained by µSR in 1T-TaS2 reveals 
a change of slope below ≈50 K, corresponding to the abrupt 
changes in the temperature evolution of specific heat and 
magnetic susceptibility. To describe the data theoretically, it 
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Figure 9.  a) The monolayer 1T-TaS2 viewed along the c-axis. Black 
line indicates the representative David-star clusters, where in-plane 
Ta atom displacements are marked by green arrows. The triangular 
superlattice marked by magenta line is composed of the David-star 
clusters.[188] b) CDW structure and interplane stacking in 1T-TaS2.  
The lattice parameter a  = 3.36 Å is depicted in the top view. In the 
case of the repetitive stacking with the nearest-neighbor distances 
r1 = 5.90 Å and r2 = 8.29 Å only double layers 1 and 2 alternate while 
the screw stacking with the nearest-neighbor distances r1 and r 2′   = 
6.79 Å is formed by double layers 1 to 4.[149] c) The magnetic scat-
tering cross section of 1T-TaS2 at 1.5 K. The blue line represents the 
fit described in ref. [149]. Vertical error bars represent 1σ s.d. counting 
statistics. Adapted with permission.[149] Copyright 2017, Nature Pub-
lishing Group.
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is necessary for us to take into account the 
complex crystal structure of the commensu-
rate CDW phase; the hexagonal sheets form 
double layers connected by the c-stacking 
vector (Figure 9b). The low-temperature 
phase is commensurate only in the basal 
plane because the stacking order established 
along the c-axis is not periodic. Two types of 
stacking patterns along the c-axis—screw and 
repetitive—have been observed in the ratio 
≈1:2.7.[150] Figure 9c shows the diffuse mag-
netic scattering data with a broad hump cen-
tered at Q ≈ 0.9 Å−1. Due to the large spatial 
extent of the David star pattern, the nearest 
neighbors that are expected to contribute to 
the magnetic cross section are located across 
the hexagonal layers and not within them. 
Indeed, assuming the crucial correlations 
lying only within the CDW layer, the mag-
netic scattering data cannot be described 
satisfactorily. The 3D character of the elec-
tronic correlations should be considered in 
the fit (blue line in Figure 9c) to explain the 
experimental results.[151–153] Interestingly, 
the second-nearest neighbor correlations r2 
and ′2r  are ferromagnetic, corresponding to 
the positive value of θCW. The obtained effec-
tive magnetic moment of ≈0.4 μB represents  
the upper limit value of the magnetic 
moment per David star. The Q-position 
implies ferromagnetic correlations between pairs of spins 
across the hexagonal layers. To sum up, commensurate lattice 
modulation in 1T-TaS2 is accompanied by electronic reconstruc-
tions, leaving exactly one conduction electron per David-star. 
Strong electron interaction localizes these electrons, and leads 
to an insulating ground state. Deep in this Mott insulating 
state, a highly correlated phase was discovered.

4.5.2. Herringbone Pattern of Li2RuO3

Li2RuO3 reveals a regular honeycomb lattice of edge-sharing 
RuO6-octahedra as shown in Figure 10a. The compound under-
goes a structural phase transition into a Mott-insulating state 
at ≈550 K from C2/m to P21/m.[154] In this new type of pattern, 
the honeycomb lattice is drastically distorted. The orbital degree 
of freedom and strong spin–orbit physics form the ground 
state into a nonmagnetic dimerized superstructure. What is 
intriguing is that below the MIT one third of RuRu bonds 
shorten significantly and this structural phase transition leads 
to singlet dimer formation in a herringbone fashion out of the 
regular honeycomb lattice.[154]

The phase transition is illustrated by a sudden increase in 
the resistivity and, at the same time, the magnetic suscepti-
bility drops to ≈10−4 emu mol−1 below the MIT (Figure 10b). 
For example, inter Ru4+ ion bonds in the 2D plane of reg-
ular honeycomb lattice have similar lengths about 2.9 Å in the 
high-temperature phase, but one third of the bonds are short-
ened below the transition temperature (Figure 10c). The length 

of the dimerized bonds is 2.57 Å while the others are about 
3.04 Å. Thus, the ratio between two sets of bonds exceeds 15% 
at 300 K, which is extremely large for any oxides with an MIT. 
Moreover, these dimerized bonds form a herringbone pat-
tern where the short bonds in the hexagon do not face each 
other, as is reflected in the low-temperature powder diffraction  
(Figure 10d). This kind of pattern has not been found in other 
related materials with other TM ion such as Li2IrO3. Besides, 
the huge dimerization and the high transition temperature are 
unique among materials with similar structures. All these obser-
vations at least appear to be consistent with a simple picture of 
a bandgap opening with a reduction in the density of states. 
We note that the localized magnetic moment of Ru4+ does not 
order antiferromagnetically.[155] At the same time, the distances 
between Ru4+ and O2− around the TM ion vary, leading to the 
octahedron distortion. This behavior suggests that this phenom-
enon is related to the change in the orbitals.[154]

This cooperative Jahn–Teller distortion perturbs the energy 
levels of t2g orbitals, which are degenerate under cubic crystal 
fields given by O2− ions. Some of the experimental observa-
tions have been explained by band calculations with the δ- and 
π-bonds.[154,156] Because of the large energy gap between the 
σ- and the other bonds, electron in the σ-bond has lower effec-
tive dimensionality than the honeycomb layer containing the 
Ru ions.[157] t2g orbitals of Ru4+ in d4 cannot form an electronic 
net or chain; instead, they form dimer “dots.” The ground state 
of orbitals in Li2RuO3 is shown in Figure 10c.[158] Because of 
the reduced dimensions of the electron motion, an orbital-
selective Peierls transition can occur in this system.[157] In 
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Figure 10.  a) The crystal structure of Li2RuO3 above the MIT temperature (Ru atoms are shown 
in gray, Li atoms in green, and O atoms in red). b) Resistivity (marked by red line) and magnetic 
susceptibility (marked by blue line) as a function of temperature. c) Theoretically predicted 
orbital pattern Red lines mark dimerized bonds and black lines mark the extended ones. The 
dimerized bonds form the herringbone structure, which seems to play a crucial role in the for-
mation of the valence bond crystal state. d) Low-temperature powder X-ray diffraction pattern 
with the superlattice peak shown in the inset.
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this theoretical scheme, two electrons in the dimerized bond 
are in a singlet state with S  = 0. This phenomenon is called 
a valence bond solid state.[156] Upon this phase transition, dis-
tance between dimers increases and the overlap between wave 
functions of dimers decreases. Therefore, the electron hopping 
becomes more difficult and as a result, the resistivity increases.

5. Application Aspect

In Section 4, we have reviewed results of our studies on var-
ious MIT systems. While the main purpose of our investiga-
tions was to understand the microscopic mechanisms for the 
novel MIT phenomena, we wish to discuss, based on what we 
have discussed in Section 4, potential applications of the MIT 
materials with their strengths and weaknesses. In addition, we 
would like to briefly touch upon some of the efforts to over-
come these weaknesses.

5.1. Potential Applications

The beauty of using functional materials lies in the fact that 
they exhibit the target functionality, i.e., the material itself is 
a device. Because the material itself responds to certain stim-
ulus, each material can be used as a sensor or a detector in 
its simplest form. There are a variety of MIT-inducing trigger 
mechanisms (e.g., temperature, mechanical pressure, chemical 
doping, and external electric/magnetic fields) and each one of 
them can be utilized for a sensor if it is within the operating 
range. As mentioned earlier, vanadate is already being used in 

commercial fire detectors, utilizing its sensitivity to the temper-
ature in the right range.[13] As the vanadate example shows, the 
external parameter that triggers the MIT needs to be accessible. 
In the following, we discuss potential applications for some of 
the materials discussed in the previous section.

All the materials that possess MIT properties in principle can 
be used for switches or logic devices. One of the most conven-
ient and thus desired trigger mechanisms is the electric field or 
voltage gating which can easily be applied on existing electronic 
devices. In that context, novel electric devices such as Mott FET 
(Mott field-effect transistor) and neuromorphic devices utilizing 
Mott insulator-based ReRAM devices are potential candidates 
for practical use of correlated materials such as VO2

[159–165] and 
NiS2−xSex.[164,165] A critical intrinsic weakness for most of the 
Mott insulators is the low carrier mobility.[162]

Even though not directly utilizing the MIT property, it 
was recently proposed that 5d TMO pyrochlore, specifically 
Nd2Ir2O7 and Cd2Os2O7, could serve as microscopic and electri-
cally readable magnetic medium that can be utilized in domain 
wall nanoelectronics.[166,167] These materials exhibit the AIAO 
antiferromagnetic ordering upon which metallic phase under-
goes a transition into an insulating state where two kinds of 
magnetic domains can coexist, namely the AIAO and the all-
out/all-in. The domain wall with such antiferromagnetic order 
shows higher stability than that in ferromagnetic memory 
devices,[168] which could allow higher-density integration.[167] 
For practical use of the novel functionality, however, the transi-
tion temperature has to be in the operating range.

We have discussed a few examples of potential applications 
for the MIT materials. In Table 2, we list potential applications 
for the materials we have investigated along with their strengths 
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Table 2.  Characteristics of MIT materials relevant to application.

Material Trigger(s) for the MIT Potential applications Strength Weakness

VO2 Temperature (340 K) Fire alarm[13] Sub-nanosecond time  

scale switch[190]

Low carrier mobility  

(≈0.1 cm2 V−1 s−1)[162]

Pressure (≈10 GPa)[189] Gas sensor[191] High operating temperature

E-field (≈104–105 V cm−1)[161,190] Nonvolatile memory 

device[161]

Hydrogenation[191] Bolometric detector[192,193]

NiS2−xSex Temperature (TC < 90 K) Pressure sensor Low threshold pressure Low operating temperature

Pressure (x = 0: ≈3 GPa[194]; x ≈0.4: 

≈0.2 GPa[195])

Uncooled bolometer[196] Large device size

E-field (x = 0.11: ≈4 kV cm−1) Nonvolatile memory 

device[164,165]

High threshold field

Ca2−xMxRuO4  

(M = Sr, Ti, Fe)
Temperature (Ca2RuO4: ≈357 K)[197,198] Temperature sensor Low threshold E-field Low operating temperature

E-field (≈40 V cm−1)[178] Bolometric detector[196] Damage on the single 

crystal upon structural 

transition[178,200]

Pressure (x = 0: ≈1.5 GPa)[199]

5d pyrochlore 

R2Ir2O7 (R = Rare 

earth), Cd2Os2O7

Temperature (R2Ir2O7: ≈34–110 K[102,129]; 

Cd2Os2O7: ≈227 K[40])

Magnetic domain wall race 

track memory[166,168]

Electronically readable 

memory storage[166,168]

Low operating 

temperature[167]

Domain wall 

nanoelectronics[167]

Higher-density integration of 

device[167]

Difficulty in synthesis[201]
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and weaknesses. A variety of potential applications may be found 
for the materials. In the process, machine learning approaches 
that are now actively being used in various disciplines may be 
useful in selecting and/or designing suitable material for device 
applications.[169,170] While the strengths may be utilized for 
potential applications, the weaknesses need to be overcome. A 
most notable weakness of correlated MIT materials is that they 
have MIT temperatures away from accessible range. The infor-
mation we gathered through our studies can provide some clues 
for overcoming such weaknesses as discussed in Section 5.2.

5.2. Overcoming Weakness for MIT Application

For the practical use of correlated MIT materials, the oper-
ating range for an external parameter should be accessible. For 
example, the practical use of a material for electronic devices 
would be difficult if the material has a low MIT temperature. 
Such weaknesses or limitations need to be overcome for the 
materials to be used for practical applications by, for example, 
moving the operating external parameter within the accessible 
range. The information we obtained through our studies can 
be useful in determining what to try and even what not to try. 
An example can be found in the case of bandwidth-controlled 
MIT in Srn+1IrnO3n+1 (Sr2IrO4, Sr3Ir2O7, and SrIrO3), for which 
the SOC strength plays a critical role in opening the Mott gap 
as explained in Section 4.3.2.[36,103] As the SOC is an intrinsic 
property of an atom, it would be difficult to change MIT proper-
ties of such materials in general.

In this section, we wish to discuss the methodology to over-
come shortcomings of MIT properties in TM compounds for 
real applications. We have already seen a variety of TM com-
pounds for which MIT properties are affected by external 
perturbations. Most prominently, structural distortions are 
critical to MIT phenomena as exemplified by 3d VO2 and 4d 
Ca2−xSrxRuO4 cases as discussed in Section 4. Here, we will 
present some attempts to control the MIT temperatures by arti-
ficial structural distortions as well as chemical doping, strain 
engineering[189,194,195,199] and E-field (electric-field)[178,190]  appli-
cation. Furthermore, we will briefly introduce recent intriguing 
results on ultrafast MIT phenomena, where femtosecond 
optical pulses induce the MIT through photodoping effects or 
direct phonon perturbation.

5.2.1. MIT Control by Structural Modulations

In the microscopic point of view, local lattice structure plays 
the critical role in the determination of the overall physical 
properties. In particular, TMO6 octahedral rotation or tilting 
distortions in perovskite materials can heavily influence the 
bandwidth W, and MIT properties as well. In 3d nickelates, 
A-site substitution with smaller ions makes the NiONi 
bonding angle increase and thus bandwidth W, and the 
material becomes metallic due to a larger overlap between 
orbitals.[10,171] In addition to atomic substitution, structural 
modulation by strain engineering has been intensively per-
formed on nickelate thin films, where a sensitive control of 
Tc has been obtained by using different substrates.[172,173] 

Recently, it was also revealed that hydrogen doping to perov
skite nickelates dramatically reduces the carrier density due to 
a band-filling effect.[174,175] More specifically, the band-filling in 
eg orbital blocks the intersite hopping channel upon octahe-
dral distortions. Indeed, in addition to nickelates, other 3d-TM 
compounds such as manganites[176] and vanadates[10] also 
show the structural dependence of Tc’s.

Another prominent example for structural Tc modulation 
can be found in 4d-TM Ca2−xSrxRuO4. As Sr2RuO4 is doped 
with Ca2+ ions, an octahedral rotation distortion develops. 
Subsequently, at the doping of x = 0.5, additional tilting distor-
tion arises.[177] An insulating phase suddenly appears at x = 0.2, 
and Tc rises to 357 K at the x  = 0 compound Ca2RuO4.[197,198] 
Application of an external E-field is also found to induce an 
MIT with lattice distortions.[178] Interestingly, the electric-field-
driven metallic state shows the same lattice structure as that 
of the thermally induced metallic phase.[178,200] Kyung et  al. 
recently studied a similar E-field effect in Sr2RuO4 and found 
that a strong external E-field can induce rotation distortions 
at the surface, and consequently the electronic structures are 
deformed. The results mentioned above clearly show that pre-
cise Tc control may be achieved by doping and strain techniques 
as well as E-field, all of which can induce lattice distortions.

In contrast to 3d and 4d TM compounds, it is difficult to vary 
the MIT properties by structural distortions for 5d materials. As 
we learned from the results discussed in Section 4.3, physical 
properties of 5d TM compounds are dominated by the SOC 
and el–el correlation. These properties are of intrinsic nature 
of an atom and are difficult to change via external stimuli, such 
as pressure, chemical doping, or electric/magnetic-fields. This 
fact makes it difficult to control the MIT phenomena in 5d-TM 
compounds. This is clearly different from the 3d/4d cases for 
which bandwidth is the key parameter and thus MITs are rela-
tively easily controlled. In other words, electronic phases in 5d 
compounds seem to be more stable.

5.2.2. Ultrafast Photoinduced MIT

One of the most promising methods to control the MIT 
is photodoping by ultrafast optical pulses. Extensive 
and intensive studies have been recently performed on the 
photoinduced MIT (PI-MIT) phenomena. Femtosecond light 
pulses induce insulator-to-metal transition in TM compounds 
such as manganites and vanadates. Triggering MIT by fem-
tosecond pulses has advantages for application due to its 
extremely short switching time scale and noncontact process. 
Here, we present a brief introduction to ultrafast pump–probe 
spectroscopy for investigation of the photoinduced MIT. In 
addition, several specific examples of PI-MITs in TM com-
pounds are discussed.

Ultrafast spectroscopy is an emerging tool for investigation of 
quantum interactions in TM compounds. Excitations by femto-
second pulses can induce macroscopic phase transitions, such 
as melting of magnetic/charge ordered states and insulator–
metal transitions.[160,179] In addition, tracing real-time responses 
by the technique can identify interactions between different 
degrees of freedom through inspection of the recovery process 
back to the equilibrium state.[180,181] For the ultrafast technique, 
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various light sources are employed to target the interaction of 
interest. Figure 11 shows a schematic diagram of ultrafast tech-
niques—pump–probe spectroscopy—where the probe beam 
traces the dynamical response after the system is excited by the 
pump beam. Optical as well as THz beams have been widely 
utilized as the ultrashort pump source to have photoinduced 
charges across the insulating gap or phonon excitations (lattice 
perturbation). As for the probe beam, X-rays and optical/THz 
pulses can be used to investigate ultrafast lattice dynamics and 
optical responses. If one uses femtosecond UV light in ARPES, 
investigation of electronic band response is also possible.

The most popular TM materials for photoinduced MIT study 
are vanadates. As discussed earlier, vanadates such as VO2 and 
V2O3 are recognized as canonical Mott–Hubbard systems, where 
electron correlation plays a crucial role in inducing the MIT. 
A variety of ultrafast studies with optical and THz pulses have 
been performed to obtain dynamics involved in anomalous 
photoinduced MIT in vanadates. In VO2, near-infrared optical 
pumping induces an insulator-to-metal transition with ultrafast 
changes in the optical response[182,183] and structural distor-
tion.[182] Specifically, the transition is mainly driven by the elec-
tronic correlation between photoinduced carriers from optical 
transitions across the optical gap. V2O3 also features the PI-MIT 
with optical pumping, in which insulator-to-metal transition is 
also accompanied by antiferromagnetic to paramagnetic phase 
transition.[184] These results indicate that the optical pumping 
can also be utilized to tune magnetic properties accompanying 
the MIT.

Manganite is another intriguing platform for the PI-MIT. 
Very interestingly, THz pumping also induces insulator-to-metal 
transition in Pr1−xCaxMnO3, especially when the photon energy 
is in resonance with a specific phonon vibration mode along 
the MnO bond.[185] This phonon vibration directly influences 
orbital interaction through the MnOMn bonding channel 
which can perturb the electronic bandwidth and induce ultra-
fast MIT switching. This evidently shows that ultrafast phonon 
perturbation can be a controlling factor for MIT switching. In 

insulating Pr0.55(Ca1−ySry)0.45MnO3, femtosecond optical pulse 
changes the system into a metallic phase that does not exist in 
equilibrium conditions.[186] This photoinduced conducting phase 
is fairly stable even after pumping pulse has left the sample. A 
subsequent reversing process back to the insulating phase is 
also possible with continuous lasing irradiation through heating 
effect. This is an example of optical switching utilizing MIT. In 
addition to aforementioned vanadates and manganites, another 
TM compound comes into the picture and makes the PI-MIT 
more important; a TM dichalcogenide 1T-TaS2

[148] features a 
hidden metallic phase with ultrafast optical pumping.
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Figure 11.  Schematic diagram of various pump–probe spectroscopy techniques. In this ultrafast technique, the probe beam traces the dynamical 
response after the system is excited by the pump beam. As the pumping source, optical and THz beams can be used to generate photoinduced charges 
or phonon excitations. As for the probe beam, X-rays and optical/THz beams can be used to investigate ultrafast lattice dynamics and optical responses. 
Investigation of electronic band response is also possible by using femtosecond UV light in ARPES.
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