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PAPER

Bitstream-Level Film Noise Cancellation for Damaged Video
Playback

Sinwook LEE†, Nonmember and Euee-seon JANG††a), Member

SUMMARY In this paper, we propose a bitstream-level noise cancel-
lation method for playback applications of damaged video. Most analog
video data such as movies, news and historical research videos are now
stored in a digital format after a series of conversion processes that include
analog-to-digital conversion and compression. In many cases, noise such
as blotches and line scratching remaining in analog media are not removed
during the conversion process. On the other hand, noise is propagated in
the compression stage because most media compression technologies use
predictive coding. Therefore, it is imperative to efficiently remove or re-
duce the artifacts caused by noise as much as possible. In some cases, the
video data with historical values are to be preserved without correcting the
noise in order not to lose any important information resulting from the noise
removal process. However, playback applications of such video data still
need to undergo a noise reduction process to ensure picture quality for pub-
lic viewing. The proposed algorithm identifies the candidate noise blocks
at the bitstream-level to directly provide a noise reduction process while
decoding the bitstream. Throughout the experimental results, we confirm
the efficiency of the proposed method by showing RR and PR values of
around 70 percent.
key words: film noise removal, bistream-level, two pass approach

1. Introduction

The migration of audio-visual collections from analog to
digital formats has been identified as one of the main chal-
lenges for long-term preservation. A UNESCO report esti-
mated that there are world audiovisual holdings such as au-
dio, video and film recordings total about 200 million hours.
Some expect that these materials will be endangered within
the next 20 years. Currently, many audio-visual archives
belonging to governments, universities, libraries, museums
and private collections are being converted to digital.

One of the major problems in digital conversion of
audio-visual collections is handling the noise during the
conversion process. Noises in analog audio-visual collec-
tions such as film scratches are often resident in the medium.
This causes severe degradation of quality during the analog-
to-digital conversion and error propagation during compres-
sion.

Many researchers have tried noise removal techniques
after analog-to-digital conversion before compression. This
is because noise removal is better performed at the earli-
est possible stage, analog-to-digital conversion. Otherwise,
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the noises are likely to be enlarged or propagated during the
compression stage. Eventually, most researches on noise de-
tection and removal are based on the pure film noise before
compression [2]–[16].

However, there are several difficulties in the noise re-
moval process right after digitization: the absence of noise-
free original data, the variety of noise types (e.g., line
scratch noise and blotch noise), and the risk of false detec-
tions. Different from conventional digital media processing,
noise removal techniques cannot easily be evaluated in an
objective manner. This is due to the fact that there is no
noise-free original content. Therefore, the evaluation of the
noise removal process is mainly done subjectively.

Another difficulty is the variety of noise types, which
makes it significant problem to identify what type of noise
is present in a given medium even before applying any noise
removal method. This is an important problem because
there is no generic noise removal technique but several noise
removal techniques according to noise type.

Finally, there is a risk of false detection of noise caus-
ing removal or alteration of a non-noisy region. This situ-
ation may happen when content originally contains many
noisy elements such as detailed texture images, foggy
scenery, and other complex images. Since there is no noise-
free original data, it is very difficult to guarantee the confi-
dence of noise detection and removal.

For most applications, the degradation resulting from
the noise removal process and compression can be ignored.
The threshold of acceptable quality for such applications
is not as high because there is no original noise-free data
to compare. Moreover, noise-removed contents are usually
more pleasing in terms of subjective quality.

However, there are certain applications that require
more caution in noise removal because the noise removal
process may alter or remove regions that contain no noise.
Such applications include historical archives and govern-
ment archives in which the noise-embedded contents are
considered valuable as is. In these cases, high quality com-
pression without any noise removal is done only to preserve
noise-free regions as effectively as possible.

Even for historical and government archives, noise-
removed playback services are often necessary for public
view. Many national archive organizations such as the Na-
tional Archives of Korea, the Library and Archives Canada,
and the National Archives and Records Administration al-
ready provide playback services without further noise treat-
ment. It is often desirable to enhance the visual quality of
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damaged video contents on the fly. In such a case, the noise
removal process should be conducted from the encoded bit-
stream of the noise-embedded contents. This process af-
ter compression should deal with a different set of prob-
lems from that before compression: the noises are altered
(e.g., enlarged, propagated, or quantized) after compression.
Therefore, such characteristics need to be taken into consid-
eration after compression.

In this paper, we propose a bitstream-level noise re-
moval technique that detects and removes noise from em-
bedded noise to compression noise. The novelty of the pro-
posed method lies in the consideration of noise detection
and removal after compression by exploiting the noise char-
acteristics at the bitstream level. This paper is organized as
follows. In Sect. 2, we review the conventional noise model-
ing and removal process. The proposed method is described
in detail in Sect. 3. In Sect. 4, we provide the experimental
results and conclude the paper in Sect. 5.

2. Background

2.1 Noise Analysis

In the previous section, we briefly addressed the two dif-
ferent origins of noise during the digital conversion pro-
cess: embedded noise (e.g., line scratches, blotches, random
white Gaussian noises, and sampling noises) and compres-
sion noise (e.g., temporal noise propagation, spatial noise
propagation, and quantization noises). More specifically,
the digital conversion process with noise can be depicted
as shown in Fig. 1.

Analog noises such as line scratches and blotches are
caused by improper handling of the original content. A
generic noise model can be represented as follows [1]:

Î = μ ∗ I + α, (1)

where Î denotes the degraded image, I the image before
degradation, μ the multiplicative noise, and α the additive
noise. At each stage of the analog-to-digital conversion pro-
cess, both multiplicative and additive noises are added to the
content. For the impaired content (A′i) in Fig. 1, (1) can be
rewritten as the following function:

A′i = f (Ai, μa, αa), (2)

where i denotes the frame number and μa, αa describes the

Fig. 1 Noise occurrence in the digital conversion process.

noises by improper handling. After the analog-to-digital
conversion process, the digitized content (Di) can be rep-
resented as the following function:

Di = g(A′i , μd, αd)
= g( f (Ai, μa, αa), μd, αd),

(3)

where μd and αd describe the noise using the digital conver-
sion process. From the equation, it is apparent that both ana-
log and digital noises are combined together. Therefore, the
noise removal process at this stage has to take this combined
noises into consideration. After the compression stage, the
degraded image (Ci) can be represented as the following
function:

Ci =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h(Di, μc, αc)
= h(g( f (i, μa, αa), μd, αd), μc, αc)

, if Ci is intra frame
h(Di, μc, αc, τi−1Ci−1, τi−2Ci−2, . . . , τi−d+1Ci−d+1)
= h(g( f (Ai, μa, αa), μd, αd), μc, αc,
τi−1Ci−1, . . . , τi−d+1Ci−d+1)

, if Ci is inter frame

(4)

where μc, αc describes the noises by compression process,
τi a the weighting coefficient of the i-th frame, and d the
distance between the current frame and the previous intra
frame. Only the spatial compression noises of the current
frame are added in intra frames, whereas the spatial com-
pression noises from the previous frames are propagated as
temporal compression noises in inter frames. Therefore,
the noise removal process should consider the compression
noises on top of the embedded noises before compression.
In particular, Greater consideration should be given to com-
pression noises because they not only further degrade the
content by compression (i.e., spatial compression noise) but
also propagate the noise temporally to the following frames
(i.e., temporal compression noise).

2.2 Conventional Noise Removal Techniques

Conventional noise removal techniques have been focused
on the digitized content (Di) because it is the earliest possi-
ble stage to remove the noise. As shown in Eq. (3), the dig-
itized content contains both analog and conversion noises,
and most noise removal techniques concentrate on remov-
ing these noises.

Noise removal techniques consist of two processes:
noise detection and restoration. The noise detection process
is usually conducted on a predetermined noise type (e.g.,
line scratch, blotch, or random white noise). In the restora-
tion process, the region with the detected noises is restored
with new pixel values computed using the spatial and tem-
poral neighboring noise-free pixel information.

There are two methods for the detection of the analog
noise: spatial noise detection and temporal noise detection.
For the spatial noise detection of line scratches, various al-
gorithms are used including the Hough transform, the neural
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network-based classifier, morphological filtering, overcom-
plete wavelet expansion and other techniques [2]–[6]. For
the temporal noise detection of line scratches, the Kalman
filter and a line scratch tracking algorithm by tracking mul-
tiple frames have been proposed [7], [8].

For the spatial detection of blotches, median and mor-
phological filtering is often used [9]–[12]. For the temporal
detection of blotches, motion compensation-based methods
such as the spike detection index and ranked order difference
have been proposed [13]–[16].

The detection of digital noise such as random white
noise is often conducted in the spatial domain. The detec-
tion of this type of noise can be done using one of three
types of detection methods: block-based, filtering-based,
and transform-based. In block-based methods, the stan-
dard deviation of intensity is computed to find the blocks
smoothed by noise [17]–[19]. In filtering-based methods,
the white noise is detected by computing the standard de-
viation between the noisy image and its filtered image [19]–
[21]. In transform-based methods, many researchers have
analyzed the relation among the coefficients in various trans-
form domains such as DCT, DFT or wavelet [22], [23].

The restoration methods of the detected noise regions
are mainly based on the interpolation algorithm using the
neighboring pixel information. In interpolation methods,

Fig. 2 Examples of spatial and temporal propagations. (a) spatial and
temporal propagations, (b) noise contamination in the interlaced frame.

there have been many proposed methods using polyno-
mial interpolation, autoregressive model, Markov random
field, directional matching method, transform-based inter-
polation, and other methods.

2.3 Characteristics of Compressed Noise

Different from noise in digitized content, noise in the com-
pressed domain has several compression-dependent fea-
tures: spatial propagation and temporal propagation. In
compressed content, coding processes such as motion es-
timation, intra prediction, and the quantization process may
result in spatial and temporal propagation of the noise. Spa-
tial propagation usually appears when the noisy pixels are
encoded with the non-noisy pixels as a block for transfor-
mation and quantization.

An example of spatial and temporal propagation can
be found in Fig. 2-(a), which shows how noise can influence
the content through spatial and temporal propagations dur-
ing the compression process. By comparison in the figure,
it is apparent that the existence of noise in the content in-
fluences the picture quality in compression due to its edge-
intensive nature. We also observed that much digital con-
tent is compressed in interlaced format where the noise of a
frame may appear in a field level as shown in Fig. 2-(b).

3. Proposed Method

The proposed method is composed of three additional pro-
cesses on top of the regular decoding process: candidate
noise block (CNB) selection, noise detection in the noise
block, and a noise removal process as shown in Fig. 3. We
exploit the statistics of the decoded discrete cosine trans-
form (DCT) coefficients to select CNB. When a macroblock
is selected as CNB, the noise region is identified from the
decoded pixels in the noise detection process. The detected
noise region is then replaced by the interpolation from the
noise-free neighboring pixels in the noise removal process.
A detail algorithm of each process is described in the fol-
lowing sections.

3.1 Candidate Noise Block Selection

At the bitstream level, an obvious way to select a CNB is

Fig. 3 Block Diagram of the video coding standard with the proposed
method.
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Fig. 4 Definition of FR in the proposed method.

to exploit the DCT coefficients. Traditionally, the DCT is
used in video compression because the most energy of the
video signal is concentrated at a low frequency. However,
the proposed method exploits the mid-to-high frequency co-
efficients to select CNB since a detailed pattern of the block
texture is well-represented at mid-to-high frequency coeffi-
cients. A noise-embedded block is very similar to an edge
block in that it contains more non-zero DCT coefficients
than a smooth block. Therefore, the number of non-zero co-
efficients in the mid-to-high frequency range can be used as
an indicator to select a noise-embedded block. It is still pos-
sible that edge blocks may be selected as CNB, as these will
go through a precise detection algorithm in the next stage.

More specifically, CNB can be selected by evaluating
the number of non-zero DCT coefficients in the mid-to-high
frequency region (N) as follows:

f (c) =

{
1, c � 0, N =

∑
f (cR), cR ∈ FR,

0, otherwise
(5)

where cR denotes the DCT coefficients in the mid-to-high
frequency region, FR. The mid-to-high frequency region
(FR) should be defined such that the vertical edge charac-
teristics of the analog film noise can be emphasized in the
selected region. Since the characteristics of vertical edge
are well represented with the DCT coefficients in the right-
top lines, we define FR in the proposed method as Fig. 4.
A compact definition of FR is crucial because it affects the
time complexity of the proposed method.

The number of non-zero coefficients in the mid-to-high
frequency region (N) can be used to determine a CNB by
comparing N with a threshold. The threshold value (T ) can
be determined as follows:

T = arg max
i

(
Pnoise |i

(1 − Pnoise) |i
)
, 0 ≤ i ≤ |FR| (6)

where Pnoise|i denotes the probability that a noise will be
detected when the number of DCT coefficients within FR is
larger than i. This equation is drawn from the observation
that a noise-embedded block is likely to have a higher value
of N than a noise-free block. Once the threshold value (T ) is
obtained, CNB can be selected when the number of non-zero
coefficients at mid-to-high frequency (N) is greater than or
equal to the threshold value (T ).

Fig. 5 Magnitude and duration of film noise (Korean flag).

3.2 Noise Detection

The main objective of the CNB selection process is to detect
as many noise embedded blocks as CNBs as possible. As a
side effect, it is inevitable that some noise-free blocks are
also included as CNBs. The purpose of the noise detection
process is to filter out the noise-free blocks among the CNBs
in the pixel domain.

Specifically, this process distinguishes the noisy pix-
els from the edge pixels, which is not simple because noisy
pixels can be incorrectly identified as edge pixels, as shown
in Fig. 5. Another important issue in the noise detection
process is distinguishing between film noise and Gaussian
noise. Film noise can easily be confused as Gaussian noise
because of the fluctuation of the pixel values. However, the
magnitude of fluctuation (MOF) in a film noise (Mn) is gen-
erally greater than that in a Gaussian noise (Mg). Film noise
can be distinguished from the edge region by the duration of
film noise (Dn) because the fluctuation created by the film
noise is short in duration and returns to the original pixel
values, whereas the fluctuation of the edge pixels usually
change the pixel values drastically after fluctuation.

In the figure, the pixels can be categorized into three
distinct regions (i.e., Gaussian noise region, film noise re-
gion, and edge region). Region B indicates a Gaussian noise
region, Regions A and D film noise regions, and Region C,
the edge region. In the figure, Region B is classified as a
Gaussian noise region because the MOF in Region B (MB)
is lower than those in the other regions. Likewise, Region
C is classified as an edge region because the duration of Re-
gion C (Dc) is much greater than those of Regions A and
D (DA and DD). As a summary, a film noise map can be
determined by the following function (g(x, y)).

g(x, y) =

{
1, if M(x, y) > TM and D(x, y) < TD

0, otherwise
(7)

where M(x, y) and D(x, y) denote the functions that re-
turn the magnitude and duration values for the correspond-
ing pixel location, respectively. The functions M(x, y) and
D(x, y) can be obtained as shown in Fig. 6. TM and TD

the threshold values empirically obtained from the Gaus-
sian noise region and the edge region of the given image.
The Gaussian noise in an 8-bit depth video is assumed to be
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Fig. 6 Flow chart of obtaining the functions M(x, y) and D(x, y).

distributed close to the original pixel value, which is often
represented within +/- 8. Therefore, we set TM to nine in
the given sequences. TD value can be appropriately chosen
depending on the durations of the edge regions and is set to
six in our simulation.

Generally speaking, it is often difficult to distinguish
film noise from Gaussian noise. Even when we choose a
good threshold value as in Eq. (7), the likelihood of correct
detection is not high for the areas where the distinction be-
tween film noise and Gaussian noise is very difficult both
objectively and subjectively. One solution to increase the
likelihood of correct detection is to exploit a characteristic
of film noise: noise connectivity over multiple scan lines. In
other words, a pixel region with a relatively low MOF value
can be classified as a film noise region if the same area at
the previous scan line is a film noise region. Incorporating
this concept into Eq. (7), we get the following equation:

g(x, y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

1, if g(x − 1, y) = 0 and M(x, y) > TM

and D(x, y) < TD

1, if g(x − 1, y) = 1 and M(x, y) > TM′

and D(x, y) < TD,TM′ < TM

0, otherwise

(8)

where TM′ denotes the additional threshold used when the
noise region is detected in the previous scan line.

In Fig. 5, Region D is classified as a film noise region.
However, depending on the content characteristics it could
still be identified as a part of the edge region. In such a case,
an additional process is necessary to determine if it is a film
noise region. This is done simply by comparing the chroma
values of the film noise region with those of the neighboring
pixels.

It should be noted that the noise detection process is
conducted in the pixel domain, whereas the CNB selection
process is done in the frequency domain. This two-step ap-

Fig. 7 An example of film noise removal.

proach helps finding an active block in the frequency do-
main and filtering out noise-free blocks (or Gaussian noise
blocks) in the pixel domain. The CNB selection process
is also helpful to reduce the computational complexity of
the noise detection process by selecting fewer blocks to go
through the noise detection process. Although all blocks are
tested in the CNB selection process, the number of process-
ing samples (e.g., selected DCT coefficients) of the CNB
selection process is far less than the number of processing
samples (e.g., a block of pixels) of the noise detection pro-
cess. Empirically, the two-step approach is faster than just
the noise detection process by more than two times. This
result implies that most blocks are Gaussian noise regions
rather than film noise or edge regions.

3.3 Noise Removal

Once determined as a film noise region, the noise pixels
need to be replaced with noise-free pixels. However, the
original noise-free pixels are not available because of film
degradation over time. In such a case, a useful alternative is
to interpolate the noisy region with the non-noisy surround-
ing pixels. The main objective of interpolation is to approx-
imate the original pixels as much as possible with reason-
able computational complexity. Depending on the number
of surrounding pixels, there may be many different types of
interpolation methods (e.g., nearest-neighbor interpolation,
linear interpolation, cubic interpolation).

It is generally true that the performance gain of an in-
terpolation algorithm is proportional to the computational
complexity of the algorithm. However, simple interpolation
algorithms such as nearest-neighbor interpolation or linear
interpolation are preferred to the more sophisticated algo-
rithms in many video coding applications. This is due to
the fact that the performance gain difference between algo-
rithms is not so great; instead, the computational complexity
often becomes a great concern in order to satisfy real-time
performance. In this paper, we chose linear interpolation for
a similar reason. In fact, the duration of film noise is often
less than the width of a block (i.e., eight pixels). Therefore,
we assume that the performance gain difference between
linear interpolation and more sophisticated interpolations is
very marginal.

Figure 7 shows an example of how noisy pixels are re-
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placed by linear interpolation. For linear interpolation, we
need two pixel values: one from the backward neighboring
pixels and the other from the forward neighboring pixels. In
order to minimize the impact of Gaussian noise during lin-
ear interpolation, the average value of the neighboring pixels
is used for linear interpolation. The backward and forward
average values of neighboring pixels (i.e., AB and AF) can
be computed as follows:

AB =
1
N

⎛⎜⎜⎜⎜⎜⎝
N∑

k=1

PS−k

⎞⎟⎟⎟⎟⎟⎠ , N > 0,

AF =
1
M

⎛⎜⎜⎜⎜⎜⎜⎝
m−1∑
k=0

PS+D+k

⎞⎟⎟⎟⎟⎟⎟⎠ , N ≥ M > 0,

(9)

where N and M denote the number of backward and for-
ward neighboring noise-free pixels, respectively, and PS is
the pixel value at the first pixel of the film noise region. The
number of neighboring pixels that are used to compute the
backward average (N) does not change, while that of the
forward average (M) may be determined between one and
N. This is because there may be detected noisy pixels in
the forward neighboring pixels. In the case of the back-
ward neighboring pixels, the value of N remains unchanged
because all the neighboring pixels are either noise-free or
noise-removed.

Additionally, only the available neighboring pixels are
used for computing the average when the noise region is
close to the left or right boundary of a video frame. If there
is no available neighboring pixel to be computed, the other
average value can be used instead. After AB and AF are
obtained, the film noise pixel value at the i-th location (Pi)
can be replaced as follows:

λ =

(
1

D − 1

)
(S − i) + 1, S ≤ i ≤ S + D − 1,

Pi = λAB + (1 − λ)AF .

(10)

3.4 Considerations for Interlaced Material

Much few film content is encoded as interlaced frames even
when the analog medium is not interlaced. For this rea-
son, many encoded film contents contain interlace coding,
which poses an interesting challenge to noise detection and
removal. In interlace video coding, two consecutive video
frames are compressed into a single frame where the scan
lines of the two frames are interlaced in the same frame.
One notable characteristic of interlaced video content is that
film noise seldom appears in both frames at the same loca-
tion, which can be exploited further in noise detection and
removal.

The CNB selection process in the proposed method
does not require any modification for interlaced video con-
tents because most video coding standards (e.g., MPEG-2,
MPEG-4 part 2, and MPEG-4 part 10 AVC) provide two
DCT coding types to indicate whether the current mac-
roblock separates even and odd fields or not. When the
even and odd fields are separately encoded (e.g., DCT cod-
ing type = field DCT), each DCT block can be treated the

same as one in a non-interlaced frame.
Otherwise (e.g., DCT coding type = frame DCT), the

encoder may choose to combine even and odd fields together
because the two fields are homogeneous and, hence, better
encoded together. In such a case, we can apply the CNB
selection process without any further consideration because
such a block seldom contains a noise region—it is not likely
that a film noise can be repeated over two frames at the same
location. When it comes to the noise detection process, the
previous scan line must be referred to in the same field be-
cause the reconstructed macroblock is the interlaced image
of the two fields. Thus, in the case of the interlaced video
content, Eq. (8) should be modified as follows:

g(x, y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

1, if g(x − 2, y) = 0 and M(x, y) > TM

and D(x, y) < TD

1, if g(x − 2, y) = 1 and M(x, y) > TM′

and D(x, y) < TD

0, otherwise

(11)

The noise removal process does not have to be changed be-
cause the removal process is conducted only in the same
scan line.

4. Experimental Results

We evaluated the performance of the proposed method with
three old film archive data compressed with film noise as
described in Table 1. The number of noise regions in each
video sequence was subjectively counted as 140, 16 and 87,
respectively. These archive films were compressed by the
MPEG-2 main profile using interlaced mode. Two of them
are grayscale contents without any chroma frames. They
were produced in 1982 and 1961, and preserved in the Na-
tional Archives of Korea (NAK).

However, it is not easy to evaluate objective perfor-
mance of archival film because there is no noise-free film
for comparison. As an efficient evaluation method, we at-
tempted to estimate the recall rate (RR) and precision rate

Table 1 Compression features of the test sequences.



568
IEICE TRANS. INF. & SYST., VOL.E97–D, NO.3 MARCH 2014

Fig. 8 Van diagram about recall and precision. (a) RR, (b) PR.

Fig. 9 RR and PR results depending on the value of TM . (a) ‘Korean
flag’, (b) ‘Panel and projector’.

(PR), a method already used in many noise detection pa-
pers [4], [14]. This can be described as follows:

RR =
Nc

Nc + Nm
, (12)

PR =
Nc

Nc + Nf
, (13)

where Nc, Nm, and Nf denote the number of correctly de-
tected, missed and false alarmed regions, respectively. As
shown in Fig. 8, RR represents the ratio of the correctly de-
tected noise (Nc) over the noisy regions. PR represents the
ratio of the correctly detected noise over all the detected re-
gions.

Figure 9 shows the RR and PR results of the proposed
method while varying the value of TM with “Waving Ko-
rean flag” and “Panel and projector” sequences. The goal
of a good noise detection and removal method is to maxi-
mize the PR and RR values. Therefore, the selection of the
proper threshold values of the magnitude and duration (i.e.,

Table 2 Detection results of the proposed method.

TM , TM′ , and TD) directly influences the performance of the
proposed method. As can be seen from the figure, the RR
and PR performances vary from one sequence to another.
However, we observe that the maximum value of RR and
PR combined is found when TM is set to nine. Similarly, the
values of TM′ and TD are set to five and six, respectively.

We tested the proposed method with three compressed
film video contents. The performance results in detail are
given in Table 2. In this table, it is shown that RR and PR
for all the noises are around 70 percent. The RR and PR
performance obtained in Table 2 cannot be directly com-
pared with other works because the test materials of the pro-
posed method are compressed, while the test materials of
other works are not. Considering that the RR and PR results
of other works have been reported ranging from 55 to 80
percent, it can be said that the performance of the proposed
method is comparable to other works even when the noise
detection and removal is done in the compressed contents.
Furthermore, it is confirmed that the CNB process is remark-
ably efficient in the time complexity reduction from the test
results in which the CNB process reduces time complexity
of the proposed method by about 60%.

The “Waving Korean flag” sequence contains 12
noises: 11 scratch and one blotch noise, which can be
found in the original image as shown in the Fig. 10 (a). The
detected noise regions are shown in Fig. 10 (b), whereas
Fig. 10 (c) shows the missed and false alarmed noise re-
gions. Figure 10 (d) shows the reconstructed image by the
proposed method. The subjective quality of Fig. 10 (d) rep-
resents the performance of the proposed method reasonably
well. Even if some noises are missed and other non-noisy
regions are falsely detected, the proposed method success-
fully removed the most apparent noise regions, as expected,
as shown in Fig. 10 (e) and Fig. 10 (f). One example of the
missed noise regions is shown in Fig. 10 (g). In such a case,



LEE and JANG: BITSTREAM-LEVEL FILM NOISE CANCELLATION FOR DAMAGED VIDEO PLAYBACK
569

Fig. 10 Noise detection and removal results of the “Korean flag” sequence (1st frame). (a) Original
video image, (b) detected noise regions, (c) missed and false alarmed noise regions (white color: missed,
gray color: false alarmed), (d) reconstructed video image by the proposed method, (e) detected noise
regions in the inversed original image, (f) detected noise regions in the inversed reconstructed image,
(g) missed noise region, (h) false alarmed regions in the original image, (i) false alarmed region in the
reconstructed image.

the problem is difficult to solve because the film noise is col-
located where the edge region is. In the case of a false alarm
region as shown in Fig. 10 (h) and Fig. 10 (i), noise detec-
tion and removal is conducted as a noise region. This can
happen if the pixels show the same characteristics the noise
region, which is an inherent problem in noise detection and
removal.

Some film contents containing few film noises can be

used as a good indicator on how a noise detection and re-
moval method performs. A good example is the “Panel and
projector” sequence shown in Fig. 11. Because the num-
ber of film noises is very few, the RR value of the proposed
method is 100 percent. However, we found that some false
alarm noises are also detected where the image component
is very similar to the film noise. Even when the false alarm
regions are corrected, the overall quality of the reconstructed
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Fig. 11 Noise detection and removal results of the “Panel and Projector” sequence (12th frame). (a)
Original video image, (b) detected noise regions, (c) missed and false alarmed noise regions (white
color: missed, gray color: false alarmed), (d) reconstructed video image by the proposed method.

image is better than the original compressed content. We
provide some snapshots with the “Speech” sequence in
Fig. 12. From the reconstructed image (i.e., Fig. 12 (d)), it
can be seen that the subjective performance of the proposed
method is similar to earlier examples. However, one no-
table difference is that there are some regions that seem to
contain film noises even though they are not clearly visible.
This is due to the fact that some film noises that are not de-
tected in the previous frames are propagated through frames
by inter frame coding. These temporal noises are apt to be
emphasized through inter frame coding. Even though visual
quality improvement from the proposed method is apparent,
there is room for further improvement as a future study to
more effectively cope with temporal noise propagation.

5. Conclusion

We have presented a bitstream-level noise cancellation
method as a means to improve visual quality of compressed
video contents with film noise. Our proposed method filters
out film noise using a two-pass approach: one is conducted
in the frequency domain and the other in the pixel domain.
In the noise removal process, the searched film noise re-
gion is interpolated with the neighboring noise-free pixels.

Throughout the experiments, we confirmed the feasibility of
the proposed method in removing the film noise embedded
in the bitstream. Because many analog video contents are
now encoded with film noise, bitstream-level noise detec-
tion and removal should be further investigated.
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