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ABSTRACT The multi-modal problem and high computational cost represent challenges in the optimization 

of electric machines owing to their highly nonlinear electromagnetic response. To overcome these challenges, 

this paper proposes a multi-fidelity model-based sequential optimization method in which both low- and high-

fidelity models are employed in two phases. In phase 1, the reluctance network (RN) is adopted as the low-

fidelity model and mainly contributes to alleviating the abovementioned challenges. To overcome the low 

accuracy of the RN, the optimal design is obtained using a finite element model (FEM) in phase 2. The multi-

start strategy and gradient-based algorithm are utilized instead of a heuristic algorithm in all phases to avoid 

excessive calculations. This multi-fidelity model concept presents a novelty compared to previous research 

that focused only on algorithm development. The effectiveness of the proposed method is validated with two 

examples, consisting of the TEAM workshop problem 25 and the torque ripple minimization of an interior 

permanent magnet synchronous motor. The optimal designs and computational time resulting from the 

proposed method are compared with those of the conventional method, where only a FEM is used during 

optimization. The results show that the proposed method is remarkable in finding superior optimal designs, 

while ignoring unimportant local optima. Additionally, it can save up to 90% of the computational time 

required by the conventional method. 

INDEX TERMS Computational efficiency, electric machine, finite element model, multi-fidelity model, 

multi-modal problem, reluctance network. 

I. INTRODUCTION 

The geometric parameters of electric machines have been 

optimized to improve their performances, in terms of 

electromagnetic force and torque, efficiency and weight. Such 

optimization requires a nonlinear analysis because of the 

magnetic saturation effect on the machines. This nonlinear 

analysis requires a large amount of computational resources as 

it includes iterative processes. Additionally, nonlinearity 

causes a multi-modal problem where multiple local optima 

occur and prohibits obtaining a superior local optimum. 

The use of a proper surrogate model reduces the high 

computational cost by reducing the nonlinear electromagnetic 

finite element (FE) analysis, which is expensive in 

optimization [1]. Surrogate models, such as Kriging [2-5], the 

response surface model (RSM) [6], and the radial basis 

function (RBF) [7-9], are selected to approximate the 

unknown model and are supported by the sampling method. 

The surrogate model helps accelerate the optimization, as the 

FE analyses are only conducted at the sampling points. 

However, the accuracy of the surrogate model depends on the 

number and distribution of the sample points where the FE 

analyses are conducted. Though adopting more sample points 

increases the accuracy, it also requires more time to evaluate 

the FE model. Heuristic algorithms, such as genetic algorithm 

(GA) [2, 6-11], the pareto archived evolution strategy (PAES) 

[3], particle swarm optimization (PSO) [4, 13], the 

evolutionary strategy algorithm (ESA) [5], and differential 

evolution (DE) [12] have been used to avoid local optima 

caused by the multi-modal problem. Because these algorithms 

are based on stochastic methods, they can perform global 

optimization to obtain the best or multiple solutions. Some size 

optimizations examples that use surrogate model and heuristic 

algorithm to address the computationally expensive and multi-

modal problems are categorized in Table I. 

Advanced heuristic algorithms have been developed to 

handle the multi-modal problem in electromagnetic 

optimization as listed in Table II. Campelo et al. [14] presented 

a modified version of an artificial immune network algorithm 
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(m-AINet) that searches for local optima in superconducting 

magnetic energy storage (SMES) device optimization. 

Dilettoso et al. [15] suggested a self-adaptive niching genetic 

algorithm (SANGA) coupled with a pattern search to find 

local optima. These algorithms are applied to electromagnetic 

problems and allow designers to determine the best solution 

from local optima. Woo et al. [16] introduced a new climb 

method, employing the Kriging and an evolutionary strategy 

to propose a novel algorithm that provides a specific number 

of arbitrary local optima. This algorithm was applied to 

minimize the cogging torque of an axial flux permanent 

magnet machine (AFPMSM), and three local solutions were 

obtained [16, 17]. Moreover, Yoo et al. [18] and Son et al. [19] 

suggested and developed a computationally efficient 

algorithm that was applied for the multi-modal optimization 

of an interior permanent magnet synchronous motor (IPMSM) 

and a permanent magnet assisted synchronous reluctance 

motor (PMa-SynRM). Previous studies have focused on 

heuristic algorithms to address the multi-modal problem by 

finding multiple optima. However, a considerable number of 

FE analyses are still required in heuristic algorithms because 

of these stochastic properties. Therefore, a surrogate model 

must be used to reduce the computational time. The quality of 

the local optima obtained via heuristic algorithm depends on 

both the hyperparameters of the algorithm and how well the 

surrogate model represents the response. Accordingly, 

depending on the optimization problem or response, the design 

engineer has to select an approximation method to construct 

an accurate surrogate model as well as the heuristic algorithm 

hyperparameters. 

In this study, the concept of multi-fidelity model-based 

optimization is proposed to address both the computationally 

expensive and multi-modal problems while overcoming the 

surrogate model dependency of previous studies. The multi-

fidelity model consists of both a reluctance network (RN) and 

an FE model, which have different fidelity levels. The 

proposed optimization method is divided into two sequential 

phases, where the RN and FE model are used in the first and 

second phases, respectively. During the entire optimization 

process of the proposed method, sequential quadratic 

programming (SQP), which uses a gradient-based algorithm, 

is adopted for both phases. The proposed multi-fidelity 

optimization is applied to two numerical examples: a magnetic 

die press model, known as TEAM workshop problem 25, and 

PMmmf  an IPMSM, which is used as the traction motor of 

electric vehicles. In each example, the optimization starts with 

a sufficient number of initial designs to show that the multi-

modal problem is properly addressed. To verify that the 

proposed method is robust in addressing the multi-modal 

problem and is computationally efficient, the results are 

compared with a conventional optimization case that only uses 

the FE model and SQP. 

The remainder of this paper is organized as follows. Section 

2 presents the multi-fidelity concept, including the RN used as 

a low-fidelity model for electromagnetic analysis, and 

explains how using  an RN mitigates the multi-modal problem. 

Additionally, a comparison between the proposed sequential 

optimization process and the conventional method is also 

presented. Section 3 describes the two numerical examples 

and corresponding results to verify the performance of the 

proposed optimization method. Finally, section 4 summarizes 

the study and evaluates the proposed method. 

II. MULTI-FIDELITY MODEL AND SEQUENTIAL 
OPTIMIZATION 

A. MULTI-FIDELITY CONCEPT INCLUDING 
RELUCTANCE NETWORK 

TABLE I 

CATEGORIZATION OF SIZE OPTIMIZATIONS OF ELECTRIC MACHINES 

Electric machine Model Algorithm Objective function Reference 

Permanent magnet assisted synchronous 

reluctance motor 

Kriging 

GA Torque ripple [2] 

Switched reluctance motor PAES Back-EMF [3] 

Switched reluctance motor PSO Torque ripple [4] 

Magnetic actuator ESA Average torque [5] 

Linear motor RSM GA Torque ripple [6] 

Interior permanent magnet synchronous motor 

RBF 

MIGA Average torque [7] 

Magnetic actuator NSGA-II Magnet length [8] 

Magnetic actuator GA Force [9] 

Universal motor 

FE model 

GA Weight [10] 

Linear generator GA Torque ripple [11] 

Interior permanent magnet synchronous motor DE Terminal velocity [12] 

Interior permanent magnet synchronous motor DbIPSO Total energy [13] 
 

TABLE Ⅱ 

PREVIOUS ADVANCED ALGORITHMS DEVELOPED FOR THE MULTI-MODAL 

PROBLEM  

Electric machine Algorithm 
Number of 

variables 
Reference 

SMES device m-AINet 3 [14] 

SMES device SANGA 3 [15] 

AFPMSM Climb method 2–3 [16, 17] 

IPMSM 
Multi-modal big 

bang-big crunch 
3 [18] 

PMa-SynRM 
Adaptive-sampling 

Kriging algorithm 
2 [19] 
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The proposed multi-fidelity model is a hybrid concept that 

effectively uses two analysis models with different fidelity 

levels. The multi-fidelity concept can maximize the 

advantages of each model while mitigating their 

disadvantages. An FE model is a representative high-fidelity 

model used for nonlinear electromagnetic analysis owing to its 

high accuracy. However, it requires considerable 

computational resources, especially in an optimization 

problem. Accordingly, this study includes an RN in the multi-

fidelity model for computational efficiency improvement and 

to relieve the multi-modal problem. 

An RN is a magnetic-circuit-based model that uses 

similarity to an electric circuit, as presented in Table Ⅲ, and is 

used for magnetic field in various electric machines such as a 

magnetic gear [20], axial permanent magnet bearingless 

flywheel machine [21], and permanent magnet eddy current 

brake [22]. A unit network contains four reluctances and a 

magnetomotive force induced by a current or permanent 

magnet; an RN structure is shown in Fig. 1. As the reluctance, 

shown in Fig. 1(a), is the path through which magnetic flux 

flows, the flux direction is fixed biaxially in the unit network. 

The magnetomotive force is caused by the remanent flux 

density of the permanent magnet or the current in the coil, as 

shown in Figs. 1(b) and 1(c). A certain domain for 

electromagnetic analysis can be transformed into a RN, as 

shown in Fig. 1(d), and its components can be expressed as 

follows: 

 m

m

l
R

A
=  (1) 

 cmmf NI=  (2) 

 
PM

PM r

PM

l
mmf B


=  (3) 

where the reluctance Rm depends on the cross-sectional area 

mA , length l, and permeability  . The magnetomotive force 

cmmf  from the current relies on amplitude I and turns N. The 

permanent magnet also induces force , which is proportional 

to the length in the polar direction 
PMl , remanent flux density 

rB , and inverse of permeability PM . 

To conduct the electromagnetic analysis using the RN and 

determine the potential u, Kirchhoff’s current law is applied to 

all nodes i as as follows: 

 
,

1
( ( )) 0i j ij

m jj i

u u mmf
R

− + =  (4) 

where the subscripts j and ij indicate the nodes adjacent to 

node i and the forces between nodes i and j, respectively, as 

shown in Fig. 1(a). Depending on the source of 

magnetomotive force, 
ijmmf  can be substituted with cmmf  or 

cmmf . Then, all equations according to the nodes in the RN 

are assembled to create the following system equation: 

 

 PU F=  (5) 

where potential vector U is solved with system matrix P and 

force vector F. The magnetic flux density 
ijB   through a 

reluctance that is placed between nodes i and j is calculated as 

follows: 

 
,

i j

ij

m ij

u u
B

R A

−
=  (6) 

The process of assembling and solving the system matrix 

should be repeated to consider the nonlinearity of the core 

material by updating the permeability at each iteration [23]. 

The iterative process continues until the maximum 

permeability change rate in the core region is negligible. 

As the potential value of iu  at each node i in the RN is a 

scalar, the degree of freedom (DOF) of the RN is quite low, 

even when compared with an FE model consisting of the same 

number of nodes. Because a low DOF reduces the time 

required for assembling and solving the system equations, the 

main advantage of using an RN for electromagnetic analysis 

is its computational efficiency. Despite its high computational 

efficiency, the low DOF produces low-accuracy analysis, 

which is a major disadvantage of the RN compared to the FE 

model. However, the proposed optimization avoids the 

disadvantage of not using the RN to obtain the final design. 

 

(a) (b) (c) 

 

(d) 

 
(e) 

FIGURE 1. Structure of a reluctance network: (a) reluctance, (b) 

permanent magnet, (c) coils, (d) reluctance network equivalent to the 
analysis domain and (e) node connections. 

TABLE Ⅲ 

SIMILARITY BETWEEN AN ELECTRIC CIRCUIT AND A RELUCTANCE 

NETWORK 

Electric circuit Reluctance network 

Voltage V [V] Magnetomotive force mmf [A] 

Current I [A] Magnetic flux  [Wb] 

Resistance R [Ω] Reluctance mR [A/Wb] 

V IR=  mmmf R=  
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B. MULTI-MODAL RESPONSE RELIEF 

The capability to relieve the multi-modal problem is another 

advantage of employing an RN because the governing 

equation is different from that of the FE method. To solve the 

magnetostatic field analysis in the FE method, the Poisson 

equation containing second derivative term is derived from 

Maxwell’s equations, and is given by 

 ( )
1

A J


 
  = 

 
 (7) 

where J is the current density vector. Then, the magnetic 

vector potential A is determined using weak form in the 

analysis domain. In addition to the FE method, Ohm’s law in 

Table Ⅲ was used as the governing equation in the RN and did 

not include the derivative term. This relatively linear aspect of 

the governing equation contributes to alleviating the multi-

modal problem. 

In electromagnetic analysis, the flux density is an important 

physical value because the main properties of an electric 

machine, such as force, torque, and energy, are calculated 

using the flux density. Using the FE model, the flux density B 

at each node is calculated as follows: 

 B A=   (8) 

and B at any set of coordinates is represented by a shape 

function. This characteristic of the FE model enables it to 

precisely reflect the magnetic nonlinearity that occurs in 

electric machines. However, when using an RN, the direction 

of the flux density in a unit network is fixed a priori during the 

modeling process. The orthogonally fixed direction of the flux 

density in the RN restricts its ability to represent the 

nonlinearity of electric machines. Therefore, the magnetic 

properties resulting from the RN appear more linear, 

compared to those of the FE model, and using the RN 

alleviates the multi-modal problem. 

Relief of the multi-modal problem by the RN is investigated 

via the TEAM workshop problem 25 [24], which is the 

magnetic die press model optimization, as represented in Fig. 

2. The optimization contains four design variables: inner die 
radius (R1), major and minor ellipse radius (L2 and L3, 

respectively), and outer die length (L4). Multi-fidelity models 

were constructed as illustrated in Fig. 3, and the DOFs of the 

RN and FE model were 193 and 27,310, respectively. Using 

each model, the objective function was defined as follows: 

 ( ) ( ) 2
10

1

2

xip xio y

i

ip yiof B B B B
=

= − + −  (9) 

 
(a) 

 
(b) 

FIGURE 2. Quarter symmetric die press model [24]: (a) entire view and 
(b) enlarged view. 

 
(a) 

 
(b) 

FIGURE 3. Multi-fidelity die press models: (a) entire view and (b) 
enlarged view of the region outlined by the red box in (a). 

  
(a) (b) 

FIGURE 4. Contours of the objective function evaluated by the (a) FE 

model and (b) RN. 
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f is calculated and investigated to determine how different the 

multi-modal response is according to the model used. 
xipB  

and 
yipB   are the flux densities in the x- and y-direction, 

respectively, and are evaluated at 10 points, where the e-f 

curve is equally divided. xioB   and 
yioB   are the target flux 

densities in the x- and y-directions, respectively, at the same 

points, and the total current induced to the coil is 4253 ampere-

turns. 

The multi-modal response of the objective function and 

relief by the RN are shown in Fig. 4. The objective function 

was evaluated at 121 gridded points using each model to 

illustrate the contours, where two insensitive variables of the 

ellipse were fixed [25]. The gridded points were determined 

by splitting each R1 and L4 boundary evenly into 11 levels, 

and L2 and L3 were fixed at 18.0 and 14.0 mm, respectively. 

Fixed values are selected to display the contours where the 

multi-modal response relief is dominant. The minimum point 

is marked by a circle in each panel of Fig. 4. Additionally, it is 

shown that the FE model produces another local minimum 

(marked by a triangle in Fig. 4(a)), while the RN does not. This 

graphical representation also demonstrates the fidelity 

difference between the two models, showing that the objective 

function dependence on R1 is not well reflected in RN. 

Therefore, the trade-off relationship between accuracy and 

multi-modal response relief is successfully visualized. 

The effectiveness of RN in relieving the multi-modal 

response was also investigated in an IPMSM, which is a 

rotating electric machine used for traction in the PRIUS 2004 

electric vehicle. The motor has 48 slots with distributed three-

phase winding, and 8 poles, and its cross section is shown in 

Fig. 5 [26]. The design variables consist of slot opening 

width(x1), slot height(x2), magnet thickness(x3), and magnet 

width(x4), which are compared in Fig. 6 for the RN and FE 

model. The DOFs of the RN and FE model are 2,449 and 

19,370, respectively. The torque ripple contours are 

constructed using different fidelity models at the rated 

operating point [27], where currents in the d- and q-axis are -

184 and 151.6 A, respectively. 

The multi-modal response mitigated by the RN is shown in 

Fig. 7, where x2 and x4 are fixed at 40.2 and 18.8 mm, 

respectively. The data used for the figure were evaluated at 121 

gridded points, which were selected in the same manner as in 

the previous machine. In both panels of Fig. 7, the minimum 

point is located in the lower right corner. However, the FE 

model produces another local minimum located in the lower 

left corner in Fig. 7(a). Additionally, comparing the surfaces 

produced by each model, the nonlinearity of the torque ripple 

according to x1 appears to be more dominant in the FE model 

than in the RN. Accordingly, it is shown that a relatively linear 

response in the RN relieves the multi-modal problem in the 

optimization. 

C. SEQUENTIAL OPTIMIZATION 

The proposed multi-fidelity model-based optimization 

method proceeds following the sequence, shown in Fig. 8. In 

 
 

 

(a) (b) (c) 

FIGURE 5. IPMSM configurations: (a) quarter periodic model, (b) stator 
and (c) rotor. 

 

FIGURE 6. Comparison of the multi-fidelity IPMSM model between the 
RN (left) and FE model (right). 

  
(a) (b) 

FIGURE 7. Torque ripple evaluated by the (a) FE model and (b) RN. 

 

FIGURE 8. Optimization procedure of the proposed method . 
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phase 1, n initial designs are updated with the RN and 

optimized to m optimal designs, defined as intermediate 

designs in this study. The main purpose of using the RN is to 

alleviate the multi-modal problem by shifting the initial 

designs toward a reduced number of intermediate designs. 

Furthermore, the time spent conducting n trials in 1 is 

insignificant compared to phase 2, owing to the low DOF of 

the RN. Starting with the reduced m intermediate designs, the 

optimal designs are obtained by updating the high-fidelity FE 

model in the phase 2. Finally, n and m optimizations are 

conducted in each phase using the RN and FE model, 

respectively. The proposed method adopts a gradient-based 

algorithm in both phases, rather than a stochastic or 

population-based heuristic algorithm, to avoid unnecessary 

evaluations of the FE model. In this study, SQP was selected, 

which has the advantages of generality, robustness, and 

efficiency [28]. 

Although recent studies have optimized electric machines 

such as linear machines [29] and permanent magnet motors 

[30-33] using only an RN alone, the results were verified via 

FE analysis. This means that a high-fidelity model is required 

even if the optimizations are conducted using only a low-

fidelity RN. Moreover, it is not guaranteed that the design 

obtained from the RN is a local optimum, even if the design 

has a better objective function than the initial design. In this 

study, because the final design is obtained with a high-fidelity 

FE model, the low-accuracy problem that arises from the RN 

is avoided. 

To confirm the effectiveness of the proposed method in 

alleviating the multi-modal problem and in terms of 

computational efficiency, its results were compared with those 

obtained from the conventional method, which only uses a 

high-fidelity FE model and skips phase 1. The conventional 

method does not adopt a surrogate model because a fair 

comparison would not be possible due to the response error 

between the surrogate and FE models caused by the 

approximation method. 

III. NUMERICAL EXAMPLES 

A. TEAM WORKSHOP PROBLEM 25 

To verify the proposed method performance, a size 

optimization of a magnetic die press model, known as the 

TEAM workshop problem 25, was conducted. The 

optimization problem is defined as follows: 

 
( ) ( ) 

1

2
10

2

x
minimize

subject to

xip xio yip y

b

i

io

lb u

f B B B B

x xx

=



− −



= +
 (10) 

where lbx   and ubx   are the lower and upper bounds of the 

design variable vector x, respectively, as listed in Table Ⅳ. 

To confirm that the multi-modal problem is mitigated by the 

proposed method, the optimization starts with 81 initial 

designs, which are selected by fully combining of all variables 

with 3 levels. Using the conventional method, 81 

optimizations supported by the FE model were required to find 

the best local minimum. However, using the proposed method, 

81 initial designs were reduced to 3 intermediate designs that 

resulted from phase 1, as shown in Fig. 9. Then, only three 

optimizations were conducted in phase 2, and optimal designs 

were obtained using the FE model. As a result of the proposed 

optimization method, three optimal designs were obtained and 

compared to those of the conventional method, as shown in 

Fig. 10. The conventional method produced five optimal 

designs, including the results of the proposed method, and the 

details of both optimizations are listed in Table Ⅴ. The values 

in the last column of Table Ⅴ are based on the number of initial 

designs. As opposed to the results of the conventional method, 

TABLE Ⅳ 

BOUNDS OF DESIGN VARIABLES IN THE MAGNETIC ACTUATOR EXAMPLE 

Design variable [mm] lbx  ubx  

R1 5.0 9.4 

L2 12.6 18.0 

L3 14.0 45.0 

L4 4.0 19.0 
 

 

FIGURE 9. Intermediate designs obtained from phase 1 in the proposed 
optimization method. 

 

FIGURE 10. Optimal design comparison between the conventional 
and proposed methods. 

 

FIGURE 11. Computational time required for the TEAM workshop 
problem 25 optimization by the conventional and proposed methods. 
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the proposed method avoided local optimum #4 and #5, which 

are unnecessary designs because of the high objective function. 

Additionally, 14 out of the 15 initial designs that converged to 

optimum #3 in the conventional method were shifted to a 

better optimum (#1 or #2) in the proposed method. These 

results indicate that the proposed method helps relieve the 

multi-modal problem. 

The computational time required to find all local optima 

using conventional and proposed methods is shown in Fig. 11 

(computer configuration: Intel Core i7-3770K, 3.5 GHz, 12 

GB memory). In the conventional cases, 331 min were 

consumed for 81 optimizations with the FE model. By contrast, 

the proposed method required 34 and 12 min for phase 1 and 

2, respectively. From the computational time comparison, it is 

confirmed that the proposed method has high computational 

efficiency. 

B. INTERIOR PERMANENT MAGNET SYNCHRONOUS 
MOTOR 

As high torque ripple causes vibration and noise during motor 

operation [34, 35], the proposed method was also applied to 

the torque ripple minimization of an IPMSM. The bounds of 

the design variables are set to 40% of the initial design to 

maintain the shape change limitation, as listed in Table Ⅵ. 

These variables affect the shape of the tooth and poles, which 

are mainly related to the torque characteristics. In this 

optimization, two inequality constraints were included to 

preserve the average torque 
avgT   and to prevent the magnet 

area PMA   from increasing. The average torque preservation 

helps maintain the acceleration performance of the motor. It is 

preferred to use less amount of magnet because a large amount 

of magnet increases the material costs. The formulation is 

defined as follows: 

 1 0

2 0,

minimize

subj t 0

0

ec to

ripple

avg

PM PM

lb ub

x
f T

g T

A A

x x

g

x

T

=

= 



 

−

= −
 (11) 

where the 
avgT  and PMA  are determined by the initial design 

and are set to 358 Nm and 128 mm2, respectively. 

In the constrained optimization, the offset difference 

between the RN and FE model responses can affect the 

intermediate design obtained in phase 1 of the proposed 

method. For example, the average torque calculated by the RN 

based on the initial design is 308 Nm, which is 14% lower than 

that of the FE model. If 0T  is fixed at 358 Nm in the phase 1, 

the feasible region may shrink depending on the offset 

difference. To make 1g  effective in the proposed optimization, 

0T  was set to 308 Nm in phase 1 and 358 Nm in phase 2. 

As opposed to the previous example, 10 initial designs were 

randomly selected within the bounds of the design variables to 

assume a situation in which the multi-modal problem was 

TABLE Ⅴ 

OPTIMIZATION RESULTS FROM THE CONVENTIONAL AND PROPOSED METHODS FOR THE MAGNETIC ACTUATOR EXAMPLE 

Optimum 4( )10f −  R1 [mm] L2 [mm] L3 [mm] L4 [mm] Conventional / proposed 

#1 3.67 9.3 14.3 14.0 19.0 24 / 16 

#2 4.01 6.9 13.6 14.0 13.7 40 / 64 

#3 64.2 7.3 15.1 45.0 11.6 15 / 1 

#4 995 7.2 12.6 45.0 4.0 1 / 0 

#5 995 7.2 12.6 29.5 4.0 1 / 0 
 

TABLE Ⅵ 

BOUNDS OF DESIGN VARIABLES IN THE IPMSM EXAMPLE 

Design variable [mm] lbx  Initial ubx  

x1 1.5 1.9 2.3 

x2 26.8 33.5 40.2 

x3 6.4 7.2 7.9 

x4 16.1 17.9 18.8 
 

 

FIGURE 12. Randomly selected 10 initial designs. 

 

FIGURE 13. Intermediate designs obtained from phase 1 in the 
proposed method. 

 

FIGURE 14. Optimal designs comparison between the conventional 
and proposed methods. 
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practically alleviated. All initial designs are displayed in Fig. 

12, where some of them may not satisfy the constraints. 

Starting from all initial designs, phase 1 makes all designs 

converge to a single optimum, as shown in Fig. 13. After 

proceeding to the phase 2, the optimal design is compared to 

the conventional cases containing four local optima, as shown 

in Fig. 14. Additionally, the data of optimal designs, such as 

the objective function and constraint violations, are 

summarized in Table Ⅶ, where optima #1 and #4 are feasible 

designs considering that the violations of the first constraint 

are sufficiently low to be neglected. Optimum #1 is the best 

design because the objective function is lower and the second 

constraint is more active than in optimum #4. The magnetic 

flux distribution of optimum #1 is evaluated by the FE model 

at the minimum and maximum torque positions, as shown in 

Fig. 15. Therefore, as the best optimal design was obtained 

using the proposed method, regardless of the starting points, it 

is confirmed that the proposed method is effective in 

alleviating the multi-modal problem. 

When performing the ten optimizations using the 

conventional method, it took 2,645 min to obtain four different 

designs consisting of the best optimum, one feasible, and two 

infeasible solutions, as shown in Fig. 16. Conversely, the 

proposed method required only 261 min, which is less than 

one-hundredth of that required by the conventional method. In 

this example, the convergence of the ten initial designs into 

one in phase 1 contributes to the high computational efficiency 

of the proposed method. 

IV. CONCLUSION 

In this paper, a multi-fidelity model-based size optimization 

method is proposed to alleviate the multi-modal problem in 

electromagnetics and to make the process more 

computationally efficient. This multi-fidelity model concept is 

a novel approach for handling problems in electromagnetic 

machine optimization, as opposed to previous research that 

focused only on algorithm development. The performance of 

the proposed method was verified using two numerical 

examples, the TEAM workshop problem 25 and IPMSM 

optimization. The manner in which the RN relieved the multi-

modal problem was investigated in terms of different 

governing equations from the FE model. To utilize the 

advantages of different fidelity models and reduce their 

disadvantages, the proposed optimization method adopted a 

two-phase sequential procedure. Using the RN in the phase 1 

relieved the multi-modal problem and increased its 

computational efficiency. Moreover, the low accuracy of the 

RN was overcome by obtaining the optimal design from the 

FE model in phase 2. 

TABLE Ⅶ 

OPTIMIZATION RESULTS FROM THE CONVENTIONAL AND PROPOSED METHODS FOR THE IPMSM EXAMPLE 

Optimum f 1g  6

2 )1( 0g −  x1 [mm] x2 [mm] x3 [mm] x4 [mm] Conventional / proposed 

#1 63.0 0.68 -0.7 1.5 30.7 7.8 16.4 3 / 10 

#2 53.8 21.1 -24.2 1.5 32.9 6.5 16.1 1 / 0 

#3 56.6 19.1 -0.19 1.6 34.1 7.9 16.2 1 / 0 

#4 64.4 0.06 -15.8 1.5 31.6 6.5 17.4 5 / 0 
 

 
(a) 

 
(b) 

FIGURE 15. Magnetic flux distribution of the optimal motor #1 at 
different rotor positions: (a) 45o and (b) 90o in electrical angle 

 

FIGURE 16. Computational time required for the IPMSM optimization 
by the conventional and proposed methods. 
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In both examples, phase 1 successfully reduced all initial 

designs to a few intermediate designs. In the first example, 81 

initial designs were reduced to three intermediate designs. 

Additionally, 10 randomly selected initial designs in the 

second example converged to a single design through phase 1. 

Comparing the optimal designs obtained after proceeding with 

phase 2 to those obtained using the conventional method, it is 

shown that the multi-modal problem was relieved. 

Furthermore, the proposed method does not miss the best local 

optimum for each optimization problem. To verify the 

computational efficiency of the proposed method, the total 

computational time required for the optimization was 

compared. The proposed method saved 86% and 90% of the 

computational time required for each example compared with 

the conventional method. The high computational efficiency 

of the proposed method arises from the role of phase 1, which 

reduces the number of expensive optimizations required in 

phase 2. 

Although the proposed optimization alleviates the multi-

modal problem and is computationally efficient in all 

examples, its performance may depend on the fidelity of the 

RN. The finer the discretization of the RN, the smaller the 

computational efficiency advantage. Thus, proper RN 

discretization is important to maintain the advantages of the 

proposed method. 
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