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A B S T R A C T   

In this study, using the deep Q-network (DQN) algorithm, which is suitable for cooling channel design, a design 
method that satisfies the specified target inputs, namely, maximum temperature, average temperature, tem
perature standard deviation, and pressure drop, was proposed. The cooling channel aims to design this shape. 
The agent designs this shape through grid environment experience and obtains a reward through the analysis 
results of the generated shape. Finally, one obtains the maximum reward through the learned policy. With the 
proposed design method, it was possible to obtain the optimal cooling channel and the maximum reward for 
three examples. The final DQN results were verified for validity by comparing them with the Ansys results. 
Computational fluid dynamics (CFD) analysis requires high-quality mesh generation and selection of an analysis 
technique suitable for the problem and high proficiency. Therefore, it is expected that the proposed method will 
not only shorten the calculation time but also design the cooling channel according to various conditions.   

1. Introduction 

Electric vehicles use a large amount of power as electricity and must 
run for as long as possible on a single charge, so they require a high- 
capacity battery [1]. High-capacity batteries are packaged by connect
ing many battery cells in a modular format in a small space inside the 
vehicle. Therefore, a battery pack cooling system to manage the heat 
generated by the battery is very important [2]. 

Lithium-ion batteries, which are used most often for electric vehicles, 
are the most suitable batteries for electric vehicles [3–5]. In addition, the 
recommended operating temperature range for lithium-ion batteries is 
20 ◦C to 40 ◦C [6–10]. If the battery pack cooling system is not func
tioning properly, the abnormal temperature rise of the battery pack can 
shorten the battery life and cause thermal runaway [11]. In addition, 
since increasing the battery temperature can decrease battery efficiency, 
it is necessary to maintain the battery temperature uniformly through 
the battery pack cooling system to prevent the battery pack from over
heating [12]. 

The battery system of electric vehicles is mainly used to efficiently 
utilize a narrow space through a pack type in which prismatic battery 
cells are stacked for high capacity and light weight [13]. An aluminium 

cooling plate with a built-in cooling channel is sandwiched between the 
stacked prismatic battery packs, and the heat transferred from the bat
tery pack is cooled by the refrigerant flowing into the cooling channel. 
The aluminium cooling plate has a different temperature distribution 
depending on the pressure of the refrigerant flowing through the cooling 
channel, the temperature of the refrigerant, the position of the inlet and 
outlet, and the path. Therefore, to keep the temperature of the battery 
pack cooling system uniform, it is necessary to design an aluminium 
cooling plate with efficient cooling channels. 

The battery cooling methods of a general electric vehicle can be 
divided into an air-cooling type and a liquid cooling type. The air- 
cooling method is widely used because of its low cost and natural and 
forced convection. Qian et al. [14] optimize the battery spacing to 
improve the heat dissipation and air-cooling performance of a cylin
drical battery pack and to train an artificial neural network with the 
maximum temperature and temperature difference values obtained 
from CFD simulations. However, when the battery has a high discharge 
rate and is used in various environmental conditions, the liquid-cooled 
method is more efficient in terms of cooling performance than the air- 
cooled method because of its higher thermal conductivity [15]. 

As a method for optimizing an aluminium cooling plate that can 
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maintain the temperature difference between battery cells at an 
appropriate temperature, the best multi-pass serpentine flow-field 
(MPSFF) model was presented by Yu et al. [16] by comparing the 
cooling performance according to six MPSFFs at the inlet and outlet 
fixed to the cooling plate. Jarrett and Kim [17] proposed a process for 
optimizing the thickness and position of the cooling channel in the 
channel design selected using the Latin hypercube sampling method 
based on the above paper. In addition, within the same objective func
tion, the effect on the optimal cooling plate design was studied ac
cording to the conditions of coolant flow rate, battery calorific value, 
and nonuniform temperature distribution [18]. Panchal et al. [19] 
proceeded to optimize the thickness and position of a given cooling 
channel in a mini-channel cooling plate placed in a prismatic lithium-ion 
battery cell using experimental and numerical techniques. In addition, 
the battery discharge rate and inlet temperature were changed and 
verified through analysis and experiments according to the operating 
conditions, but only the cooling performance for the given pass patterns 
was compared as in the study above. However, since the above existing 
methods only compared the cooling performance for the given serpen
tine pass patterns, various other routes cannot be considered [16,17]. In 
addition, although the × and y dimensions of a given cooling channel 
were parameterized and optimized regarding the channel of the cooling 
plate, an optimal cooling channel that is difficult to be applied to an 
actual system was derived [17,18]. 

CFD analysis is an important research field in the field of heat and 
fluids, and the verification method through analysis and experiment 
requires a lot of trial and error as well as time and money [20]. Addi
tionally, existing optimization techniques require a new definition of the 
problem when the design domain or constraints change, and optimiza
tion calculations must be redone each time. Further, CFD analysis re
quires a high level of proficiency because the results vary depending on 
the quality and number of meshes. As a way to solve the above problem, 
it is necessary to consider various cooling channels that are suitable for 
these use conditions by applying deep learning. Recently, research to 
solve the heat transfer problem using machine learning (ML) has been 
proposed. Hobold et al. [21] used 10,000 boiling water images to train 
the ML model. After learning how to relate boiling water images to heat 
fluxes, they made near-accurate predictions. And Kwon et al. [22] used a 
random forest algorithm to predict a higher-order nonlinear heat 
transfer problem, that is, the convective heat transfer coefficient of a 
cooling channel with variable rib roughness. Both gave near-accurate 
predictions, but the drawback is that they require training data. 

Reinforcement learning (RL) is a branch of ML in which an agent 
defined in a given environment chooses actions and sequences of actions 
that maximize rewards through actions that can be selected in the cur
rent state [23]. Because RL learns policies and derives results based on 
received rewards, it actively collects data based on the agent’s behav
iour rather than the designer’s experience; thus, RL is widely used for 
control [24], recommendation [25], and optimization [26,27] among 
ML techniques. Q-learning, one of the most representative RL methods, 
finds a Q-value to determine an optimal policy from a Q-function that 
expresses quality [23,28]. Q-learning can solve simple RL problems, but 
as the size of the environment increases, learning becomes more com
plex and difficult. To solve the above problems, deep Q-learning was 
developed by applying deep learning to Q-learning. 

Deep Q-learning, which was first developed in Google’s DeepMind, is 
also called a deep Q-network (DQN) because the Q-function is composed 
of a deep neural network (DNN). In DQN, DNN is used to approximate 
the optimal Q-value function, and results can be derived by learning 
various design parameters. Therefore, the use of a DQN makes it possible 
to solve complex and difficult RL problems such as Atari games and path 
finding [29–31]. 

In this research, RL using a DQN was performed to find various 
channels for the cooling plate that satisfy the target constraint in the 
prismatic battery pack cooling system used for electric vehicles. As for 
the DQN used, the agent observes the grid environment from the inlet 

point, and when the agent arrives at the outlet, it performs an analysis 
through the CFD analysis environment and trains according to the 
reward constraint for the obtained result. Additionally, the agent de
signs the channel of the cooling plate that satisfies the maximum tem
perature, average temperature, temperature standard deviation, and 
pressure drop within the range of target conditions. A method for 
deriving a new cooling plate channel according to the learned policy was 
proposed and verified even if the locations of the inlet, outlet, and 
domain size were changed through learning. 

2. Methods 

2.1. Q-learning 

Unlike supervised learning and unsupervised learning, RL is a ML 
technique that allows an agent to learn by itself, and the agent learns an 
action to maximize their reward through trial-and-error in a dynamic 
environment [32]. The agent collects data by taking action in a given 
environment and gets a reward for the action taken in the current state. 

Fig. 1 shows a component of RL, and the decision-making method 
through the interaction between the agent and the environment is called 
the Markov decision process (MDP) [33–34]. MDP can be expressed as a 
tuple formula of (St ,At ,PSA,R,γ), where St is the state, At is the action, PSA 
is the state transmission probability, R is the reward, and γ is the dis
count factor. 

First, among the components of MDP, reward is the only information 
that the agent can learn, and it can be obtained from the environment 
and can be expressed by Eq. (1). That is, the reward is Rt(s, a) obtained 
when the state is St = s and the action is At = a at time t means the 
expected value E. Here, E is a kind of average value, considered as the 
predicted value rather than an exact value, and Rt+1 is the reward for the 
action that can be obtained in the next state. 

Rt(s, a) = E[Rt+1|St = s,At = a] (1) 

Among the components of MDP, the state transition probability PSA is 
the probability of reaching another state St+1 when the agent takes an 
action (At) in a certain state (St) of the environment and is expressed as 
Eq. (2). 

PSA = P[St+1 = s|St = s,At = a] (2) 

In RL, the agent needs a policy (π) to perform an action, and the 
policy contains information about the actions that the agent can perform 
in all states of the grid environment and is expressed as Eq. (3). 

π(a|s) = P[At = a, St = s] (3) 

That is, π(a|s) is the probability of acting At = a among the possible 
actions when there is an agent in St = s at time t, and the goal is to 
experience the state and action based on the probability and establish an 
optimal policy (π*). 

To find the optimal policy, values for a specific state and specific 
action are determined, and the values are determined by the state value 
function vπ(s) and the action value function Qπ(s,a). vπ(s) is an expected 
value that judges the value of the state and is expressed as Eq. (4). 

Fig. 1. Reinforcement learning model.  
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vπ(s) = Eπ [Rt+1 + γ • vπ(St+1)|St = s] (4) 

Eq. (4) is the Bellman expectation equation, and the value of s ex
pected through π at t is expressed as the sum of the rewards to be 
received in the future [28]. γ in Eq. (4) is a discount factor, and since the 
present reward has a different value from the future reward, it can be 
seen that the future value is converted into the present value. The action 
value function is Qπ(s,a); that is, the expected value of the Q-function, is 
expressed in the form of an action added to the state value function as in 
Eq. (5) [28]. 

Qπ(s, a) = Eπ [Rt+1 + γ • Qπ(St+1,At+1)|St = s,At = a] (5) 

If vπ(s) and Qπ(s, a) are continuously updated, a converged value can 
be obtained, but since it is an expected value for the currently acting 
policy, it is not a value function for the optimal policy. Therefore, it is 
necessary to find the optimal value function in the optimal policy, and it 
can find the policy giving the highest value among all the policies 
through the max function, which is expressed by Eqs. (6) and (7). 

v*(s) = max
π

[vπ(s)] (6)  

Q*(s, a) = max
π

[Qπ(s, a)] (7) 

The Bellman optimal equation for the state and behaviour through 
the max function is expressed by Eqs. (8) and (9), and in Eq. (9), a’ 

represents the action that maximizes the Q-value in s’. 

v*(s) = max
a

E[Rt+1 + γ • v*(St+1)|St = s,At = a] (8)  

Q*(s, a) = E
[

Rt+1 + γmax
a’

(Q*(st+1, a’)

⃒
⃒
⃒St = s,At = a

]

(9) 

Eq. (10) updates the Q-function at every time step, and α is the 
learning rate, which refers to the shift step of the differential gradient, 
and is a value used when updating the Q-function. If the learning rate 
value is small, the learning time is slowed down because the gradient 
movement interval per step is small; conversely, if it is large, the interval 
of movement of the gradient per step becomes large causing the data to 
deviate chaotically and not converge to the lowest point, thus diverging. 

Q(s, a)←Q(s, a)+ α
[

r + γmax
a’

Q(s’, a’) − Q(s, a)
]

(10) 

In Q-learning, the agent explores the given environment and learns 
enough and then creates a Q-table that is used as the agent policy. The 
agent solves the Q-learning problem using the Q-table where all the 
states of the environment are stored, but there is a limit to saving the Q- 
table when the number of states is too many. In this study, this problem 
was solved through the DQN applied with a DNN. 

2.2. Deep Q-network 

DQN can solve the problem of Q-learning because Q-values are 
stored as a model called the weight (θ) rather than being learned in a 
table format. However, simply attaching a DNN cannot effectively use a 
DQN. In RL, there is no label such as supervised learning or unsupervised 
learning, and because it learns as a reward for the agent actions over 
time, there is a high correlation between adjacent data, and incomplete 
learning occurs. These problems can be solved using the method of 
experience replay, which learns by randomly configuring the data stored 
in Dt = {e1, e2,⋯, et} according to the time step of the agent’s experience 
et = (s, a, s’, r) in a mini-batch as shown in Eq. (11) [35–36]. 

(s, a, s’, r) ∼ U(D) (11) 

Afterward, the correlation of input data through the mini-batch is 
reduced, making the main network Q(s, a; θ) and target network Q̂(s, a;
θ− ) independent networks. In the main network, the problem of 

divergence of the target yi is solved by predicting the correct answer 
through continuous learning and updating the target network at uniform 
intervals. Equation (12) is a loss function (L(θ)), which consists of a 
predicted value yi and an actual value Q(s, a; θ) as an error function, and 
the goal is to minimize it. 

L(θ) = E(s,a,s’ ,r)∼U(D)

[
(yi − Q(s, a; θ) )2 ] (12)  

where yi = r+ γmax
a’

Q̂(s, a; θ− ) (13) 

To maximize the performance of DQN through this method, it is 
necessary to select an appropriate hyperparameter. 

3. Design procedure of battery cooling channel 

The maximum temperature (Tmax), average temperature (Tave), 
temperature standard deviation (Tσ), and pressure drop (Pfluid) of the 
cooling plate of an electric vehicle change according to the channel 
design, and the channel design for maintaining the temperature of the 
battery cell is varied. The optimal operating temperature of a battery cell 
in an electric vehicle is 288.15–308.15 K, and when the maximum Tσ 
between modules of the battery pack exceeds 5 K, the efficiency of the 
battery cell rapidly decreases [6–10]. Therefore, it is necessary to design 
a cooling channel that lowers Tmax, Tave, and Tσ to maintain an appro
priate operating temperature. 

In this study, the deep learning model was verified through the 
prediction of the cooling channel by learning an environment of a 
certain size to design a cooling channel suitable for the conditions of use 
of the battery cell by applying DQN. In addition, comparative verifica
tion of the deep learning prediction results was performed through the 
commercial software Ansys CFD analysis. 

Fig. 2 shows the RL process, and the environment for creating the 
DQN cooling channel includes a grid environment in which the agent 
explores the channel and a CFD analysis environment in which the 
temperature distribution of the cooling plate is calculated. In the 
training process, only when the agent arrives at the outlet can CFD 
analysis be performed to update the reward. Even in the case of the 
simple examples used in this study, the analysis takes a long time when 
using commercial analysis programs such as Ansys and COMSOL, so the 
time taken from mesh generation to CFD analysis results was shortened 
by using the CFD analysis environment openFOAM [37]. 

3.1. Grid environment 

In this study, a cooling channel was designed by adding a CFD 
analysis environment during path finding, which is a representative 
example of RL. The training of RL is created through two environments, 
where the grid environment is the space that contains the agent action as 

Fig. 2. Process of cooling plate design using DQN.  
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well as the shape information of the cooling plate and cooling channel. 
The actual cooling channel and grid environment of the cooling plate are 
three-dimensional (3D) with a constant thickness, and the total size of 
the grid environment becomes the total size of the cooling plate. The 
visit coordinates are exported as grid coordinate parameters visited by 
the agent and become the center coordinates of the cooling channel. In 
addition, the width of the cooling channel is set as a variable and freely 
changed within a certain range. 

The size of the environment in RL greatly affects the learning results, 
and an environment without constraints greatly increases the number of 
cases for the agent action and experiences the environment through 
many episodes. This increases the probability that the agent cannot 
arrive at the outlet starting from the inlet, and the probability that the 
learning result does not converge is increased. Therefore, in this study, 
the size of the environment was downscaled as in Fig. 3 to 1/10 of the 3D 
CAD model, and the environment was constructed and learned. The 
reduced environment corresponds to a 3D CAD model of 10 mm × 10 
mm per grid, and each time an agent performs an action, a channel is 
created in the 3D CAD model by 10 mm. Multiply the coordinate values 
(4 vertices) found in the grid environment by 10 to get the coordinates of 
the 3D CAD model. For example, starting from the starting point (0,0) 
and moving 1 space, the coordinates of the 4 points become (0,0), (1,0), 
(1,1), (0,1). Multiplying a coordinate value by 10 in a 3D CAD modelling 
program produces a rectangle having 4 coordinates (0,0), (10,0), 
(10,10), (0,10). Based on the coordinates visited in the grid environ
ment, 3D modelling was carried out, and the thickness was set as a fixed 
variable with a fixed value of 0.5 mm. In this way, we can adjust the real 
scale of a desired cooling channel. In addition, if the conditions for the 
action are not given, the direction change is free, so the phenomenon of 
performing stepped actions similar to that shown in Fig. 4 occurs 
frequently. 

In this study, two constraints were added to prevent such a stepped 
action phenomenon. 

Fig. 4 in Section 3.1 shows how an agent moves from the top left to 
the bottom right. Action as shown in the figure results in a high pressure 
drop in the cooling channel. The pressure drop increases much more as 
the channel bends or lengthens more. Therefore, the action was 
restricted through a negative reward whenever the grid was visited. And 
agents are not permitted to visit external grids except for entrance and 
exit grids. Also, the previous state moved during the action cannot be 
revisited. In addition, the thickness range of the cooling channel shape 
used in this study is 10 to 16 mm, but in the grid environment created at 
10 mm intervals, it is impossible to express on the screen in units of 11 to 
1 mm; however, it is possible to express it in coordinates. To express this, 
the input of the actual value of the cooling channel thickness is input to 
the config.ini file. Then, in the grid environment, the value 10 mm 
corresponding to the minimum thickness range has 5 mm added sym
metrically to the center coordinates of the cooling channel that arrives at 
the outlet through the input parameter script. For 10 mm or more, for 
every 1 mm increase, modeling proceeds with a value of 0.5 mm added 
symmetrically to 5 mm. In addition, the shape of the actual cooling 

channel was 10 mm or more, and as shown in Fig. 5 (right), the action 
was performed at least one space away from the already visited grid 
wall. 

It is the 10 mm case where the agent starts at 4 and goes back to 5. At 
this time, the problem is that when visualized with 3D CAD, the 4th grid 
is not the inlet, but the 4th and 5th two grids are overlapped and it is 
created as a 20 mm inlet. Therefore, it was restricted not to visit one 
space on each left and right as shown in the right figure in Fig. 5. When 
designing a channel using DQN with these conditions, a cooling channel 
width was selected in consideration of the appropriate temperature of 
the cooling plate, and rewards were applied as shown in Table 1 to 
design a shape with a low pressure drop within the target temperature 

Fig. 3. Reinforcement learning environment.  

Fig. 4. Example of the stepped action.  

Fig. 5. (left) A 20 mm channel created by overlapping shapes when no spacing 
is given and (right) a cooling channel created with a grid spacing of 1 space. 

Table 1 
Reward.  

Per grid visit count − 1 
Goal +100 
Tmax[K] 303.151 ∼ 318.15 = 0 ∼ 100 
Tave[K] 298.149 ∼ 308.15 = 0 ∼ 100 
Tσ [K] 0 ∼ 4.5 = 0 ∼ 100 
Pfluid[kPa] 2 ∼ 30 = 0 ∼ 100 
Channel thickness (twall) —  
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range. Negative rewards are given whenever an action is performed in 
the grid environment. and once an agent reaches the outlet, each path 
will immediately receive a plus reward and start the next simulation. 
Thus, during the path searching, any additional rewards are not pro
vided to compensation for temperature and pressure. Whenever each 
path searching is complete, it will receive 4 rewards by the following 
equation based on temperature and pressure. The reward according to 
Table 1 is the same as Equation (14). 

reward = (goal − per grid visit count) + Tmax + Tave + Tσ + Pfluid (14)  

3.2. CFD analysis environment 

In this study, the CFD analysis environment of the cooling channel 
proceeds with the same flow as show in Fig. 6, and analysis was per
formed using chtMultiRegionFoam [38,39] of openFOAM. When ANSYS 
[40] and COMSOL [41], commercial analysis tools, automatically 
analyze one case through a Python script, it takes an average of 3 h from 
preprocessing to analysis in the same computer environment, but using 
openFOAM takes only 20 min on average. We used 4 RTX-3090 GPUs 
and 2 Intel I-9 CPUs. The total training time of Example 1 was 20.4 days, 
Example 2 took 24.7 days, and Example 3 took 17.8 days. The above 
information is added to the 344th line on page 16. Therefore, the 
modeling of the analysis target was imported using openFOAM, and 
even the result plot was configured as an automated system. Addition
ally, in the grid environment, the agent’s visits are listed with a Python 
script to model the cooling channel, and the fluid and solid regions were 
divided into two, meshed and analyzed. 

chtMultiRegionFoam is a solver that analyzes heat transfer between 
a fluid and a solid in a steady or abnormal state. First, to define the 
temperature boundary condition of the fluid, the equation for the fluid is 
analyzed using the temperature of the solid. After that, it is repeated 
until the method of interpreting the governing equation for the solid 
using the temperature from the fluid converges. The governing Eqs. 
((15)–(18)) used in this analysis are as follows 

∂ρ
∂t

+
∂ρuj

∂xj
= 0 (15) 

Eq. (15) is a continuity equation that expresses the law of conser
vation of mass, where the first term expresses the mass accumulated or 
lost in the system over time and the second term expresses the difference 
between inflow and outflow as flux in the system, where ρ is the density 
of the fluid, t is the time, and u is the velocity of the fluid. 

∂(ρui)

∂t
+

∂
∂xj

(ρuriui)+ ρ∊ijkωiuj = −
∂prgh

∂xi
−

∂ρgjxj

∂xi
+

∂
∂xi

(
τij + τtij

)
(16) 

Eq. (16) is the Navier–Stokes equation, where the first term on the 
left represents the local acceleration of the fluid and the second and third 
terms represent the acceleration and angular acceleration of convection, 
respectively, often called convective terms. The first term on the right 
side represents the surface force (pressure), the second term is the 
volumetric force (gravity), and the last term is the term for the surface 
force (shear stress) occurring in the fluid as the viscosity term. Here, u is 
the velocity, ur is the relative velocity, g is the gravitational acceleration, 
τij is the shear stress, and τtij is the shear stress due to turbulence. 

∂(ρ(k + e)
∂t

+
∂

∂xj

(
ρuj(k + e

)
= −

∂puj

∂xj
−

∂qj

∂xj
− ρgjuj +

∂
∂xj

(
τijui

)
+ ρr (17) 

Eq. (17) is the law of conservation of energy and is an expression that 
shows that the total amount of energy in the system is constant. Energy 
is neither created nor lost but is converted into other forms of energy. 
The amount of energy change of a material particle is determined by the 
energy acting on the particle from the external flux and the energy 
coming from the internal or mechanical or thermal source. The first term 
on the left side is the total amount of energy that changes with time, and 
the second term is the total amount of energy changed by convection. 
The first term on the right-hand side represents the change in energy due 
to pressure, the second term is the change in energy due to conduction, 
the third term is the potential energy of the system, the fourth term is the 
energy change in viscosity, and the last term is the energy source, where 
k is the mechanical energy, e is the internal energy, p is the pressure, u is 
the velocity, τij is the shear stress, and r is the energy source. 

∂(ρh)
∂t

=
∂

∂xj

(

α ∂h
∂xj

)

(18) 

Eq. (18) is a heat transfer equation, and heat transfer analysis was 
performed on the structural part. The first term on the left represents the 
change in enthalpy with time, showing that the amount of change in 
enthalpy is equal to the amount of heat conducted through the solid. 
Here, h is the specific enthalpy, ρ is the density, and α is the thermal 
diffusivity. In the coupling of fluid and solid, the temperature at the 
location where fluid and solid meet was given as isothermal Tf + Ts = 0. 
The heat flux also gave the same amount symmetrically as Qf = − Qs, 
and it can be expressed as kf

dTf
dn = − ks

dTs
dn if the radiant energy condition is 

neglected. 
In CFD analysis, the number and shape of meshes are very important, 

as well as the skill of the person performing the analysis. The number of 
surface meshes and interior meshes used in this study are slightly 
different depending on the shape of the 3D CAD, which was created 
using the same method as mesh scale 1 in Table 2, and a layer was 
formed on the wall where the cooling channel and plate meet. To verify 
the mesh used in the analysis, mesh sensitivity analysis was performed, 
and the subject was analyzed by selecting one case among the cooling 
channels created through DQN. The pre-processing program for verifi
cation was created using the commercial software ANSA [42], and the 
analysis conditions have a domain size of 160 mm × 200 mm, a channel 
thickness of 14 mm, and three mesh scales of 0.5, 1, and 1.5, which were 
compared. 

Table 2 shows the meshes generated in the same way and the analysis 
results corresponding to scales 0.5, 1, and 1.5. The surface mesh of scale 
0.5 was composed of 3,942 pieces, the interior mesh was composed of 
18,468 pieces, and the layer was composed of 9 pieces. The surface mesh 
of scale 1 was composed of 20,650 pieces, the interior mesh was 
composed of 143,184 pieces, and the layer was composed of 16 pieces. 
The surface mesh of scale 1.5 was composed of 37,526 pieces, the 
interior mesh was composed of 383,496 pieces, and the layer consisted 
of 24 pieces. Even if the number of meshes was increased based on scale 
1 used in this study, it was judged that there was little difference in the Fig. 6. Flowchart for automatic CFD analysis.  
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values of Tmax,Tave,Tσ , and Pfluid. Therefore, the cooling channel reach
ing the outlet was analyzed based on scale 1. 

3.3. Example problems 

In this study, we aimed to find the shape of a cooling channel with a 
high reward within the same target variable range by setting the envi
ronment of each example differently. Fig. 7 shows three examples when 
the conditions of the environment are different, and Example 1 and 
Example 3 were composed based on a 160 mm × 190 mm sample of 
Example 2. The horizontal width is fixed at 160 mm, and the height is 

150 mm for Example 1, 190 mm for Example 2, and 200 mm for Example 
3. Based on the inlet and outlet of Example 2, Example 1 set the outlet 
direction to the opposite direction of Example 2, and Example 3 set the 
same direction. 

In addition, the openFOAM CFD analysis results were compared and 
verified with the analysis results of the CFD analysis environment 
through Ansys. Fig. 8 shows the CFD model for designing the cooling 
plate. The presented cooling plate model is located between the battery 
stacks, and heat flux from the battery flows into both sides of the plate. 
The inlet and outlet of the coolant are placed on the side surface colored 
in green on the plate, and the analysis using symmetry was performed by 
modeling only half of the plate. 

The CFD problem was defined by referring to the paper of Jarrett and 
Kim [17], and the conditions for analyzing the cooling plate are shown 
in Table 3. The material of the cooling plate is aluminium, and the 
surface is subjected to the no-slip condition. The average temperature 
chosen in the design procedure is based on the area-weighted average of 
the heat source. A constant heat flux of 500 W/m2 was applied as a 
thermal boundary condition, the initial temperature of the fluid was 
given as 300 K, and a gauge pressure of 0 Pa was given at the outlet 
assuming atmospheric pressure [17,18]. In addition, the shape of the 
fluid part for flow analysis is very narrow at 0.375 mm, and the flow 
field is divided and composed because the formation of a dense grid is 
important since there is a parabolic velocity distribution due to the 
viscous flow. The mesh of the cooling channel was 0.1 mm for body 
sizing, an across gap of 3 was given to provide a denser mesh shape to 
the cooling plate and the fluid part, and 0.5 mm was given for the body 
sizing to the cooling plate. Additionally, in consideration of smooth 
analysis, analysis time, and improvement of grid quality, it was set as a 
Tetra mesh. 

Table 2 
Mesh sensitivity analysis channel results generated by DQN.  

Fig. 7. Conditions of example problems.  

Fig. 8. Cooling channel design space.  
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In addition, by applying 16 layers as inflation to the fluid part, the 
total number of grids in the entire battery flow field was generated on 
average to be about 2 million. 

3.4. Build and train deep learning models 

The DQN model constructed in this study is the same as shown in 
Fig. 9 and consists of a main network used for learning and a target 
network for obtaining actual values. The DQN model uses Python and 
Keras and consists of five hidden layers and one output layer, and all 
hidden layers are dense layers. 

The three representative types of activation functions are Sigmoid, 
Tanh, and ReLU. The problem with vanishing gradient is that the input 
value has little effect on the final layer, because the Sigmoid represents a 
negative value close to zero. In this study, it was judged that Sigmoid 
was not suitable because the hidden layer was deep. The second Tanh 
function is also not suitable because it is a Sigmoid derivative and has 
the same vanishing slope problem. The reason for using ReLU in this 
study is that it is the most widely used function and solves the problem of 
Sigmoid and Tanh gradient annihilation. It is faster to train and less 
computationally expensive than the above two activation functions. 

Numerical experiments were performed to obtain appropriate values 
for the learning rate, batch size, and number of hidden layers. The 
learning rate is a hyperparameter that controls how much the model 
changes in response to the estimated error each time the model weights 
are updated. Values that are too small can lengthen the learning process 
and cause stagnation, while values that are too large can learn too 
quickly or result in an unstable learning process. As the batch size is 
larger, a wide range of random states can be obtained, and it is an 
advantage in a problem with a large number of cases like this study. 
With a small batch size, there are fewer states to replay the experience, 
so it often only visits the same grid for each episode. The number of 
hidden layers is theoretically the more the better. If the number of 
hidden layers is large, mathematically fast convergence is possible and it 
is not influenced by data noise. 

Epsilon decay indicates the degree to which the epsilon value is 
decreased for each episode. Q-learning can only learn information about 

the environment through experience. This is because, if we assume that 
the epsilon value is the same as the initial value even when we have 
finished exploring the environment through 1000 episodes, we will have 
the same policy as if we did not study. The discount factor is expressed as 
a value between 0 and 1. The closer to zero, the more weight we give to 
rewards we can get right now than rewards we can get in the future. A 
value close to 1 indicates that immediate and future rewards are treated 
equally. Epsilon is the probability of choosing a random action. The 
agent tries to visit only the grid with the highest Q-value due to the 
nature of the algorithm. At this time, it is a parameter that gives 
randomness so that various grids can be explored. The epsilon value was 
used as 0.3 referring to Ref. [43], and it was also verified that the best 
result can be obtained when epsilon is 0.3 in this study. 

The initial settings of hyperparameters were used by referring to 
DQN codes implemented by DeepMind [44] and openAI [45]. The DQN 
code provides guidelines for learning rate, batch size, epsilon decay, 
discount factor, and initial value of epsilon. In addition, in the original 
paper, the hyperparameters suitable for the example were selected 
through numerical experiments. As a result, the hyperparameter values 
used in this study were determined as learning rate 0.0001, batch size 
512, number of hidden layers 5, epsilon decay 0.999, discount factor 
0.99 and epsilon 0.3. Mean squared error was used as the loss function, 
and Adam was used as the optimizer [46,47]. 

4. Results and discussion 

In this study, three example problems with specified inlets and out
lets were studied, and the results were compared and verified using 
commercial software. As for the overall domain size, Example 1 was 160 
mm × 150 mm, Example 2 was 160 mm × 190 mm, and Example 3 was 
160 mm × 200 mm, and in the case of twall, the range was 10 mm to 16 
mm. All three examples were trained in the same way. Each episode was 
performed 10,000 times. The target maximum temperature was set as 
304.15–306 K, the target average temperature as 302.15–303.5 K, and 
the target standard deviation as 1–3 K [6–10]. The order of reward 
importance was set at Tσ > Tave > Tmax > Pfluid. Learning ends when the 
average reward value of the previous 20 episodes exceeds 200, and Pfluid 

selects a channel with high Pfluid compensation if a channel with Tmax,

Tave, and Tσ compensation within 7% is created in the same 
environment. 

Fig. 10(a) shows a graph of the reward obtained through the analysis 
of the cooling channel created in the grid environment of Example 1, and 
Example 1 of Table 4 is the result of comparing the CFD analysis results 
of the channel generated through the DQN algorithm with the Ansys 
CFD analysis results. Example 1 predicted a total of 1283 cooling 
channels, and the cooling channel with the highest reward was 340.07. 
Calculating the error of ANSYS compared to that of openFOAM, the 
pressure drop was 0.383 kPa, the maximum temperature was 0.728 K, 
the average temperature was 0.396 K, and the temperature standard 
deviation was 0.543 K. 

Fig. 10(b) shows a graph of the reward obtained through analysis of 
the cooling channel created in the grid environment of Example 2, and 
Example 2 of Table 4 is a result of comparing the CFD analysis results of 
the channel generated through the DQN algorithm with the ANSYS CFD 
analysis results. Example 2 predicted a total of 894 cooling channels, 
and the cooling channel with the highest reward was 269.6. Calculating 
the error of ANSYS compared to that of openFOAM, the pressure drop 
was 0.678 kPa, the maximum temperature was 0.637 K, the average 
temperature was 0.589 K, and the temperature standard deviation was 
0.608 K. 

Fig. 10(c) shows a graph of the reward obtained through the analysis 
of the cooling channel created in the grid environment of Example 3, and 
Example 3 of Table 4 is a result of comparing the CFD analysis results of 
the channel generated through the DQN algorithm with the ANSYS CFD 
analysis results. Example 3 predicted a total of 615 cooling channels, 

Table 3 
CFD analysis conditions.  

Coolant properties Value 

Coolant fluid Water-ethylene glycol 
Coolant viscosity (PaS) 0.00315 (at 300 K) 
Coolant conductivity (W/mK) 0.419 
Coolant specific heat (J/kgK) 3494 
Coolant density (kg/m3) 1065 
Plate material Aluminum 
Plate conductivity (W/mK) 871 
Plate density (kg/m3) 2719 
Boundary conditions  
Coolant inlet mass flow (kg/s) 0.001 
Coolant inlet temperature (K) 300 
Coolant outlet pressure (Pa) 0 
Heat flux (W/m2) 500  

Fig. 9. DQN architecture.  
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and the cooling channel with the highest reward was 290.19. Calcu
lating the error of ANSYS compared to that of openFOAM, the pressure 
drop was 0.399 kPa, the maximum temperature was 0.873 K, the 
average temperature was 0.461 K, and the temperature standard devi
ation was 0.711 K. 

Through the three examples, various cooling channels could be 
identified within the same target range. In the case of Example 1, when 
twall is 16 mm, Tmax,Tave, and Tσ were close to the minimum values in the 
set target range, and the best cooling channel shape was predicted in the 
range of operating conditions. In the case of Example 2, Tmax and Tave 
except Tσ were close to the intermediate values in the target range set 
when the twall was 10 mm. Example 2 shows a good cooling channel, but 
the result was worse than in Example 1. In the case of Example 3, when 
the twall was 14 mm, the remaining Tmax and Tave except for Tσ in the 
target range set were close to the maximum values, which indicates that 
Example 3 shows a cooling channel suitable for the conditions of use, but 
worse than those in the cases of Examples 1 and 2. 

In addition, Examples 2 and 3 can be seen to have completely 
different shapes despite a 10 mm difference in total size. The twall of 
Example 2 had a thickness of 10 mm, and the twall of Example 3 had a 
thickness of 14 mm, whereas the rewards of Tmax,Tave, and Tσ excluding 
the pressure were 202.95 and 212.77, only a difference of 9.82. Both 
examples are good cooling channels suitable for the usage conditions in 
the target range, but a large difference occurred in Pfluid, and Example 3 
with a lower Pfluid obtained a higher reward. For further quantitative 
comparison of ANSYS and openFOAM results, fluid velocity and pres
sure vector contour results are added in Table 4. It is shown that the 
average fluid velocity and pressure vector contour between two simu
lations are exactly the same. 

Since the purpose of Q-learning was to search for the shortest path, 
for the shortest distance condition, negative (− ) reward was applied 
according to the number of grid cells visited. As a result, the agent 
visited 65 grids in Example 1, 90 grids in Example 2, and 80 grids in 
Example 3. What is clear here is that depending on the width of the 
channel, the agent will visit the minimum number of grid cells. There
fore, in order to obtain the shortest distance in the environment of the 
configured examples, the twall should be set to at least 14 mm, and to 
obtain the minimum value within the target range regardless of the 
example, the learning episodes should be increased, and the average 
reward at the end of the learning should also be increased. 

Although there is a difference between the analysis results of open
FOAM and ANSYS used in this study, since similar errors are shown 
within a certain range, additional validation of commercial software is 
not required if an average value is added to the analysis result as a 
correction value. Additionally, according to the pressure drop 
compensation, there is a possibility that the maximum thickness will be 
obtained rather than the minimum fluid thickness that satisfies the 
target range set by the thickness of the cooling channel. In further 
studies, it is expected that better results can be obtained if a direct 
reward is applied to the thickness of the fluid. 

5. Conclusion 

In this study, using the DQN algorithm, a deep learning technique 
was proposed to predict the cooling channel shape through four vari
ables: target maximum temperature, average temperature, temperature 
standard deviation, and pressure drop of the battery cooling plate for an 
electric vehicle. 

The environment was downscaled for smooth learning of the DQN 
model, and a result close to the target input was obtained by applying a 
reward through the simulation result. In addition, it was confirmed that 
the cooling channel was created in various environments by performing 
learning on three examples with different inlets and outlets with 
different overall domain sizes, not one example with the same envi
ronment size, inlet, and outlet. 

In this study, 10,000 episodes were trained, and results similar to 
those of commercial software were obtained within a certain level of 
error by connecting the open-source analysis program and the grid 
environment. In the proposed method, the analysis is performed on the 
channel arriving from the inlet to the outlet, and even if the range of 
target usage conditions is changed, if the inlet and outlet are in the same 
environment size and location, other cooling channels can be predicted 
through the learned policy. 

As a future study, if the entire inlet and outlet sides of example are 
designated as ranges in a grid environment, and the number of episodes 
is increased to train, in this example, the agent finds the optimal inlet 
and outlet locations through learning, and it is judged that the optimal 
cooling channel shape can be predicted from the found inlet and outlet 
locations. Authors believe that cooling channels designed in steady state 
environments can be used even for the special environments such as 

Fig. 10. Each example reward according to the number of channels.  
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Table 4 
Cases result of cooling plate and CFD analysis.  

(continued on next page) 
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uphill or bottleneck traffic conditions by controlling the cooling mass 
flow rate through the BMS. 

This method suggests the possibility of application of deep learning 
techniques in various fields and is expected to be widely applied to 
engineering problems through RL. 
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