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Estimating battery state-of-charge with a few target training data by 
meta-learning 
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H I G H L I G H T S  

• A meta-learning method for battery state-of-charge estimation is proposed. 
• The method reduces the target battery data required to train a deep-learning model. 
• Meta-learning does not require the similarity of pre-trained and target batteries. 
• Meta-learning can reduce the number of gradient steps in the fine-tuning process. 
• Its performance is verified by battery test data of standard driving cycles.  
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A B S T R A C T   

This study proposes a meta-learning battery state-of-charge (SOC) estimation approach to reduce the amount of 
target battery data required for training a Li-ion battery SOC estimation by applying deep-learning. The proposed 
approach reduces the training data required for the target battery by improving the pre-training performance. 
Multiple other batteries are used as pre-training data to allow generalization to the target battery. The perfor
mance of meta-learning SOC estimation is compared with that of transfer learning using one battery data for pre- 
training. The meta-learning performance does not depend on the similarity between the pre-training data and 
target battery data. The proposed meta-learning SOC estimation accuracy is verified based on battery test data 
from various driving cycles (US06, urban dynamometer driving schedule (UDDS), and LA92), to reflect actual 
electric vehicle driving patterns. Using only a small amount of target battery data and nine gradient steps, the 
proposed meta-learning SOC estimation algorithm achieves a mean squared error (MSE) of 0.0176% and a mean 
absolute error (MAE) of 1.0075%. These results show that the proposed method can adapt more quickly than 
transfer learning (with SOC estimation errors of 3.1378% in terms of the MSE and 15.1327% in terms of the MAE 
under the same conditions).   

1. Introduction 

This paper presents a Li-ion battery state-of-charge (SOC) estimation 
method that uses meta-learning (a deep-learning method). A battery 
SOC estimation method that uses deep-learning can achieve a higher 
SOC estimation accuracy than battery-modeling-based SOC estimations. 
In addition, a deep-learning SOC estimation model can be easily 
implemented without the need for prior theoretical knowledge of a 
battery equivalent model [1]. Therefore, it does not require 
battery-parameter extraction experiments and precise battery modeling, 
whereas a battery modeling method requires these tasks. Therefore, a 

deep-learning SOC estimation is an effective and easy-to-apply method 
for battery management systems [2]. 

In the previous battery SOC estimation studies, various SOC esti
mation algorithms such as coulomb counting [3,4], open circuit voltage 
(OCV) method [5–7], Kalman filter (KF) algorithm [8,9], and extended 
KF (EKF) algorithm [10–12] have been proposed. A coulomb counting 
method [3,4] is a method of calculating the remaining capacity by 
accumulating the current charged and discharged in the battery. When 
the current is integrated, the measurement error of the current sensor is 
also accumulated, and the longer the estimation time, the larger the 
error in the SOC estimation [13]. An OCV method [5–7] estimates SOC 
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through the relationship between OCV and SOC. This method allows 
quite accurate SOC estimation for measuring the OCV of the battery after 
a long stabilization time. It can also estimate battery SOC with reason
able accuracy during periods of low current flow with the information of 
the battery polarization characteristics. However, this OCV approach 
may not be suitable for real-time battery SOC estimation [14]. A KF 
algorithm [8] is an algorithm that can incrementally modify SOC esti
mation results through iteration. Although a KF algorithm [8] is a widely 
used adaptive filter for linear models, it is not suitable for non-linear 
models such as lithium-ion batteries [15]. An EKF algorithm [10–12] 
uses linear Taylor series expansions and partial derivatives to linearize 
non-linear models. However, when a non-linear model is in a highly 
non-linear condition, a large error occurs in an SOC estimation [16]. 
Therefore, data-driven deep-learning SOC estimation algorithms have 
been proposed to overcome these problems of previous studies [1,2]. 

However, a deep-learning SOC estimation algorithm requires a large 
amount of battery charge/discharge data [17]. This is a major disad
vantage because obtaining such a large amount of battery charge/di
scharge data takes a long time and is expensive, but remains an essential 
prerequisite for training a deep-learning model [18]. If the type of the 
trained battery is different from that of the target battery, the 
deep-learning model training should be restarted, after collecting the 
training data of the target battery [19,20]. This problem may represent a 
significant disadvantage, in that a considerable amount of time and 
expense are required to develop the battery management systems 
(BMSs) for electric vehicles of diverse and various types. 

Diverse deep-learning SOC estimation algorithms including deep 
neural network (DNN) [2,21,22], long short-term memory (LSTM) 
[23–26], and gated recurrent unit (GRU) [1,27] have been presented in 
the literature. For the training data of the target battery, a DNN model 
[2,21,22] requires numerous battery charge/discharge data from elec
tric vehicle standard driving cycles such as highway fuel economy test 
(HWFET), LA92, urban dynamometer driving schedule (UDDS), and 
US06 to estimate the target battery SOC. In Ref. [22], a DNN model was 
used to estimate the SOC of sodium-ion batteries different from con
ventional lithium-ion batteries. In Ref. [22], charge/discharge data were 
constructed by changing the C rate from 0.05C to 2C-rate to compose the 
training data of the target battery. Therefore, if a new target battery has 
different chemical structures or specifications from an existing 
lithium-ion battery, training data must also be newly constructed to 
learn the new target battery although previous training data from the 
existing lithium-ion battery have been retained. 

An LSTM model [23–26] has excellent performance in 
time-dependent estimation tasks such as a battery SOC estimation. 
However, as in the previous DNN model study, a large amount of 
training data is required for an LSTM model to have accurate SOC 
estimation performance for the target battery. A GRU model [1,27] also 
has excellent performance in estimating the battery SOC. Compared to 
the LSTM model, the number of parameters modified by training is small 
in the GRU model although a large amount of training data is required 
for an accurate SOC estimation. 

In order to solve such training-data-acquisition problems in deep- 
learning-model training, a transfer-learning SOC estimation approach 
[28] has been proposed. Transfer learning is a method for reducing the 
amount of training data by applying a pre-trained deep-learning model 
to another model, instead of training the model from scratch. Based on 
pre-trained battery data, transfer learning can train the SOC estimation 
for a new target battery [29]. The reuse of pre-trained battery data in the 
new target battery training saves experimental time and expense to 
obtain the target battery training data. 

However, the performance of transfer learning depends highly on the 
similarity of the previously trained battery characteristics with those of 

the target battery [30]. Transfer learning shares pre-trained model pa
rameters to facilitate better training of the target battery model. 
Therefore, the SOC estimation performance of the target model depends 
on the similarity of the pre-trained battery data with the target battery 
data, because the weights of the pre-trained model are applied to the 
target model [31]. However, it is very difficult to determine the simi
larity of battery dynamic characteristics, as they vary according to the 
electrical and chemical characteristics of the pre-trained battery and 
target battery. Because of this problem, applying transfer-learning SOC 
estimation to a new battery with a pre-trained model may not obtain 
accurate results in the early development stage of a BMS. 

This paper presents a meta-learning SOC estimation method for 
achieving high performance with a small amount of target battery 
training data by pre-training multiple types of battery data. Similar to 
transfer learning, meta-learning has been applied in the image pro
cessing field [32] to solve problems regarding insufficient training data. 
The transfer-learning SOC estimation method reuses the deep-learning 
model parameters trained with only one type of battery. Hence, gen
eral deep-learning and transfer learning may not be effective for esti
mating a battery SOC by using battery data acquired in a previous BMS 
development for a new BMS development, unless the target battery is 
the same as the previously developed BMS battery. In contrast, 
meta-learning SOC estimation optimizes the pre-trained model param
eters to estimate the target battery SOC, by utilizing only a small number 
of target battery training samples. In other words, meta-learning SOC 
estimation can use other previously acquired battery data and the target 
battery data to develop the new BMS. Therefore, meta-learning SOC 
estimation can save the time and economical expenses ordinarily 
required to acquire battery training data. Specifically, meta-learning can 
effectively solve the problem of repeating the new BMS development 
process caused by a fast new EV launch cycle. In other words, 
meta-learning can be adapted to new battery SOC estimation with the 
existing BMS hardware, although the specification of Li-ion batteries is 
changed. 

The specific contributions of this study are described as follows.  

1) The proposed meta-learning SOC estimation can reduce the amount 
of target battery data required for its training by reusing battery 
charge/discharge data previously obtained from other BMS devel
opment tasks. Therefore, it can reduce the BMS development time 
and expense; this is important because it is difficult to obtain long- 
term battery cycle data for a target battery in the early stages of 
BMS development.  

2) The performance of a transfer-learning SOC estimation is mainly 
determined by the similarity between the pre-trained battery data 
and the target battery data, because transfer learning is based on pre- 
training data from a single type of battery. In contrast, the proposed 
meta-learning method can achieve stable and effective SOC estima
tion performance by optimizing the pre-trained model parameters 
with a small amount of target battery training data.  

3) The number of gradient steps in the fine-tuning process is related 
with the development time because the fine-tuning should be 
repeatedly performed until satisfying the required SOC estimation 
accuracy. The proposed meta-learning can reduce the number of 
gradient steps in the fine-tuning process for estimating the target 
battery SOC to reduce the development time. 

The remainder of this paper is structured as follows. The proposed 
meta-learning SOC estimation method is described in Section 2. Section 
3 describes the configuration and information of the actual battery 
dataset applied in the proposed meta-learning SOC estimation. To verify 
the proposed meta-learning SOC estimation, experimental results are 
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presented in Section 4. Finally, conclusions are provided in Section 5. 

2. Proposed methodology of meta-learning for fast adaptation to 
battery state-of-charge (SOC) estimation 

This section describes the proposed meta-learning SOC estimation 
method, which uses other battery data to pre-train the target battery for 
faster adaptation than that with other deep-learning SOC estimation 
methods. The proposed method is effective when the target battery 
training data are insufficient, specifically in the early stages of BMS 
development. Fig. 1 illustrates the training process for a meta-learning 
SOC estimation model, compared with a general deep-learning model 
with no pre-training and a transfer learning model. 

Fig. 1(a) illustrates a battery SOC estimation training process using a 
general deep-learning model with no pre-training. As shown in Fig. 1(a), 
the input/output data of general deep-learning with no pre-training 
comprise the charge/discharge data of the batteries, i(i = 1, 2, …, N), 
to be estimated. In other words, the input data, Xi(i = 1, 2, …, N), 
comprise each battery’s state information, such as its voltage (Vi(i = 1,2,
…,N)), current (Ii(i = 1,2,…,N)), and temperature (Ti(i = 1,2,…,N)), 
and the output data, Yi(i = 1, 2, …, N), consist of their corresponding 
actual SOC values. To estimate the SOCs for N number of different 
batteries, a general deep-learning SOC estimation requires N different 
deep-learning models, mi(i = 1,2,…,N). For each deep-learning initial 
model (m), the SOC estimated value, Yest i(i = 1, 2, …, N), can be 
calculated by using the input value, Xi, and the initial value of the model 
parameter, ∅. A loss function (L i(i = 1,2,…,N)) that compares Yi with 
Yest i can be used to update the deep-learning model parameter, ∅ , to 
∅̇ i(i = 1,2,…,N), such that Yi is close to Yest i. If there are enough 
charge/discharge data of battery i to be estimated, ∅  can be updated by 
deep-learning model mi such that Yest i is close to Yi. 

In contrast, the transfer-learning SOC estimation method depicted in 
Fig. 1(b) pre-trains the charge/discharge data of a battery similar to the 
target battery to build model m1. To estimate the target battery SOC, 
transfer learning does not use the initial parameter, ∅ , of model m1; 
rather, it uses the pre-trained model parameter, ∅̇ 1, as the initial 
parameter of model mTransfer. Although the general deep-learning SOC 
estimate, Yest 1, is derived by calculating the initial parameter, ∅ , the 
transfer-learning SOC estimate, Yest T, is derived by using the pre-trained 
model parameter, ∅̇ 1. Therefore, the update process of the deep- 
learning model parameter, ∅̇ target , by using the loss function, L T, can 
be reduced in transfer learning than in general deep-learning. However, 
the amount of reduction in the update process to ∅̇ target is determined by 

the similarity between ∅̇ target and the pre-trained model parameter, ∅̇ 1. 
In contrast, the meta-learning SOC estimation pre-trains various 

types of battery data except the target battery data, to avoid the pre- 
training performance being determined by the degree of similarity be
tween parameter ∅̇ 1 of a single pre-training model and the target model 
parameter, ∅̇ target . Fig. 1(c) presents the pre-training and target training 
processes of the meta-learning SOC estimation. Unlike the pre-training 
process of transfer learning described earlier, the model parameters, 
∅̇ i(i = 1, 2,…,N), of the deep-learning models, mi(i = 1, 2, …, N), in 
meta-learning are pre-trained with the data of various types of batteries, 
i(i = 1,2,…,N). Meta-learning is the pre-training process for determining 
parameter θ̇Meta that can quickly adapt to the model parameters, ∅̇ i, of 
the deep-learning models, mi. θ̇Meta obtained through meta-learning is 
used as an initial parameter of the target battery SOC training model, 
Mmeta. The calculation process for updating θ̇Meta to model parameter 
∅̇ target by using the loss function L M is reduced compared with the 
process in which the initial parameter, ∅ is updated to ∅̇ target . Moreover, 
compared with transfer learning, where the pre-training performance is 
determined by the similarity between ∅̇ 1 and ∅̇ target , meta-learning can 
further reduce the update process for the deep-learning model param
eter, ∅̇ target , because model parameter θ̇Meta in meta-learning can adapt 
to various model parameters, ∅̇ i. 

2.1. Meta-learning pre-learning method 

Before the target battery SOC is estimated, various batteries, except 
for the target battery, are pre-trained by using generally optimized meta- 
learning [32], which is applicable to a deep-learning model trained with 
a gradient descent. Algorithm 1 describes the overall pre-training pro
cedure of the meta-learning model, Mmeta, for battery SOC estimation. 
First, the battery charge/discharge data, including the voltage, current, 
temperature, and SOC information, of the various batteries (i(i = 1,2,…,

N)) except for the target battery are defined as the training dataset, 
Dmeta− train

i , for meta-learning. Then, Dmeta− train
i is divided into Dpre− train

i for 
pre-training and Dtest

i for testing. Meta-learning with Dpre− train
i is utilized 

to update parameter ∅̇ i by parameter θMeta of deep-learning model Mmeta 
as follows: 

∅̇ i = θMeta − α∇θMeta L i
(
θMeta,Dpre− train

i
)
, (1)  

Fig. 1. Deep-learning-model training methods for battery state-of-charge (SOC) estimation: (a) general deep-learning with no pre-training, (b) transfer learning, and 
(c) meta-learning. 
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Algorithm 1. Meta-learning  

Where α is a weighting factor that indicates a learning rate by which ∅i 
will be shifted in the gradient direction. 

Parameter θMeta is initially defined as a random value. Meta-learning 
is employed to pre-train θMeta for minimizing the loss function, L i, used 
to update ∅̇ i. In other words, θMeta is updated to satisfy the following: 

minθ̇Meta
=

∑

i
L i

(
θMeta,Dpre− train

i
)

=
∑

i
L i

(
θMeta − α∇θMeta L

(
θMeta,Dpre− train

i
) )

, (2)  

where L i denotes all loss functions required for updating ∅̇ i. Then, as 
described in (3), θMeta is finally updated to θ̇Meta, in which the loss 
function of the model parameter, ∅̇ i, has the minimum value, by using 
the test dataset, Dtest

i . 

θ̇Meta = θMeta − β∇θ

∑

i
L i

(
∅̇ i,Dtest

i

)
, (3)  

where β is the step size to update θMeta with θ̇Meta. 

2.2. Target battery SOC estimation of a pre-trained deep-learning model 
through meta-learning 

Fig. 2 shows the process of the target battery SOC estimation using 
meta-learning based on pre-trained data from multiple batteries except 
for the target battery. To conduct meta-learning with deep-learning 
model Mmeta, training dataset Dmeta− train

i of various batteries except the 
target battery is divided into a pre-training dataset, Dpre− train

i , and a test 
dataset, Dtest

i , as depicted in Fig. 2. Meta-learning is used to construct 
model Mmeta that can be quickly adapted to various types of battery SOC 
estimations with θ̇Meta obtained from the pre-training. 

Once the pre-training is completed by the meta-learning, model 
Mmeta is fine-tuned by using the target training data, Dtarget , so that it can 
estimate the target battery SOC. Dtarget is composed of the charge/ 
discharge data of the target battery. The input data for the target 
training (fine-tuning) consist of the target battery’s voltage, current, and 
temperature, and its output data comprise the corresponding actual SOC 
value of the target battery. The model parameter, θ̇Meta, of model Mmeta is 
fine-tuned to ∅̇ target through Dtarget as follows: 

∅̇ target = θ̇Meta − γ∇θL f
(
θ̇Meta,Dtarget

)
(4)  

where γ is the step size applied during the fine-tuning process. The loss 
function, L f , used in the fine-tuning is calculated based on the mean 
squared error (MSE) between the estimated SOC values, Xi(i = 1, 2,…,

N), and the actual SOC values, Yi(i = 1,2,…,N), as described in (5). The 

Fig. 2. Pre-training through meta-learning and fine-tuning process for esti
mating the target battery SOC. 
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estimated SOC values, Xi, can be calculated by using ∅̇ target and the input 
data of Dtarget , and the actual SOC values, Yi, are the output data of Dtarget . 

L f (Mmeta)=
1
2
∑

i
(Xi − Yi)

2 (5) 

Once the fine-tuning process is completed, the target battery SOC can 
be estimated by using the fine-tuned model, Mmeta. To verify the esti
mated accuracy of model Mmeta, error measurement metrics, namely, the 
MSE, mean absolute error (MAE), and absolute error are used in this 
study, as follows: 

MSE=
1
n
∑n

K=1

(
SOCest,K − SOCtrue,K

)2
, (6)  

MAE=
1
n

∑n

K=1

( ⃒
⃒SOCest,K − SOCtrue,K

⃒
⃒
)
, (7)  

Absolute Error=
⃒
⃒SOCest,K − SOCtrue,K

⃒
⃒ , (8)  

where SOCest,K is the estimated SOC value, SOCtrue,K is the actual SOC 
value, and n is the number of test samples. 

3. Battery specifications and data set 

To train the meta-learning model for the experiment, Samsung (INR 
18650-20R) Li-ion battery data [33–35], obtained by the Center for 
Advanced Life Cycle Engineering Battery Research Group, were used in 
this study. Panasonic (NCR18650PF) [17,27,36], Samsung 
(IN21700-30T) [37], and LG (18650HG2) [38] Li-ion battery data, ob
tained by McMaster University in Hamilton, Ontario, Canada, were also 
used. As with the previous literature [1,2,17,25,27–30,33–38], all Li-ion 
battery data used in this study were measured in a single cell unit. As 
listed in Table 1, the Li-ion batteries used in the experiment had different 
specifications, such as charge/discharge capacities, voltages, and cur
rent dynamic characteristics. As described in Table 1, the battery char
ge/discharge data used in the experiment were obtained by applying 
different actual road driving cycles. Specifically, the driving cycles 
applied for the investigated battery data included highway driving 
conditions (HWFET), city driving conditions (US06 and UDDS), and 
hybrid highway-city driving conditions (the Beijing Dynamic Stress Test 
(BJDST)). In addition, the battery charge/discharge data obtained by the 
LA92 driving cycle were used to reflect radical driving patterns and 
dynamic battery current changes. All the battery charge/discharge data 
used in this study were measured and recorded every second. In other 
words, one data point of battery charge/discharge data included various 
measured battery signals, such as voltage, current, and temperature, 
recorded every 1-s interval. 

Fig. 3 depicts the charge/discharge voltage and current data during 
the US06 driving cycle operation for all batteries used in the experiment 
at 25 ◦C. As shown in Fig. 3, the dynamic voltage and current charac
teristics of each battery are different, even for the same US06 driving 
cycle. The charge/discharge data used in the experiment are the same 
instantaneous battery voltage and current values that are used as input 
values for the deep-learning model. Based on Coulomb counting, the 
true SOC values in the experiment are calculated as follows: 

SOCt = SOCt− 1 +

∫ t

t− 1

It

Qinitial
dt , (9)  

where SOCt and SOCt− 1 denote the true SOC values at time t and t-1, 
respectively; Qinitial denotes the nominal capacity of the battery, in Ah; 
and It is the battery charge/discharge current at time t. 

Fig. 4 summarizes the training data amount of the target battery used 
in the fine-tuning process in meta-learning and other deep-learning SOC 
estimation algorithms [1,2,25,28–30]. One training data point in the 
y-axis of Fig. 4 represents battery measurement data in the 1-s interval. 
Transfer-learning researches [28–30] have used at least 4 cycles of 
actual road driving cycles (i.e., at least 32,000 data points) as the target 
battery training data. In Ref. [2], a DNN model was trained with up to 
seven complete discharge datasets (i.e., at least 37,000 data points). In 
the study of [25], an LSTM model was trained with three actual road 
driving cycles’ data (i.e., at least 24,000 data points). A GRU model [1] 
was trained with one actual road driving cycle (i.e., at least 8300 data 
points). In other words, the training processes of conventional 
deep-learning models require at least one or more cycles of charge/di
scharge data of the target battery. On the other hand, in order to verify 
that meta-learning can sufficiently estimate the target battery SOC even 
with a small amount of training data, this study used 96 data points (i.e., 
3 data points extracted every 100-s) for the meta-learning fine-tuning 
process. 

4. Experimental results 

This section presents the experimental results of meta-learning SOC 
estimation to verify its estimation performance compared with that of 
transfer-learning SOC estimation (a pre-trained deep-learning SOC 
estimation method). The pre-training effect on the battery SOC estima
tion was verified by comparison with the training performance of other 
deep-learning models with no pre-training (i.e., DNN, LSTM, and GRU). 
The investigated pre-training-based deep-learning models, including 
meta-learning and transfer learning, used a DNN model. The DNN 
structure of this study was composed of 64 neurons and four hidden 
layers, based on the results of a study [21] on the battery SOC estimation 
performance by the DNN structure. The deep-learning models, including 
LSTM and GRU, were composed of a single LSTM layer with 300 neurons 
and a single GRU layer with 150 neurons based on the results of the 
battery SOC deep-learning estimation study [1,25]. In addition, a 
rectified linear unit activation function and an Adam optimizer were 
used in this study. Error measurement metrics including the MSE and 
MAE were used to evaluate the SOC estimation performance of the 
meta-learning, transfer learning, and general deep-learning methods 
with no pre-training. The investigated SOC estimation models were 
trained by using NVIDIA 2080Ti graphical processing units with a 
TensorFlow deep-learning framework. 

4.1. Meta-learning SOC estimation from a small amount of target battery 
data 

A meta-learning SOC estimation model pre-trained by multiple bat
teries (except the target battery) can predict the target battery SOC by 
fine-tuning a small amount of target battery data in a few gradient steps. 
In order to examine the meta-learning SOC estimation performance, this 
study compared the pre-training performances of meta-learning and 

Table 1 
Battery specifications.  

Battery Model Cut-off Voltage (V) Maximum Current (A) Nominal Capacity (Ah) Driving Cycle (Total Number of Data Points) 

Samsung (IN21700–30T) 2.5/4.2 35 3.0 US06(13,908), HWFET(26,030) 
Samsung (INR18650–20R) 2.4/4.2 22 2.0 US06(11,899), BJDST(12,437) 
Panasonic (NCR18650PF) 2.5/4.2 10 2.9 US06(48,062), LA92(137,875) 
LG (18650HG2) 2.0/4.2 20 3.0 US06(4015), LA92(9475), UDDS(15,964)  
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transfer learning according to the number of gradient steps. These pre- 
trained SOC estimation models constructed with DNNs were fine- 
tuned using a small amount of target battery data. Fig. 5 depicts the 
SOC estimation performance in case of pre-training, based on Panasonic 
(NCR18650PF) and Samsung (IN21700-30T and INR18650-20R) bat
tery data. For the target battery data, the US06 driving cycle LG 
(18650HG2) data were used in the experiment. In order to verify their 
SOC estimation performance in a small amount of target battery data, 
only three data points in every 100-s interval of the target battery data 
(as depicted in Fig. 5(a) and (b)) were applied to fine-tune the pre- 
trained models. 

Fig. 5(a) illustrates the SOC estimation performance of the meta- 
learning model with respect to the change in the number of gradient 
steps. As depicted in Fig. 5(a), the absolute error of the meta-learning 
SOC estimation is reduced to approximately 30% when its pre-trained 
DNN model from meta-learning is fine-tuned with a small amount of 
the target battery data in one gradient step. In addition, the meta- 
learning nearly estimates the true SOC values in just nine gradient 
steps, as shown in Fig. 5(a). In contrast, as depicted in Fig. 5(b), transfer 
learning had substantial absolute errors in the SOC estimation, even 
though the number of gradient steps in the fine-tuning increased. In 
addition, transfer learning showed an absolute error of approximately 
55% in the SOC estimation without any fine-tuning (with zero gradient 
steps); this is higher than the value for meta-learning in the same 
gradient step. In addition, although the meta-learning nearly estimates 
the true SOC values in only nine gradient steps of fine-tuning, the 

transfer learning still has large absolute errors in the SOC estimation, 
even after the nine steps are applied. These results show that meta- 
learning can accurately estimate the target battery SOC with only a 
small number of target battery data, and in a small number of gradient 
steps. 

Fig. 5(c) and (d) respectively show the target battery SOC estimation 
error results in terms of the MSE and MAE, depending on the number of 
gradient steps in both pre-trained DNN models (meta-learning and 
transfer learning) and a DNN model with no pre-training. The meta- 
learning shows a tendency to dramatically decrease the MSE and MAE 
in just one gradient step. These results indicate that a DNN model with 
meta-learning quickly adapts to the target battery SOC estimation. In 
addition, the meta-learning estimation errors reduce to less than 1% in 
the MSE and MAE after applying the nine gradient steps of the fine- 
tuning. Based on these results, the meta-learning in subsequent experi
ments was performed by fine-tuning with nine gradient steps. In 
contrast, transfer learning, in which the SOC estimation errors of the 
MSE and MAE gradually decrease, is not trained properly compared with 
meta-learning. Moreover, the SOC estimation errors in DNN models with 
no pre-training tend to decrease more slowly because their models are 
not pre-trained. 

4.2. SOC estimation with US06 driving cycle 

This section presents the target battery SOC estimation performance 
results of the DNN model pre-trained with meta-learning for the entire 
US06 driving cycle, i.e., an actual city road driving cycle. The effect of 
meta-learning was also evaluated by comparing its SOC estimation 
performance with that of other deep-learning models with no pre- 
training (i.e., DNN, LSTM, and GRU). 

The meta-learning SOC estimation model was pre-trained using the 
US06 driving cycle data of the Samsung (IN21700-30T and INR18650- 
20R) and Panasonic (NCR18650PF) batteries. Because one transfer 
learning SOC estimation model can only pre-train one type of battery 
data, the data of three batteries (Samsung (IN21700-30T and INR18650- 
20R) and Panasonic (NCR18650PF)) were individually pre-trained in 
each transfer learning experiment. In addition, the other deep-learning 
models (DNN, LSTM, and GRU) were not pre-trained to evaluate SOC 
estimation performance. 

In order to verify the effect of the fine-tuning data amount, this study 
evaluated the SOC estimation performance of the deep-learning models 
depending on the data amount used for fine-tuning. The fine-tuning was 
performed with nine gradient steps by applying a stochastic gradient 
descent optimizer. Fig. 6 illustrates the SOC estimation results of the 

Fig. 3. US06 driving cycle battery data: (a) Samsung IN21700-30T, (b) Samsung INR18650-20R, (c) Panasonic NCR18650PF, and (d) LG 18650HG2.  

Fig. 4. The number of target battery training (i.e., fine-tuning) data points for 
SOC estimations. 
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target battery obtained by fine-tuning the deep-learning models (i.e., 
meta-learning, transfer-learning, DNN, LSTM, and GRU) with 8000 data 
measured at 1-s intervals. In addition, Fig. 7 depicts the SOC estimation 
results of the target battery attained by fine-tuning the deep-learning 
models (i.e., meta-learning, transfer-learning, DNN, LSTM, and GRU) 
with 96 data measured every 100-s. In order to evaluate the target 
battery SOC estimation performance of the investigated methods, the 
US06 driving cycle of the LG (18650HG2) data were used in the 
experiment as the target battery data. 

Fig. 6 and Table 2 show the SOC estimation results of the investi
gated deep-learning models after fine-tuning 8000 data points of the 
target battery. As shown in Fig. 6(f)~(j), the absolute SOC estimation 
errors of meta-learning, transfer learning, LSTM, and GRU methods at 
each point during the entire time were less than 5%. Therefore, if there is 
enough target battery data to fine-tune the deep-learning models, an 
accurate SOC estimation is possible. However, as seen in Fig. 6(h), a 
DNN model requires a larger amount of target battery data for fine- 
tuning than other models as confirmed in Fig. 4. 

SOC estimation results from a small amount of target battery data are 
shown in Fig. 7 and Table 3. As depicted in Fig. 7, the SOC estimation 
results for meta-learning show a more accurate estimation performance 
than those of transfer learning and general deep-learning with no pre- 
training (i.e., DNN, LSTM, and GRU), although meta-learning uses 
relatively few gradient steps (nine steps). Furthermore, as shown in 
Fig. 7(f), the absolute errors of the meta-learning SOC estimation at each 
point during the entire time are less than 5%. However, as depicted in 
Fig. 7(g)~(j), transfer learning and general deep-learning with no pre- 
training (i.e., DNN, LSTM, and GRU) have high absolute errors in the 
SOC estimation over the entire time. These inaccurate estimation results 
are caused by the fact that these methods were not yet sufficiently 
trained, owing to the lack of data and the small number of learning 

operations. 
To quantitatively compare the SOC estimation errors, the MSE and 

MAE errors are listed in Table 3. The transfer-learning SOC estimation 
experiments were conducted three times by separately pre-training 
Samsung (IN21700-30T and INR18650-20R) and Panasonic 
(NCR18650PF) battery data. As listed in Table 3, transfer learning re
sults from pre-training with Samsung (IN21700-30T) data show an MSE 
of 3.1378% and an MAE of 15.1327%. These relatively accurate transfer 
learning SOC estimation results with the Samsung (IN21700-30T) pre- 
trained data result from the specification similarity between the pre- 
trained battery and target battery. However, the meta-learning SOC 
estimation method can obtain more accurate results (0.0176% MSE and 
1.0075% MAE) than the other investigated methods, as listed in Table 3. 

4.3. SOC estimations with various driving cycles 

This section presents the SOC estimation performance of the meta- 
learning when using various driving cycle battery data. In order to 
verify the accuracy of the meta-learning SOC estimation, the following 
experiments were conducted under the condition that pre-training data 
were configured with various battery types and driving cycles, and 
without considering the similarity between the target 

Battery and pre-training batteries. Different battery charge/ 
discharge data with several driving cycles, including the BJDST (Sam
sung INR18650-20R), LA92 (Panasonic NCR18650PF), and HWFET 
(Samsung IN21700-30T) were used for pre-training in the meta-learning 
experiment. The performance of meta-learning SOC estimation was 
evaluated by using the UDDS and LA92 driving cycle data from the LG 
18650HG2 battery as the target battery data. In the experiment, the 
meta-learning step size β and inner learning rate α were set to 0.001 and 
0.0186, respectively. The fine-tuning process (96 target battery data 

Fig. 5. Comparison of SOC estimation results according to the number of gradient steps: (a) meta-learning, (b) transfer learning, (c) mean squared error (MSE), and 
(d) mean absolute error (MAE). 
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points and nine gradient steps) described in Section 4.2 was also applied 
in this experiment. 

Fig. 8 and Table 4 show the SOC estimation results from meta- 
learning, transfer learning, DNN, LSTM and GRU in the UDDS driving 
cycle for the target LG battery (18650HG2). The transfer learning SOC 
estimation results for the target LG battery (18650HG2) with the UDDS 
driving cycle in. 

Fig. 8(b) and (g) are obtained using only the pre-training HWFET 
driving cycle data of the Samsung IN21700-30T battery. Table 4 sum
marizes the SOC estimation errors (MSE and MAE) for each method with 
the UDDS driving cycle. As listed in Table 4, the meta-learning SOC 
estimation shows the most accurate results (MSE of 0.0340% and MAE 
of 1.4499%) among the investigated estimation methods, although the 
driving cycles and specifications of pre-trained batteries used in the 
meta-learning are different from those of the target battery. Among 
investigated deep-learning methods, the DNN model shows the most 
inaccurate estimation results, with an MSE of 10.5744% and an MAE of 
29.8901%, because it was not sufficiently trained (96 target battery data 

points and nine gradient steps). As depicted in Fig. 8 (d), (e), (i) and (j), 
the SOC estimation results of LSTM and GRU models showed more ac
curate than those of transfer learning although their estimation results 
were less accurate than those of meta-leaning. Thus, LSTM and GRU 
models have effective performance for time-dependent SOC estimation 
tasks differently from a DNN model. However, LSTM and GRU models 
cannot estimate accurate SOC without a large amount of target battery 
training data. Table 5 lists the SOC estimation results for each method 
for the target LG battery (18650HG2) with an LA92 driving cycle. The 
same conditions, except for the driving cycle to be estimated, were 
applied in this experiment. As listed in Table 5, the most accurate SOC 
estimation method is again meta-learning, with an MSE of 0.04124% 
and an MAE of 1.5602%. Therefore, it can be concluded that meta- 
learning can accurately estimate the battery SOCs for various driving 
cycles. 

Fig. 6. SOC estimation performance evaluation at US06 Driving cycle (fine- 
tuned with 8000 data points): (a) meta-learning result, (b) transfer learning 
result by pre-training Samsung IN21700-30T, (c) DNN result, (d) LSTM result, 
(e) GRU result, (f) meta-learning SOC errors, (g) transfer learning SOC errors by 
pre-training Samsung IN21700-30T, and (h) DNN SOC errors, (i) LSTM SOC 
errors, (j) GRU SOC errors. 

Fig. 7. SOC estimation performance evaluation at US06 Driving cycle (fine- 
tuned with 96 data points): (a) meta-learning result, (b) transfer learning result 
by pre-training Samsung IN21700-30T, (c) DNN result, (d) LSTM result, (e) 
GRU result, (f) meta-learning SOC errors, (g) transfer learning SOC errors by 
pre-training Samsung IN21700-30T, and (h) DNN SOC errors, (i) LSTM SOC 
errors, (j) GRU SOC errors. 
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5. Conclusions 

This paper presented a meta-learning Li-ion battery SOC estimation 
method that can significantly reduce the amount of required target 
battery data, by pre-training multiple battery data other than the target 

battery data. The proposed method is effective when the target battery 
training data are insufficient, specifically in the early stages of BMS 
development. Although a conventional battery-equivalent modeling- 
based SOC estimation method cannot use battery data different from 
that of the target battery, the proposed method has the advantage of 
being able to reuse other available battery data to pre-train a deep- 
learning model. Unlike other deep-learning SOC estimation methods 
with no pre-training in which only one type of battery is trained and the 
SOC of the same type of battery is estimated, the proposed meta-learning 
SOC estimation can predict target battery SOCs for pre-training different 
types and different driving cycles of battery data. In addition, the pro
posed method can estimate the battery SOC with a small amount of 
target battery data (96 data points) in only nine gradient steps of 
training. The proposed meta-learning SOC estimation, for which the best 
errors in the experiment were an MSE of 0.0176% and an MAE of 
1.0075%, is superior to the transfer-learning SOC estimation, which also 
used pre-training under the same target battery training conditions (96 
target battery data points and nine gradient steps), but resulted in an 
MSE of 3.1378% and an MAE of 15.1327%. Although this study mainly 
focused on applying meta-learning SOC estimation to Li-ion batteries 
with sloping OCV characteristics, such as Lithium Nickel
–Manganese–Cobalt oxide (NMC) batteries, a future study may extend to 
the SOC estimation of Lithium iron phosphate (LFP) batteries with meta- 
learning. The accurate SOC evaluation of LFP batteries is challenging 
because of their flat OCV characteristics in the mid-range of SOC. 
Therefore, the meta-learning SOC estimation applied to LFP batteries 
may require modification to compensate for the inaccurate SOC esti
mation caused by these flat OCV features. However, evaluating the 
meta-learning for LFP battery SOC estimation would be meaningful 
because LFP batteries are rapidly rising in popularity in the EV market. 

Fig. 8. SOC estimation performance evaluation at UDDS driving cycle (fine- 
tuned with 96 data points): (a) meta-learning result, (b) transfer learning result 
by pre-training Samsung (IN21700-30T, HWFET), (c) DNN result, (d) LSTM 
result, (e) GRU result, (f) Meta-learning SOC errors, (g) Transfer learning SOC 
errors by pre-training Samsung (IN21700-30T, HWFET), and (h) DNN SOC 
errors, (i) LSTM SOC errors, (j) GRU SOC errors. 

Table 2 
SOC estimation performance assessment in the US06 cycle fine-tuned with 8000 
data points and nine gradient steps (Error rates in Fig. 6).  

Meta learning Samsung (IN21700-30T) 0.0127 0.9896 

Samsung (INR18650-20R) 

Panasonic (NCR18650PF) 

Transfer learning Samsung (IN21700-30T) 0.0426 1.4644 
Samsung (INR18650-20R) 0.0105 0.7864 
Panasonic (NCR18650PF) 0.0963 1.6754 

DNN N/A 0.0942 0.3451 
LSTM N/A 0.0050 0.0154 
GRU N/A 0.0086 0.0762  

Table 3 
SOC estimation performance assessment in the US06 cycle fine-tuned with 96 
data points and nine gradient steps (Error rates in Fig. 7).  

Method Pre-training Data MSE (%) MAE (%) 

Meta learning Samsung (IN21700-30T) 0.0176 1.0075 
Samsung (INR18650-20R) 
Panasonic (NCR18650PF) 

Transfer learning Samsung (IN21700-30T) 3.1378 15.1327 
Samsung (INR18650-20R) 5.1763 18.7724 
Panasonic (NCR18650PF) 5.5178 19.4432 

DNN N/A 6.7153 20.0868 
LSTM N/A 0.8925 6.4132 
GRU N/A 0.3542 4.0124  

Table 4 
SOC estimation performance assessment in the UDDS cycle fine-tuned with 96 
data points and nine gradient steps (Error rates in Fig. 8).  

Method MSE (%) MAE (%) 

Meta learning 0.0340 1.4499 
Transfer learning 3.0109 15.0146 
DNN 10.5744 29.8901 
LSTM 0.8048 5.9112 
GRU 0.3480 3.9642  

Table 5 
SOC estimation performance assessment in the LA92 cycle fine-tuned with 96 
data points and nine gradient steps.  

Method MSE (%) MAE (%) 

Meta learning 0.04124 1.5602 
Transfer learning 3.0518 15.1482 
DNN 10.6561 29.8563 
LSTM 0.5013 4.1821 
GRU 0.4912 5.5131  
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