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Preface

The 9th International Conference on Entertainment Computing (ICEC 2010) was held 
in September 2010 in Seoul Korea. After Pittsburgh (2008) and Paris (2009), the 
event returned to Asia. 

The conference venue was the COEX Exhibition Hall in one of the most vivid and 
largest cities of the world. This amazing mega-city was a perfect location for the con-
ference. Seoul is on the one hand a metropolitan area with modern industries, universi-
ties and great economic power. On the other hand, it is also a place with a very fasci-
nating historical and cultural background. It bridges the past and the future as well as 
east and west.  

Entertainment computing also aims at building bridges from technology to leisure, 
education, culture and work. Entertainment computing at its core has a strong focus on 
computer games. However, it is not only about computer games. The last ICEC con-
ferences have shown that entertainment computing is a much wider field. For instance 
in games, technology developed for games can be used for a wide range of applica-
tions such as therapy or education. Moreover, entertainment does not necessarily have 
to be understood as games. Entertainment computing finds its way to stage perform-
ances and all sorts of new interactive installations.  

In this sense, entertainment computing has the potential of influencing many other 
areas of computer science and engineering. But in contrast to other disciplines, enter-
tainment computing always starts from the human experience and with the question of 
how to tell the users a story and how to immerse people into an entertaining world. 
Many critics of modern computer games believe that these technologies may distract 
people from the real world. In contrast to this, however, we are exploring the new 
medium of digital entertainment in order to expand classic media and their expressive 
power.  

The presentations and papers of ICEC 2010 showed the broad spectrum of enter-
tainment computing. The paper selection process was selective. Out of over 100  
papers, 19 were accepted as long papers and 27 as short papers. With poster presenta-
tions we give researches the opportunities to present new ideas and also work in pro-
gress. The review process involved an international board of reviewers who put much 
effort into selecting an excellent set of papers for presentation.  

For the highly influential conference,  in addition to paper presentations, we put 
utmost effort in bringing together a number of distinguished keynote and invited 
speakers, global leaders representing a broad spectrum of entertainment computing 
fields; Roy Ascott (Media Theory, Art& Science), Susumu Tachi (VR&Telepresence), 
Keith Devlin(Media & Human Science), Don Marinelli (Entertainment Technology), 
George Joblove (Movie Industry), Shigeru Saito (Game Industry),  Naoko Tosa  
(Culture &Media Art), Norico Wada (Animation&Contents), Junichi Osada (HRI& 
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Robot Design), Zenjiro (Comedy&Performance), Tomonaka Takahashi (Robot De-
sign). We also organized five workshops dealing with hot issues including Culture 
Computing and Media Arts, 3D Stereoscopic Technology and Contents Production, 
The Awakening of Asian Animation and Content Power, Improvisational Acting, 
Spatial Sound and Entertainment Computing. 

We would like to thank all Organizing Committee/Program Committee members 
and all supporting organizations that helped to make this event possible: The IFIP as 
the leading supporting organization of ICEC and the IFIP TC14 as the sponsoring 
organization. We specially thank Yeong Nam Chae and all other graduate students 
and staff of the KAIST AIM Lab for their tremendous effort in the preparation and 
assistance of all main programs and wonderful activities of ICEC2010. 

July 2010 Hyun Seung Yang 
Rainer Malaka,  

Junichi Hoshino 
Jung Hyun Han 
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Abstract. YOTARO is a baby-type robot developed to create a new communica-
tion perspective between robots and humans through  interaction experience 
based on the reproduction of a baby’s behaviors and user actions. YOTARO ex-
hibits different emotions and reactions, such as smiling, crying, sleeping, sneez-
ing, and expressing anger. It is controlled by an emotion control program that 
executes in response to inputs such as touching its soft and warm face, touching 
its stomach, and shaking a rattle. The output is in the form of interactive reac-
tions such as emission of sounds, change of expressions, limb movements, sniv-
eling, and variation in skin color. In addition, we used questionnaires to observe 
the impression on users before and after their experience with YOTARO. 

Keywords: interaction, communication, virtual reality, physical contact. 

1   Introduction 

The relationship between humans and robots, as well as the communication between 
them, has garnered increasing attention as robots and virtual reality (VR) systems will 
play an important role in family lives in the future. 

Previous research on this subject, Infranoid [1] and Keepon [2], tried to clarify 
human communication. Kismet [3] is an example of emotional reactions and turn-
taking conversations in robots. Another case refers to a media artwork, Neuro-Baby 
[4] with emotional reactions. There are also robot types whose main objective is cre-
ating long-term relationships with people, such as the mental-commit robot Paro [5], 
AIBO [6] the pet-type robot, and mobile games such as Nintendos [7] and Tama-
gotchi [8]. 

This research aims to create a new communication perspective through a baby- 
type robot, YOTARO. The kindness toward babies is inherent in humans and the baby 
is the most conspicuous example of human instincts, in which everyone cares for and 
is tender toward the baby. 
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The actions of caring for a baby, such as to lull a baby or to wipe a runny nose cre-
ate a strong connection with the baby. A similar connection can be established in the 
relationship between humans and robots. YOTARO aims to create a feeling of satis-
faction in people through only a few minutes of interaction with the baby. Fig. 1 
shows the physical appearance of YOTARO.  

 

 
 

Fig. 1. Physical appearance of baby-type robot “YOTARO” 

2   Experience 

YOTARO has six elements that correspond to the interactions with a baby. 
 

• Baby’s peculiar transient behavior 
• Unconsciously touching its ruddy and soft skin 
• Slightly higher body temperature (peculiarity of babies) 
• Help to wipe snot 
• Rattle as an example of communication using tools 
• Movements that stimulate touching a partner. 

 

The experience booth is the interior of a child’s room and includes a baby bed; the 
users stand beside the bed and play with YOTARO. 

The user starts by waking up the sleeping YOTARO merely by touching its face. 
Next, the user can perform actions such as touching its stomach, shaking a rattle, and 
touching its face. YOTARO reacts by changing its expressions and skin color, snivel-
ing, sneezing, emitting sounds, and moving its limbs. In this process, the user per-
forms various actions to make YOTARO happy, and the pseudo experience of taking 
care of a baby is improved when the user wipes the snot.  

YOTARO wakes up in a bad humor and its reaction is inconsistent. However, its 
humor gradually gets better and laughter is heard. While users are enjoying this  
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experience, the reactions slowly get worse. YOTARO does not react pleasantly to 
actions as it had done until now, and it is now almost crying. This situation occurs 
when a baby is getting tired and being fretful. Based on this condition, the users can 
understand how to take care of a baby as every action now is likely to make the baby 
more fretful. In this case, after a short while of doing nothing, YOTARO sleeps again. 
The experience ends with completion of this cycle. Fig. 2 shows a simplified image of 
YOTARO’s structure. 

 

 

 
 

Fig. 2. Structure of YOTARO 

3   System 

3.1   Summary of System  

The YOTARO system is presented to better understand the general structure and its 
interactive reaction. The system is divided into three parts: input, controller, and output. 
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The user action input is captured through various sensor devices; the controller trans-
forms the input data into various reactions, and the system then produces output actions 
such as sounds, tactile sense, snivelling, and movements to interact with users (Fig. 3). 

 

 
 

Fig. 3. Relationship between system configuration and Input/Output 

3.1.1   Input 
The virtual experience of contacting a baby happens when users touch YOTARO’s 
face. It is necessary to distinguish which part of the face was touched. Three devices 
compose the inputs: near-infrared camera, touch sensors, and rattle sensor.  

First, the near-infrared camera is installed on the backside of YOTARO’s translu-
cent face; it detects the position of the hand by infrared ray reflection. Next, touch 
sensors detect actions such as tickling the stomach using a photodiode switch. For 
rattle, piezoelectric elements are sewed and connected via a cable. Upon shaking the 
rattle, values of the sensor change and this change is detected via an analog recorder.  

3.1.2   Controller 
These three kinds of inputs are controlled through the I/O module and an emotion 
control program that reads the input, processes the data, and outputs the reactions. 
The emotion control program controls the changes of expressions; for example, when 
its nose is touched, YOTARO sneezes; when its cheeks are touched, it becomes 
happy. Thus, the baby promptly changes emotions and the output responses from the 
sleeping state, to waking up, being happy, being fretful, and then sleeping again. 

3.1.3   Output 
The outputs are produced in real time through the following types of methods: a video 
projector that plays an animated movie, audio speakers, geared motors, a snivel pump, 
and a warm water pump. The video projector is used to project changes in the baby’s 
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expressions. The speakers emit a real baby’s sounds that are sampled and emitted in 
connection with expressions. A group of three motors moves the hands and legs; there 
is one motor for each hand and one for both legs. The motors produce irregular 
movements by rotation under the blankets; a 1/f fluctuation is reflected on the move-
ments. In most cases, the rhythms of the natural world have a 1/f fluctuation, such as 
in a small river stream or the chirping of insects. YOTARO moves its limbs as natu-
rally as possible, and fluctuations were added to motor’s rotation.  

The pump for the snivel comprises a warm water pump and a tank. The nose area 
has small holes, and when the pump increases the pressure, drops of warm water start 
to flow. The water is warmed in the reserve tank by a thermostat and heater; the water 
circulation inside the face portion of the robot is performed by the water pump. The 
warm water is maintained inside the face at temperature that is near the normal human 
body temperature.  

3.2   Emotion Control Program 

YOTARO is a robot that can express emotions. In this section, previous research 
about robots that can display emotions was investigated as a base to develop the emo-
tion control program for YOTARO. 

Some cyclical aspects were noticed, such as the process of a sleeping baby waking 
up, the slow movements and reactions going into an awakened state, becoming tired 
after a while, sleepy, and in a bad mood, and finally sleeping again. This cycle was 
summarized as: sleep mode → doze mode → in a good mood mode → fretfulness 
mode → sleep mode, to represent it more closely to the emotion mode loop. 

3.3   Methodology to Create Face for Projection 

The baby’s facial reactions are presented by animation, as shown in Fig. 4. Inside the 
face, the nose is the most difficult part to change expressions. Upon creating the 
baby’s image, the nose is added. Over this, the emotion control program determines 
expressions and composes skin color changes. The near-infrared camera detects 
movements by capturing every frame and bitmap, and after that it compares them 
with the previous bitmap image. In instances where there are huge differences, skin 
becomes light yellow, while in small places, it becomes red.  Through these effects, 
the pressured place creates the illusion of color change. Finally, the face composition 
is projected to form a final image at the translucent silicon face. 

 

 
 

Fig. 4. Image formation of face 
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3.4   Structure of Face 

The face portion of YOTARO has diverse functions: soak water, maintain soft and 
curve surface, and detection of the user’s hand position. The face portion is a new 
type of back projection display. In addition, an approach was followed to maintain the 
user’s interest while in the experience booth. These simple cycles when combined 
became more complex to keep the user interested in playing with YOTARO. 

Fig. 5 shows the structure of the face. It was made using 2-mm-thick translucent 
silicon film, which covers a water system comprising two acrylic hemispheres. 

The snivel flow control was realized by opening minute holes through the silicon 
film and acrylic surface. It works as a valve owing to silicon’s elasticity, and changes 
internal pressure by on/off of the pump, thereby controlling the snivel flow.  

The acrylic water system has four connectors for hoses. The connector on the top 
(Fig. 5-a) is to suck air, the one on the right (Fig. 5-b) is for the pump to send water 
from the tank, consequently elevating the pressure and causing the snivel to flow. The 
remaining two connectors (Fig. 5-c, d) are used to circulate warm water from the 
external source to the internal water system. This circulation permits the water tem-
perature control inside the acrylic water system, and the surface temperature becomes 
similar to a baby’s temperature. 

 

 
 

Fig. 5. Face structure 

4   Variation and Considerations 

During the exhibition of YOTARO at Laval Virtual 2009, data was collected from 75 
people through a questionnaire (in English). The questions comprised five stages, at 
the first contact and after playing with YOTARO. The stages were as follows: “Very 
Good,” “Good,” “Whatever,” “Bad,” and “Very Bad.” Moreover, the questionnaire 
inquired whether they have children. 

The valuation of user’s impression of YOTARO was presented in two averages:  
before and after play (Fig. 6). The average of user’s impressions was compared be-
tween before experience and after experience cases, and it varied from 3.72 to 4.08.  
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Fig. 6. Evaluation of impression of YOTARO 
 
It was observed that the user’s average of impression before experience had the ten-

dency to rise than that of after the experience. Thus, it is possible to consider that the 
action of taking care of the baby robot significantly influences the affection of the doer.. 

5   Conclusion 

This study was conducted on the hypothesis that the actions of taking care of babies 
create a strong connection with them. As an outcome of the materialization of an 
artificial baby, it became possible to develop a baby-type robot, YOTARO. Through 
the responses in questionnaires, it was observed that the impressions of users changed 
significantly before and after the contact with YOTARO. In addition, the hypothesis 
of “action of taking care” significantly influenced the affection with the “subject of 
this action” was supported through the results of the questionnaire data. Based on the 
presented arguments, to leave an impression more effectively from users to the robots, 
it is necessary to approach a situation where a robot needs to be taken care of and 
users are in a position to support this action. 
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Abstract. This paper describes the groundwork for designing a social

and emotional interaction between a human and robot in game-playing.

We considered that understanding deception in terms of mind reading

plays a key role in realistic interactions for social robots. In order to un-

derstand the human mind, the humanoid robot observes nonverbal de-

ception cues through multimodal perception during poker playing which

is one of human social activities. Additionally, the humanoid manipu-

lates the real environment which includes not only the game but also

people to create a feeling of interacting with life-like machine and drive

affective responses in determining the reaction.

Keywords: Human-robot social interaction, Mind reading, Deception,

Humanoid playmate.

1 Introduction

In successful social interactions, humans understand and manipulate other peo-
ple’s behavior in terms of their mind. These capabilities are related to develop-
ment of Theory of Mind (ToM) in developmental psychology. ToM is the ability
to understand others’ internal states and the relationship between human be-
haviors. Children with ToM understand that the others have mental states such
as belief, motivation, emotion and intentions, and the mental states often cause
behaviors. ToM is developed into the ability to infer the others’ thought, de-
sire and emotion, and the ability to predict the others’ behavior based on their
inference. A normally-developed children in 4-5 ages can understand the fact
that belief plays a leading part in behavior and can distinguish the self desires
from the other’s belief. Also, the children can understand that the other’s be-
havior can be determined from the belief and the knowledge based on perceptual
experiences.

In this study, we focused on deception which is an important part of human
social competence. According to ToM, the skills of deception in complex form

� This work is partially supported by Global COE Program on “Cybernics: fusion of

human, machine, and information systems.”

H.S. Yang et al. (Eds.): ICEC 2010, LNCS 6243, pp. 9–19, 2010.
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are developed from false belief[1] which is a social cognitive ability to know that
beliefs can be false and that they can be manipulated[2]. In the autistic children’s
case, the impaired false belief comprehension affects their social interaction and
communication. From this point of view, forthcoming social robots should be
able to cope with complicated social skills of human with the embedded cogni-
tive ability to infer concealed intentions and emotions from social contexts and
predict consequent behaviors.

Some of the preceding researches have made effort to develop social robots
to understand human mind in a wide scope. The purpose of Leonardo underlies
socially guided learning and social referencing[3],[4]. The embodiment makes it
more capable of forming emotional attachment with humans. KASPAR is being
investigated for cognitive development research[5]. In particular, it shows the
possible use of therapeutic or educational robotic systems to encourage social
interaction skills in autism children. Keepon is designed to study social devel-
opment by communicating with children[6]. Its behaviors are intended to help
children to understand its attentive and emotive actions. Most of the social
robot related researches attain to mimic cognitive abilities of humans. On the
other hands, there are many practical achievements which concentrate on game-
playing agents capable of interacting with humans. In [7], Marquis et al have
shown poker playing agents that embody emotions and communicate with peo-
ple using multiple channels of communication. In [8], Kovács et al have built a
virtual character to play chess on a physical board, which can express different
emotions and produce speech.

In spite of many challenges from various angles mentioned above, because hu-
man social skills are extremely sophisticated, it is required to elaborate robots
which can understand complex social skills and interact with people socio-
emotionally in actual environments. So, in this study, we considered that under-
stating deception in terms of mind reading plays a key role in complex and real-
istic interactions for social robots. Normally, when detecting deception through
nonverbal contexts, the accuracy rate is usually about 50 percentages. However,
raising stakes has an influence on the motivation to succeed in deceiving, and de-
tecting the nonverbal deception in high stakes is easier than in low stake[9], [10].
In order to present how a humanoid robot can understand human deceptions in
real social situations, we chose high-stakes poker since deception is inherent in
game-playing. The humanoid plays poker, manipulating actual cards and observ-
ing human behaviors to understand how human feels and what human intents
in the game. For mind-reading, our robot interprets nonverbal deception cues
from multimodal stimuli such as facial expressions, eye blink, gestures and vocal
stress. By observing human behaviors, it can realize what human reveals in the
interaction.

In this paper, Section 2 will introduce the system overview for the social inter-
action. Section 3 will describe nonverbal deception cues that occur in daily social
interaction and visual and auditory perceptions that have been implemented on
the humanoid robot. Subsequently, the game environment will be briefly ex-
plained in Section 4 and the experiment will be demonstrated in Section 5.
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2 System Overview

We formulated a component structure for the human-robot social interaction as
shown in Figure 1. The humanoid perceives situational stimuli such as cards and
their location. Also it observes emotional states of human player through visual
and auditory sensors. The recognized information about current situation is
memorized as experiences and considered when the humanoid selects next actions
by decision-making based on present given situation and past experiences. The
selected actions can have an effect on the surroundings including human and
game, especially on the human player’s circumstantial judgment and decision-
making. This paper focuses on the groundwork for developing the ability to
perceive and the ability to manipulate the surroundings.

Humanoid playmate

Humanoid playmate 
   playing card game with people

Mind reading

Situation
 perception

emotional stimuli
situational stimuli

emotional stimuli
situational stimuli

Surroundings
(human, game)

Actions

Decision-making

action selection

current situation

Fig. 1. A schematic diagram of human-robot social interaction

3 Nonverbal Cues for Mind Reading

3.1 Facial Feature Detection for Facial Expression Recognition

Much research on the body in cognitive sciences insists that temporal dynamics
of human facial behavior such as the timing and duration of facial actions are
a critical factor for interpretation of the observed behavior[11]. In particular,
automatic facial expression recognition related research emphasizes the impor-
tance of facial expression’s temporal dynamics for deception detection[12]. In
this research, we adopted Active Appearance Models (AAMs) which are widely
used for tracking and analyzing facial expressions.

AAM is a method to detect an object in 2D images using the statistical rep-
resentation of shape and appearance variation[13]. AAMs align the pre-defined
linear shape model with linear appearance variation to a previous unseen image
containing the object. AAMs generally fit their shape and appearance compo-
nents through a gradient decent. The appearance variation is linearly modeled
by Principal Component Analysis (PCA) of shape s and texture g.

s = sm + φsbs g = gm + φgbg (1)
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where sm, gm are the mean shape and texture respectively, φs, φg are the eigen-
vectors of shape and texture covariance matrices. A third PCA is performed on
a concatenated shape and texture parameters b to obtain a combined model
vector c.

b = φcc (2)

From the combined appearance model vector c, a new instance of shape and
texture can be generated.

smodel(c) = sm + Qsc gmodel(c) = gm + Qgc (3)

AAM fitting consists of minimizing the difference between the closest model
instance and the target image by solving a nonlinear optimization problem. We
employed Inverse compositional fitting methods.

3.2 Head and Hand Tracking for Gesture Recognition

According to Interpersonal Deception Theory, the use of gesture can lead to
misinterpretations. Some researches have reported that when people lie, they
display fewer of the gestures[15]. We considered that deceptive gestures naturally
come out during the poker gaming, so that head and hand movement is one of
influential factors in deception detection in the game.

For implementing head and hand movement tracking, it was assumed that
in the captured images, humans move actively rather than backgrounds. Also,
it was supposed that the humanoid’s head movement to explore the environ-
ment will cause dynamic background changes. In order to extract foreground
which indicates human’s movements, we used a mixture of Gaussians to perform
background subtraction in color images. A mixture of K Gaussian distributions
adaptively models each pixel color. The probability density function of the kth
Gaussian at pixel (i, j ) at time t can be expressed as

N(xt
i,j |mt,k

i,j , Σt,k
i,j ) =

1
(2π)

n
2

(4)

Fig. 2. Facial expression tracking using Active Appearance Models
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where xt
i,j is the color of pixel (i, j), mt,k

i,j and Σt,k
i,j are the mean vector and the

covariance matrix of the kth Gaussian in the mixture at time t respectively. Each
Gaussian has an associated weight wt,k

i,j (where 0 < wt,k
i,j < 1) in the mixture. The

covariance matrix is assumed to be diagonal to reduce the computational burden,
that is, Σt,k

i,j = diag((σt,k,R
i,j )2, (σt,k,G

i,j )2, (σt,k,B
i,j )2 where R, G and B represent the

three color components.
A K-means approximation of the EM algorithm is used to update the mix-

ture model. Each new pixel color value, xt
i,j , is checked against the existing K

Gaussian distributions, until the pixel matches a distribution. The rest of our
implementation followed the background subtraction technique in [16]. After the
background subtraction, median filtering is performed to remove noise.

Next, the detected foreground pixels are processed further by skin color seg-
mentation. Skin color segmentation is performed using the YCrCb color space.
Color is represented by luma computed from nonlinear RGB, constructed as a
weighted sum of the RGB values, and two color difference values Cr and Cb that
are formed by subtracting luma from RGB red and blue components[17].

The output image extracted by the background subtraction and skin color
detection includes potential candidates for the coordinates of head and hand.
The face location is separated by haar-like feature based tracking to facilitate
the segmentation between head and hand. Consequently, the hand in the image
which the face is excluded can be easily detected by tracking blob features.

3.3 Eye Blink Detection

Some researches have shown that the eye blinking rate decreases when the cog-
nitive load is increased. The measure of blink rate could provide another clue
for the detection of deception[18].

At first, we took a template matching based approach to find the eye loca-
tion. The basic idea of template matching is that one has the template of the
sought feature region that has a high similarity with other images of that feature.
The template and the similarity measurement are major parts within template
matching. The right eye template is used in our system considering that the
blinking of both eyes occurs simultaneously. A judgment of eye is made accord-
ing to the similarity between the input image and the template. After seeking
the most similar region with the right eye template, the eye blink is be detected.

Fig. 3. Head and hand tracking for gesture recognition
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Fig. 4. Blink detection

Each input image containing the closed eye and the opened eye has different
similarity value as compared with the template image.

3.4 Voice

When we feel being deceived by people, we pay attention not only to their bodily
expressions but also to vocal information such as voice tone and voice pitch.
According to research on stress and lie detection[19], non-invasive physiological
features like voice pitch variation is correlated to high stress situations. We have
realized the basement to analyze the deceptive vocal information by MATLAB.
In this paper, the spoken voice during the poker playing was recorded.

4 Humanoid Playmate

When a game is too easy, people feel bored and when it is too difficult, they
feel frustrated. Balancing game with different levels is one of key issues in game
design. From the psychological perspective of manipulating mind, one of our
game strategies is to keep people to play the game for satisfaction and happiness.
Game level adjustment plays an important role in satisfying this requirement.
In poker game strategies, we would follow the flow model (see Figure 5), defined
by M. Csikszentmihalyi as the mental state in which people are involved in an
activity that nothing else seems to matter. Another game strategy is that the
humanoid learns and imitates the human player’s behaviors to create a sense of
interacting with life-like machine and drive the human’s affective responses in
determining the behavioral reaction.

In order to accomplish the strategies, we built the humanoid as a playmate
shown in Figure 6, named Genie developed by Artificial Intelligence Lab. at
University of Tsukuba. The humanoid is composed of the upper torso with a
wall-mounted 3DOF waist. It has totally 27DOF (8DOF for the head, 3DOF for
the waist, 7DOF for the right arm, 4DOF for the right hand, and 5DOF for the
left arm) in the body. The SSSA-Tsukuba artificial hand is comprised of three
fingers and a tendon-driven mechanism. Additionally, the robot hand has a 1
DOF thumb for the adduction and abduction actuation of the thumb.

During the poker playing, the humanoid can manipulate actual poker cards.
We attached an electromagnet on the fingertip of the robot hand because the
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Fig. 5. Flow model with regard to challenge level and skill level

Fig. 6. Card manipulation (initial pose, reaching and picking up)

Fig. 7. Card suit recognition by AR toolkit marker

complex dynamic analysis of object manipulation by multi-fingered robot hand
is out of our research scope. For physically manipulating cards, the humanoid
has the kinematic profile of the movement. With the profiles, it can reach
the target cards on the table as well as pick up to check its own card suits.
Figure 6 illustrates the card manipulation by the right arm and hand which
are initial pose, reaching and picking up, respectively. Perceiving card suits
is achieved by tracking AR toolkit markers pasted on each card as shown in
Figure 7.

5 Experiment

The purpose of this experiment is to evaluate the humanoid’s observations on the
natural scenes in a poker game regardless of deception detection and to get ideas
for designing the robotic actions to measure. For the experiment, we asked two
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Eye blink detection
Voice analysis

Head and hand tracking
for gesture recognition

Facial feature tracking
for facial expressions

Card manipulationCard recognition

Fig. 8. Bodily expressions and voice observation during the poker game

people to play the Texas hold’em in front of the humanoid and to act naturally
as shown in Figure 8. In order to encourage the participants to play for win,
we provided a incentive. We then made the robot observe the behaviors of the
subject who sat before it when two players were playing the game. It perceived
his facial expressions, gestures, eye blink and voice without moving its body. The
facial features and voice were recorded during the entire poker game. Because
we expected that the player would not perform gestures and eye blinking a lot
according to [18] and [20], they were analyzed by turns. We had implemented
the card suit recognition and the card manipulation as described in Section 4.
However, they were not applied to this experiment since the Texas hold’em game
engine is not incorporated into the humanoid.

Fig. 9. Detection of facial features

Figure 9 demonstrates the facial features detected by using Active Appearance
models. The 68 red landmarks fit the change of detected facial features. During
the game, although the subject moved and turned the head a lot, the facial
features were easily detected within the possible measurement range.
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Fig. 10. Head and hand tracking

Fig. 11. Eye blink detection

Head and hand tracking

Eye blink detection

Facial feature detection

Fig. 12. The recorded sound wave in the time domain
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In the game, the subject did not move his arm and hand much except for
picking up of fake money for betting and shuffling the cards as a dealer. On the
other hand, he often moved his head to comprehend the situation, and moved
when he laughed out. The hand movements were traced excluding the cases that
the subject put the hands on the table out of the range of vision. As shown in
Figure 11, for the natural behaviors, the eye blink was not detected well because
it was not easy to distinguish between the real eye blinking case and the other
cases where the eyes were seemed to be closed when the subject looked down
without hanging the head or really closed when he smiled broadly.

The sound which was occurred during the whole game is shown in Figure 12.
The figure demonstrates the sound wave plotted in the time domain. The input
raw sound was preprocessed by a band-pass filter within the voice frequency to
reduce noise in the environment.

6 Conclusion

In this research, we have designed a humanoid playmate to understand human
mind in terms of mind reading. Especially, a perceptual system has been imple-
mented to acquire the circumstantial information such as nonverbal expressions
and the poker cards. Also, simple card manipulation has been achieved simply
to reach, pick up and put down the cards. In order to analyze the deceptive vocal
information, we have realized a basic sound processing module. Finally in the
experiment, the human player’s natural behaviors were observed during a real
poker game.

In the near future, we would improve the humanoid’s actions to observe ac-
tively by moving the head, waist etc because the static observation has a limita-
tion of analyzing the dynamic human behaviors. Additionally, in order to play
with people interactively, we would integrate the Texas hold’em engine into the
humanoid and develop the mind reading mechanism by combining the bodily
expressions and voice to understand intentions and feelings.
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Abstract. The DreamThrower is a novel technology that explores virtually cre-
ating, throwing and catching dreams.  It detects users’ dream state by measuring 
rapid eye movement (REM).  Once the dream state is detected, sound and light 
stimuli is played to alter the dream.  Users report on their dream, and they can 
send the stimuli that they have used to another person via an on-line website. A 
working prototype accurately detects REM sleep. Based on preliminary results, 
the sound and light stimuli were found to have little influence on their dreams. 
Our prototype’s ability to detect REM effectively coupled to a social network to 
share dream stimuli opens up a fun game environment even if the stimuli itself 
does not have a significant impact. Instead, user engagement with the social 
network may be sufficient to alter dreams. Further studies are needed to deter-
mine whether stimulus during REM can be created to alter dreams significantly. 

Keywords: Dream detection, dream creation, dream stimulus, Rapid Eye 
Movement. 

1   Introduction 

The term Dreamcatcher has become a common place keepsake in North American 
culture.  This idealized and over commercialized object originated from the North 
American Aboriginal Ojibwa Nation that, traditionally, hung above the bed as a 
charm to protect children from nightmares, as the dreamcatcher acted as a snare for 
bad dreams, and only let good dreams through [12].  By taking this analogy of 
a dreamcatcher and adding the concept of dream throwing and dream creating, we 
can start to conceive the DreamThrower. Have you ever wondered if you can share 
your dreams with others?  Have you ever considered if by sharing external stim-
uli, others would have the same or similar dream as you? This research looks at how 
the knowledge of dream creation and control can be used to create a novel solution 
to “throw” dreams to other people.  

DreamThrower is a fun game concept that alters users’ dreams by detecting the 
dream state and playing external sound and light stimuli, and then coupled with a so-
cial network to share these experiences with their friends. Our digital DreamThrower, 
shown in figure 1, detects when a person has entered a dream state through eye 
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movements using an infrared (IR) sensor.  It uses external stimuli such as light and 
sound to enhance events in one's dreams.  When the user is awake, they would diary 
the events of the dream, as well as rank how pleasant or unpleasant (valence) the 
dream was. A user would be able to send another person a suggested stimulus via a 
social network service, or throw their dream to another user. 

This rich dream experience combines socialization of dream content and collabo-
ration of sharing dream experiences.  This is done by not only using stimuli to alter 
dream experiences, but also to share these experiences and stimuli with others to bet-
ter understand if others will have the same or similar dreams. Our prototype’s ability 
to detect rapaid eye movement (REM), which is a phenomenon of extremely active 
movement of the eye that can be observed while dreaming, effectively coupled to a 
social network to share dream stimuli opens up the possibility of a fun game envi-
ronment even if the stimuli itself does not have a significant impact. Instead, user en-
gagement with the social network may be sufficient to alter dreams to discuss with 
their network of friends. 

In the next section, we discuss the related work in the area of dreams and REM, 
dream stimuli and technologies related to dreams.  In section 3, we describe our system 
design.  In section 4, the user evaluation of our prototype is outlined, which is followed 
by our results (section 6), and finally the future works and conclusion is presented. 

 

 

Fig. 1. Photograph of DreamThrower prototype 

2   Related Work 

There has been significant work done in the area of dreaming from the perspective of 
behavioural psychology and brain science; however, the research done around the 
design of novel technologies in the domain of dreams is limited.  Existing work in-
cludes understanding different dream states, lucid dreaming, effects of external stim-
uli while dreaming, and measuring physiological outputs when dreaming.  

There has been research done in understanding different states when dreaming.  It 
is widely accepted that REM strongly correlates to the dreaming state, and that REM 
dreaming state is qualitatively different than non-REM sleep and waking states [15].   

The area of lucid dreaming is a domain that has spurred both academic and non-
academic studies.  The concept of lucid dreaming is structured around being aware 
while one is dreaming, being able to control a dream and being able to remember 
dreams [16, 18, 20].  Technology has been created to assist a person to be lucid when 
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dreaming [11, 18, 20, 23].  These technologies include technologies that first detect 
when a person has fallen asleep such as the NovaDreamer® device [11, 20]. The 
DreamSpeaker® provides audible signal and the DreamLight® provides light signals 
to assist the sleeper to understand that they have fallen into dream state to assist them 
in maintaining a lucid state while dreaming [11].  Similarly, the Lucid Dream Ma-
chine assists people in understanding that they are dreaming to help them in achieving 
lucid dreams [18].  The REM-Dreamer is another commercial product that works on 
the same premise but with the added functionality of being able to adjust the intensity 
of dream stimuli so that it is properly correlated for an individual in a dream state 
[23].  These technologies use an  IR sensor to detect eye movement (REM) to signal 
when a person is in a dream state; another study looked at methods to detect REM by 
non-visual means [1].  Our project will use the methods that have been commercial-
ized and studied to detect the dream state by measuring REM and also to understand 
the concepts of lucid dreaming; although our project will not focus on achieving and 
maintaining a lucid state when dreaming, it will need to be understood, so that our 
participants can remember and diary their dream experiences. 

Another related research area is in understanding how external stimuli affect 
dreams.  Sound stimuli while sleeping has been studied extensively: verbal sentences 
during REM sleep can assist in accessing declarative knowledge during sleep and 
help consolidate knowledge but these verbal cue will not be inserted into dream con-
tent [10]; the insertion of verbal content when sleeping also showed that external ver-
bal stimuli are perceived as belonging to the events of the dream [3]; the insertion of 
verbal stimuli prior to falling asleep was also studied and shown to effect dream con-
tent as well as recall after waking [9]; and finally another study revealed that sound 
stimuli while sleeping cannot be used as an alert [5].  Smell stimuli has also been 
studied although it has been shown that olfactory senses are very limited while sleep-
ing, and therefore has little effect on dream content [2, 8]. Finally, the use of light has 
been used in the lucid dreaming domain to alert a person of a dream state [21]; there-
fore, we can also appreciate that light or visual stimuli have a cognitive effect while 
dreaming.  Our project will use light and sound including verbal sound as stimuli to 
change the events of the dream and facilitate dream throwing. 

There have also been several studies that look at measuring physiological outputs 
when dreaming. Various physiological signals correlate to REM or dreaming activity 
levels [15, 16, 22].  Hobson et al. in 2000 developed the activation-input source-
neuromodulation model (AIM), where electroencephalogram (EEG) activation and firing 
level of reticular, thalamic and cortical neuron correlates to the activation level; level of 
presynaptic and postsynaptic inhibition and excitability of sensory motor patterns corre-
lates to internal or external information source; and activity of level of aminergic neurons 
correlates to mode or organization of data. Holzinger et al. in 2006 studied the electro-
physiological differences between lucid and nonlucid dreams in REM sleep by compar-
ing the frequency of EEG signals.  EEG signal frequency while sleeping and waking 
states has been stratified into 7 levels; for example, the delta level is with frequency of 
0.1 to 3 Hz, which corresponds to deep sleep and lucid dreaming and the 3-8 Hz is deep 
relaxation compared to 40 Hz is high-level information processing [4]. Further studies in 
understanding EEG signals have studied to further understand the alpha level of EEG 
activity in REM sleep [6].  Our work will not look at physiological outputs, but rather 
rely on self-reports of the dream after the person wakes up. 
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Another related work that deserves mention is the Dream Communicator, which 
was one of nine conceptual design proposals for information appliances in [13].  Al-
though the Dream Communicator was only perceived conceptually in this paper and 
never developed, its concept is to allow distant lovers to enter each other’s dream 
state by stimulating their dreams with sounds or speech; this idea builds on the ability 
for external stimuli to enter the dream state.  Although this design idea presents a por-
tion of the DreamThrower of sending some stimuli to a remote person, it does not 
provide outputs from the person to visualize their dream experiences, nor the idea of 
dream crafting and sharing these creations through diary logs.  

3   System Overview 

The DreamThrower is a system that will allow a person to alter their dreams by pro-
viding selected light and sound stimuli.  The stimuli will only be triggered when REM 
sleep is detected indicating that the user is dreaming.  This unique system will also 
have an on-line socialization of dreams component, where users can share their dream 
experiences by self-reporting their dreams, and then “Throw” (or share) these stimuli 
with their on-line DreamThrower friends.  

The system will also include a DreamThrower eye mask component.    The eye 
mask will contain an IR emitter and  detector pair to detect REM sleep.  Once REM 
sleep is detected, the selected light and sound stimuli will start until REM sleep ends. 
 Immediately after the dream state ends, the DreamThrower prototype will play a loud 
sound that says, "wake up", in order to wake the person who is asleep, so that they 
can report on their dream.  Dreams will be self-reported on the DreamThrower web-
site for sharing on-line with friends.  

This study does not focus on lucid dreaming or try to invoke lucidity while dream-
ing.  There has been significant work already done in lucid dreaming, so this study 
will not repeat this body of existing work.  The focus of this work will be to invoke 
dreams by selecting stimuli, and to share dream experiences with others by sharing 
the same stimuli. 

3.1   Design 

The detailed design for the DreamThrower system is shown in figure 2.  The main 
components of the design are the following: 

 

1. Eye mask: contains the IR emitter and detector, the light stimulus and the 
sound stimulus   

2. Arduino board: provides the power and the processing and control for the 
dream detection and playing of the stimuli, which is coded in C  

3. Computer: loads the stimuli on to the Arduino board and provides the link to 
the on-line website.  

3.2   REM Detection 

To apply the stimuli at the appropriate time, the DreamThrower system will need to 
detect when a person is dreaming by detecting the REM state.  In order to detect a 
REM state, an IR light signal will be shined across one eye towards the IR detector.   
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Fig. 2. Detailed design for DreamThrower 

When the pupil of the eye is stationary, the IR light will be blocked, and when  
the pupil moves the IR light will be exposed towards the detector.  This is shown in 
figure 3. The IR detector supplies different levels of voltage to the A/D converter on 
the Arduino board depends on the amount of IR light received. When the IR light is 
partially blocked, a low IR signal is detected, and when the IR light is exposed, a high 
IR signal is detected. 

To accurately detect the REM stage, the system performs a series of signal process-
ing algorithms on the sampled IR measurements. A preprocessing step is first done 
for noise reduction by a combination of windowing and integration. The basic rectan-
gular window is used to divide the signal into blocks of data each contains the IR  
 
 

 

Fig. 3. REM detection using IR detector and emitter. (a) shows the partial blocking of light 
when eye is in the position when the eye is not moving, (b) shows the full light signal being 
received when the eye moves to the side. 
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measurements over a small time interval. These blocks are then integrated to provide 
a single data value for each windowed period. Undesired high frequency noise is fil-
tered, and therefore, makes the signal generated in the REM stage more distinct com-
pared to the base signal where the eyes are quiescent. 

The entire REM detection algorithm can be divided into three stages: calibration, 
REM start detection and REM terminate detection. The calibration stage is used to 
obtain a baseline for the signal and is triggered after a preset waiting time. It is of im-
port to not start the calibration before the user falls asleep since the eye activities of a 
person during the REM stage is relatively similar to the activities when he/she is rest-
ing but awake [14]. A threshold value, which is required in the later two stages, is set 
according to this baseline value. 

Once the threshold obtained, the system is now ready to perform REM detec-
tion. The data points within a window of few seconds are used to observe the 
level of eye movement activities. After comparing each point with the threshold, a 
percentage of the number of points excess the threshold level can be calculated. A 
low percentage indicates that the eye was mostly stationary and pointing straight 
ahead whereas a high percentage indicates that the eye spent most of the time 
pointing away from the centre which is caused by extraocular muscle twitches 
during REM state.  

Figure 4 shows the calculated integrated IR signals over one sleep cycle.  This plot 
shows the pre-set waiting time, the calibration step, the non-REM sleep is shown dur-
ing the low values, and the REM sleep can be seen in the figure as the high values. 

 

 

Fig. 4. Plot of integrated IR signal using the DreamThrower prototype. After settling in time 
(0-20min) we calibrate the background signal (20-25min). The subject is sleeping but not 
dreaming (27-70min) and then enters REM sleep (70-110min). 
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3.3   Sound and Light Stimuli 

Once REM sleep is detected by the DreamThrower, light and sound stimuli that are 
selected by the user will be played until REM sleep ends.  The light stimulus will be 
sent from the Arduino board to a multi-coloured LED light that will be on the eye 
mask.  This LED light will be able to emit any light colour, which will be flashing on 
and off at a set frequency.  This will be done by controlling the output signals of the 
Arduino board that are sent to the red, green and blue inputs on the RGB LED light. 

The sound stimulus will be triggered when a command is sent from the Arduino 
board to a VMusic2 module.  This VMusic2 module will continuously play the selected 
sound file from a connected memory stick when REM sleep is detected. The VMusic2 
module will also play a sound to wake the user after the REM sleep has ended. 

3.4   Prototype 

A prototype for the DreamThrower was developed. This prototype closely followed 
the detailed design for the eye mask as described in Section 3 of this paper.  Figure 1 
shows a photograph of the prototype.  Laboratory safety glasses were used for the 
structure of the DreamThrower eye mask.  The IR detector and IR emitter were 
placed on the left eye of the goggles, and the light stimulus emitter was placed on the 
right eye of the goggle.  The Arduino board, battery, and VMusic2 were placed on-top 
of the goggles. 

The prototype had the following sounds available for the evaluation of the Dream-
Thrower system: 

 

• Jungle sound 
• Ocean wave sound 
• Heavy rain sound 
• Wind sound 

 

It is recognized that these sounds are currently limited to environmental sounds.  This 
will provide focus to our evaluation in understanding the effects of environmental 
sound stimulus.  Further study can be done to include other sounds such as music and 
verbal speech, as it has been recognized that speech sounds do influence dreams  
[9, 10].  Once the system detects that REM sleep has ended, the prototype plays a 
speech recording, “wake-up” very loudly, so that the user can awaken and report their 
dream experiences, which was done so that the prototype can be evaluated.  It is envi-
sioned that the user would be able to decide if they wish to be awoken after their first 
dream or second dream or never during a night’s sleep.  This is important as sleep 
continuity is of particular concern. 

The light stimulus could also be changed in the prototype.  The RBG LED light 
could take any combination of signals from the Arduino program to create a multitude 
of colours. The current Arduino program will create a flashing light at a set frequency 
of the colour that is chosen.  The sound and light stimuli can be changed directly in 
the Arduino program and uploaded to the board. 

The on-line system was not developed for the prototyping of the system; however, 
the self-report questions were asked using a questionnaire in the evaluation experiments. 
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4   User Evaluation 

This prototype was used for the user evaluation of the DreamThrower system.  The 
purpose of the evaluation was to answer the following research questions: 
 

1. Does the DreamThrower system accurately detect dreaming state while 
sleeping and play the stimuli while dreaming? 

2. Does the user of DreamThrower feel that the system influenced his/her 
dreams? 

3. Did the user feel that the DreamThrower system could be fun to use and 
share stimuli? 

4.1   Evaluation  

The system was tested using 3 subjects, who were outside of the research team.  The 
small number of subject for this evaluation was to establish an initial foundational 
understanding of the DreamThrower system.  There were one male and two female 
subjects. 

Each subject participated in 1 experiment.  Once again this was to obtain a founda-
tional understanding of the influence of dreams using the stimuli.  Table 1 show the 
type of stimuli that were used on each subject. 

Table 1. Stimuli that were used on each subject  

Subject Gender Sound Light 
Subject 1 Female Jungle Green 
Subject 2 Male Jungle Green 
Subject 3 Female Ocean Blue 

 
In order to answer the first research question, data was also collected using the Ar-

duino program to help facilitate the evaluation of the system.  This included a flag to 
confirm if the user entered REM sleep and a flag to confirm that the sound and light 
stimuli was played.  This was confirmed by asking the participants if they just had a 
dream prior to waking-up. 

The subjects were informed which sound and light stimuli will be played while 
they are dreaming. Subjects were informed of the stimuli as this is in line with the 
usage scenario for DreamThrower, where users download the stimuli onto the device. 
The eye mask was calibrated for each subject to ensure that the REM detection would 
function properly for their eye shape.  They would wear the mask while sleeping, and 
when they wake up, each subject was asked to complete an initial questionnaire. This 
questionnaire inquired if they had a dream and how much of it they could remember. 

If the subject did have a dream and remember some of it, they were asked to com-
plete a self-report questionnaire.  This questionnaire contained the same inquiries as 
the on-line self-report page.  This will provide an understanding of the dream that the 
subjects had during the experiment, and it will also provide an analysis of the ques-
tions that were chosen for the self-report page. 
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Finally, each subject was interviewed to obtain rich data set to qualitatively under-
stand the subjects’ thoughts about the DreamThrower system and the amount of in-
fluence that it had on their dreams.  The purpose of the questionnaires and interview 
questions were to answer the second and third research questions. 

4.2   Results 

Based on the data retrieved from the Arduino program, we were able to determine that 
the DreamThrower prototype was able to accurately detect REM sleep and play the 
selected stimuli for each of the three subjects. This was confirmed by the plot of the 
IR integrated signal for each user and correlating this with the flag of when the stimuli 
was played. 

The results of each subject’s retention and influence of the stimuli on their dream is 
summarized in table 2. 

Table 2. Results of user evaluation  

Subject Remember 
Dream? 

Noticed Stimuli? Felt their dream 
was influenced 

by stimuli? 

Subject of dream 

Subject 1 Little Yes, sound and light No TV Series 
Subject 2 Very little Sound only No Sports highlights 
Subject 3 Very little No No DreamThrower 

device 

 
Although the amount of dream content that the subjects remembered varied from 

little to very little, all three subjects can recall that they had a dream, and they had 
some recollection of the content of the dream.   

The awareness of the stimuli varied for each of the subjects. Subject 1 did notice 
the light and sound stimuli while dreaming and was awakened by them.  The subject 2 
only noticed the sound but not the light stimulus, where as subject 3 did not notice 
any stimuli at all. In the case where the subjects did notice the stimuli, the stimuli 
were treated by the subjects as actual phenomenon happening in the real world rather 
than in their dreams.  None of the subjects felt that the content of the dream was af-
fected by the stimuli. 

No correlation can be observed between the contents of the dreams of the three 
subjects: subject 3 dreamed about the DreamThrower device itself whereas subject 1 
dreamed about a TV series that she watched shortly before starting the experiment, 
and subject 2 dreamed about sport highlights. All three subjects rated their dreams to 
be neither disturbing nor pleasant. 

The interviews with the subjects also revealed some thoughts on their perception of 
the level of influence that the device had on their dreams. One subject felt that he/she 
would like to test the device multiple times: “I think, you have to have a series of ex-
periments in your subjects because it is not easy to get familiar with the device as I 
was affected by the device itself and not by the stimuli”. 
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Another subject commented about the comfort of the device itself, which speaks to 
how the device needs to be improved: “The device itself is too uncomfortable to wear. 
Also, I was awaken by the stimuli shortly after I started dreaming.” 

When the subjects were asked if they found the device and the concept of altering 
dreams based on stimuli “enjoyable”, all three answered “no”.  Although, two of the 
three subjects said that it was because the device did not alter their dreams, which 
suggests that if the device could alter the content of their dreams, they may have 
found it “enjoyable” to use. 

5   Discussion 

The data that was collected from this preliminary user evaluation confirms that the 
DreamThrower device does accurately detect the dream state of people while they are 
sleeping.  This is because it accurately detected the REM state of all three of the ex-
periment subjects.  Therefore, we can confirm our first research question: the Dream-
Thrower system does accurately detect dreaming state while sleeping and play the 
stimuli, while dreaming. 

However, it is evident that our data set on how sound and light stimuli influence 
dreams is very limited.  Therefore, no hard conclusion can be drawn on whether 
DreamThrower is able to influence dreams.  In order to fully understand how envi-
ronmental sound influence dreams, we would need to test each subject with each 
sound and light combination with varying volumes and light intensity as well as light 
flashing frequency.  Additionally, it is evident that each subject had very different 
interaction with the stimuli when it was play.  This suggests the high variability in 
people to filter out external sounds and light when dreaming.  Therefore, a user 
evaluation on a larger number of subjects is needed to fully understand how the 
DreamThrower device influences dreams. 

It is evident, however, that all three subjects’ dreams were not influenced by the 
device. Some possible reasons why the device did not have an effect on the subjects’ 
dreams: 

 

1. The type of audio/light stimuli chosen was not easily acceptable by humans 
as the content of their dreams. For example, using a recorded conversation 
instead of natural sounds may have a greater impact on the subject’s dream.  

2. For the subjects to interpret the applied stimuli as a part of their dreams 
might take some practice since humans tends to react (wake up when hearing 
the alarm clock) or filter out (sleep through the sounds of a thunder storm) 
external stimulation during sleep. 

3. The level of audio volume and light intensity might have an effect. If the 
volume or light intensity was too high, the subject was likely to be awaken-
ing by the stimuli before they have any effect on the dream. However, if the 
volume or light intensity was too low, the subject would not even have no-
ticed the stimuli. 

 

Furthermore, it is possible that the stimuli did have an effect on the lucidity of the 
subjects’ dreams since all three subjects were able to recall that they in fact had a 
dream. However, further experiments need to be performed to support this argument. 
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It is of importance that one of the subjects had a dream about the DreamThrower 
device, as it shows that dreams can be influenced by external stimulus.  This results 
shows validity to the idea that dreams can be influenced by stimuli and the concept of 
DreamThrower shows promise. Additionally, it is also interesting to observe that the 
content of each subject’s dream was based on the individual’s activities prior to sleep-
ing and also on their personal interests.  Therefore, the stimuli should perhaps be 
more personalized to the individual rather than being limited in scope. 

6   Future Work and Conclusion 

Based on the results of the preliminary user study, it is evident that the idea of dream 
sharing and dream influence presents an interesting and entertaining concept.  It is 
clear that more work needs to be done to better understand if sound and light stimuli 
can influence dream.  The use of only environmental sounds, such as ocean and rain, 
is easy for user to filter out or to understand as external sounds.  Therefore, further 
testing on different sounds such as music and speech sounds may yield different re-
sults.  This presents an area for future evaluation of the device.    

Testing the system on more users, where each user goes through the test several 
time with different stimuli is needed to better understand which sound and light hu-
man subjects would find to influence their dreams the most.  Allowing users to de-
velop their own stimuli based on their own interests would also provide an interesting 
study, as the content of the dreams are personalized to people’s individual context, 
thoughts and activities.   

The study focused on the DreamThrower device and only touches on the self-
reporting component of the whole system.  Therefore, future work should also con-
ceptualize and design the on-line system to diary dreams, collaborate with friend and 
create/choose sound and light stimuli.  Additional studies to understand the placebo 
effect of providing pre-sleep stimuli through a rich social network. 

The extension of entertainment to dreaming by incorporating a rich social network 
environment to share dream experiences and pre-sleep stimulus presents a novel con-
cept. Additionally, The concept of altering dreams by detecting dream state and provid-
ing stimuli is novel and presents a challenging yet interesting concept. By understanding 
the types of stimuli that will alter the dreams of the majority of people, a new human 
interface paradigm can emerge.  For these reasons, it is worth further study. 
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Abstract. This paper presents a novel game design that allows players to learn 
how to cast magic spells that combine hand gestures and speech. This game 
uses the imperfect recognition performance in speech and gesture recognition 
systems to its advantage to make the game challenging and interesting. Our 
game uses a Wii remote encased in a wand and a microphone to track player’s 
gestures and speech which are then recognized to determine if they have per-
formed the spell correctly. Visual feedback then provides confirmation of suc-
cess. Through the game, players learn to adjust their speaking and movement 
patterns in order to meet the requirements of the recognition systems. This ef-
fectively mimics the characteristics of casting spells correctly such that players 
are trying to adjust their performance so that an “oracle” recognizes their 
speech and movement to have a magical outcome. A user study has confirmed 
the validity of the idea and establishes the accuracy required to create an inter-
esting game based on the theory of channels of flow.   

Keywords: Interactive game, speech recognition, gesture tracking system, 
magic. 

1   Introduction 

Computer game design has been long investigated through the decades. The main 
goal of game design usually focuses on engagement and entertainment. The ideal 
achievement of a role playing game or an experimental learning game is to make the 
player experience a growth in skill and a series of discoveries throughout the game-
play. The main aspects involved in accomplishing this goal are game plot, challenge 
level, and game interaction [1]. An attractive game plot is the first part of a successful 
game design. Inspired by the popularity of magic related entertainment products such 
as books, movies and TV shows, developing a wizard game was our initial motivation 
of this work. Motivated by the Harry Potter book series [2][3], we conveyed a pre-
liminary survey of 25 participants mostly consisting of graduate students aged be-
tween 23 and 35 years old, located across the world including Canada, USA, Singa-
pore, and Norway (14 females and 11 males). Out of all participants, 17 of them were 
Harry Potter fans and they all showed great interest in games relating to this popular 
story plot. Additionally, 6 out of the remaining 8 non-Harry Potter fans were also 
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willing to try a magic-themed game. Among all the participants, 80% thought a spell 
learning activity in such games met their expectations. This large population of Harry 
Potter fans in the world provides great potential for this design. 

A magic spell consists of a synchronized gesture made with a verbal command. 
Building a wizard game capturing these features of a spell requires a system with both 
speech recognition to identify the spell’s incantation and gesture recognition to detect 
the player’s motions.  The recognition needs to be synchronized as both correct 
speech and gesture are simultaneously necessary for a successful spell.  

Speech recognition has been an active research area for over two decades. Recent 
work has shown success for speaker dependent, small vocabulary speech recognition 
system such as voice dialing on cell phones [4], however, due to the complexity of the 
human language, the accuracy for general speech recognition is still not perfect. Ges-
ture tracking also faces similar problems. Despite being in development for years, 
there are no non-encumbering systems that can report positions with perfect accuracy 
and position, while not constricted by various interfering media. To greatly oversim-
plify, the continuous works are encouraging, but we are still waiting for improved 
speech and gesture recognition technology to be created.  

Yet, the imperfectness within these technologies can be incorporated into our game 
as challenges, which can actually benefit the enjoyment of games. As shown in the 
three channel model of game design [5], challenge is an essential element of an attrac-
tive game. It was observed that the unpredictable nature of magic matches well with 
the flaws of these two technologies. The reasonable error rate in the speech and ges-
ture recognition systems can be used to impose challenges on the players. The players 
are then required to develop their skills throughout the game to overcome the techno-
logical difficulties in order to accomplish in game goals.  

The remainder of the paper is organized into four sections. Section 2 presents the 
background about game design and section 3 explains the implemented system. Next, 
user study results and discussion are presented in Section 4 and future work is pre-
sented in Section 5.  

2   Background 

2.1   Game Design 

Studies of experimental learning games by Kiili el. introduced a three channel model 
to describe game design [5]. Figure 1 shows the diagram referred to as a three channel 
model of flow. The axes of the diagram are challenges and skills, which are the most 
important dimensions of the flow experience. As P represents a player, the state of a 
player may fall into boredom region when challenges are significantly lower than the 
player’s skill level. On the other hand, if the challenges that a player faces are beyond 
their capabilities, they may feel of anxious, which forms the upper region of the dia-
gram. Flow emerges in the space between anxiety and boredom, which implies that 
challenges players face in the game closely match their skill level. A well designed 
game should keep the player within the flow state, where both the player’s skill level 
and challenge level grow at the same pace. Additionally, the flow channel can be 
extended by providing more guidance to the player or by providing the possibility of 
solving problems. Our design is able to accomplish this control of flow experience by 
providing variety of spells with different difficulties. 
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Fig. 1. Three channel model of flow 

2.2   Related Work 

2.2.1   Interactive Games 
We reviewed the literature, and did not find a game which allows the player to be 
involved with both their speech and body movements except for the unreleased Ki-
nect by Microsoft, which is advertised to have capabilities of natural speech and ges-
ture interaction with players [6]. Although there are many video games related to 
magic or based on the Harry Potter books and films, such as the Harry Potter video 
game series developed by EA games and Lego Harry Potter games developed by 
Traveller’s Tales, most are restricted to the visual interface only [7]. The most re-
cently released EA game - Harry Potter and the Half Blood Prince allows very limited 
simple gesture interactions using the Wii remote when played on the Wii platform [8] 
but does not incorporate any speech interaction. 

2.2.2   Gesture Recognition 
The common gesture recognition technique is to equip the hand with a number of 
sensors which provide information about hand position, orientation, and flex of fin-
gers. Recently, different researchers [9] have congregated to a new device for this 
problem: the Wii Controller. The key hardware contained in the Wii Controller that 
has attracted the researchers is its 3-axis accelerometer: Analog Device ADXL330. 
[10] This hardware emits a timed triplet (ax, ay, az)t which represents the acceleration 
in X,Y and Z axis at sample rates up to 80 Hz. [11] 

A recent work on gesture recognition [10] has shown that a 97% recognition rate 
on user dependent study and 72% recognition rate on user independent study can be 
obtained using Dynamic Time Wrapping on ten different gestures. The gestures used 
in that work are similar to gesture patterns used in our game, and therefore, their re-
sults can also be applied to our game. This means that through certain user training, 
high recognition rates can be achieved. Although it is not a perfect system, it is suffi-
cient for the game to be operational since it takes advantage of imperfect recognition 
as a source of challenge. This user training process is exactly what players in our 
game would strive for – to match the reference gestures through practice.  
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2.2.3   Speech Recognition 
A typical speech recognition system consists of a language model, dictionary and 
acoustic model. [12] The language model and dictionary are responsible for splitting 
up words into their base senones (sub-words) after which the pronunciation of each 
senone is stored in the acoustic model. There are three possible acoustic models: dis-
crete, semi-continuous and continuous hidden Markov model (HMM). The discrete 
HMM is the fastest but least accurate [13]. The continuous HMM is the most accu-
rate, but at the sacrifice of recognition speed, as it is the slowest. [14] Finally, there is 
the semi-continuous HMM which fits between the two previous HMM models, with 
good accuracy while maintaining speed.  

Sphinx4 [13] is an open source speech recognition system that has an approxi-
mately 97% recognition rate [16]. Although Sphinx4 does not have perfect recogni-
tion rate, it is more than sufficient for the purpose of our magic game, where the 3% 
error can be used as randomness to mimic the field of magic.  

3   Design and Implementation 

3.1   Game Design 

We selected 7 sample spells with different levels of difficulty to emulate the 7 years 
of Hogwarts School in our prototype design. This demo version offers the user a sam-
ple experience of the game; a complete game would likely include an interactive 
storyline.  

Two modes of play are provided are the adventure mode and free play mode. The 
adventure mode is a flow mode proceeding through all seven spells with increasing 
difficulty. The free play mode allows the user the flexibility to choose from any spell 
to learn and practice. 

A typical spell learning process starts with a clear and short tutorial showing how 
to pronounce the spell, how to move the wand, and how to synchronize the two. A cue 
is used to signal the user to start casting the spell and the recognition system will 
output one of four outcomes (success, marginal success, failure, and no effect) based 
on the closeness of the user speech and gesture against the pre-trained database. All 
spells are extracted from the original Harry Potter series by J. K. Rowling [2] [3]. 
According to our survey, this is more desired than randomly creating spells. Corre-
sponding gestures of the spells are creatively designed due to the lack of description 
of these gestures in the book.  

3.2   System Overview 

The implemented system has two main goals: to accurately capture and interpret the 
spells casted by the user. As the spells targeted by our system consisted strictly of 
speech and gesture, a sound capturing device and an accelerometer are adequate to 
satisfy the need.  The inputs provided to the two aforementioned devices are inter-
preted by recognition software to determine the accuracy of each casted spell. Based 
on the evaluation, a graphical output is sent to display the results to the user. An over-
view of the complete system is shown in Figure 2 and is discussed in detail below.  
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Fig. 2. System overview 

3.3   Hardware 

Our system consists of a microphone, accelerometer, display and a computer as de-
picted in Figure 2. For simplicity, we use a laptop containing the microphone, com-
puter, display, and a separate Wii controller with a built-in accelerometer (along with 
Bluetooth communication components).  The Wii controller is used to capture the 
gestures performed by the user and the microphone is responsible for capturing the 
speech. The Wii controller and the computer communicate through a Bluetooth con-
nection.  A C++ driver created by gl.tter [15] was utilized to facilitate the transmis-
sion of data between the Wii controller and the computer. Acceleration triplets, one 
for each axis{x,y,z}, are used to represent the  motion performed  by the Wii Control-
ler. The laptop ran Windows 7 with support for C++ and Java programs. In addition, a 
built-in Bluetooth adapter is included to establish the connection with the Wii remote 
controller.  

3.4   Software 

This section discusses the interpretation software employed and the method used to 
synchronize between the speech and gesture recognition systems.  

3.4.1   Speech Recognition 
Sphinx-4 developed by CMU [16] was used as the speech interpreter, and was written 
in Java. This software was chosen because it contains a large vocabulary database, is 
speaker independent, and has a continuous speech recognition function. Sphinx-4 is 
based on semi-continuous Hidden-Markov-Model, which matches the input with the 
most probabilistic word in the database. Our system makes use of the pre-trained Wall 
Street Journal acoustic models and a custom dictionary was created for each word to 
indicate the phoneme sequence to pronounce each word.  

The speech recognition system saves the matched word and the time which speech 
was first detected to a text file prior to termination.  
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3.4.2   Gesture Tracking System 
The gesture recognition system is written in C++ and built on top of the Wii remote 
[15] library which was also written in C++. The Wii remote is sampled at 5 Hz and the 
result is compared against reference data trained in advance. As gestures vary in length 
and speed, the total number of data points for each move also varies. This number is 
fixed during training stage. Sampled user data is clipped from starting time when 
speech was first detected to the end of gesture length. Comparison is done by calculat-
ing error using the Euclidean distance between the two sets of data. The overall error is 
the arithmetic average of the entire set of data representing the respective gesture.  

3.4.3   Integration and Synchronization 
The integration between gesture and speech recognition systems was done through 
synchronized writes and reads from the same text file to allow for communication 
between the C++ and the Java program. The speech recognition system writes the 
results to a text file which is read by the C++ program at a later time.  

Synchronization information is retrieved by tracking the start time of gesture and 
speech using the operating system’s clock in units of milliseconds. Once the start of 
speech time is determined, the gesture recognition will search through the acceler-
ometer data and set the closest matching data time as start and proceed with its recog-
nition. Once the start time is determined, the speed of gesture is guaranteed since 
sampling rate and the number of data points evaluated is constant and the speed of 
speech recognition system is constant, creating a synchronized overall system. In 
order to cope with minor system error and human reaction time, an experimentally 
determined offset of up to 600 ms is accepted between the gesture and speech recog-
nition start time.  

3.4.4   Visual Display 
There are four possible visual outputs for each spell casted depending on the result of 
the recognition software. Table 1 presents the visual output possibilities.  

Table 1. Visual output decision chart 

Speech correct? Gesture error: Visual output 
< 0.6 Success 

0.6 – 1.2 Random between shrunk 
effect and no effect 

Yes 

> 1.2 Fail 
< 0.6 

0.6 – 1.2 
Random between shrunk 

effect and no effect No 
> 1.2 Fail 

 
Each spell comes with a corresponding tutorial and each tutorial is an animation 

consisting of spell pronunciation, wand trajectory, and temporal relation of phonemes 
in the voiced commands. Figure 3 shows a non-animated picture of the tutorial. The 
solid black line indicates the wand’s path. Phonemes along this line indicate desired 
synchronization between speech and gesture. After the tutorial, a real scenario would 
appear as a cue to signal the player to start casting the spell. In the case of ‘accio’ 



38 C. Wang, Z. Liu, and S. Fels 

shown in Figure 4, the scenario is a toad to be magnified, and a successfully casted 
spell will be an enlarging toad as shown in Figure 6. All animations are made in 
Adobe Flash CS4 and the GUI is written with Visual Basic. The graphics are quite 
different from a real video game but is enough for constructing a primitive framework 
of the entire design.  

 

 
 

Fig. 3. Sample tutorial 
 

 
 

Fig. 4. Cue for user to being casting 

 

Fig. 5. Failed Spell Cast 

 

Fig. 6. Success Spell Cast 

4   User Study 

We adopted a common approach: play testing to evaluate our game design. Twenty-
nine subjects (17 males, 12 females) were recruited to participate in the volunteer 
study (UBC ethics code H07-03063). The principle dependent variable is whether the 
user enjoyed the game while the independent variable is percentage of spells cast that 
were successful based on adjusting decision thresholds to make it harder or easier to 
cast successfully. We call this our challenge level. 

4.1   Test Procedure 

The user survey was conducted in three different groups based on the success rate of 
all spells, which were categorized as low, medium, and high. The procedure for each 
group was the same.  
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The experimental procedure was first explained to the survey participant. The 
game then started with a practice mode allowing subjects to manually choose from a 
list of spells and practice each one at most three times. We allowed players to pro-
ceed and see all spells even if they did not pass in the three trials to control the  
experiment time. 

After the user exhausts the maximum number of tries for each spell or upon re-
quest, the game will enter the test mode, which loops through all seven spells and 
records the subject’s performance. Our challenge level was adjusted randomly to 
control the overall success rate in the testing mode for different subjects.  Each par-
ticipant was required to fill out a questionnaire regarding to their experience at the 
end. We note the number of spells passed on the paper for result analysis purposes. In 
particular, each subject was inquired about any suggestion for improvement they 
have, as well as their impressions on the game. For this, they were given choices of 
anxiety, enjoyment or boredom to describe their feelings through the game. 

4.2   Experimental Results 

Figure 7 shows the distribution of total performance in test mode for all subjects in-
corporating their emotions. It can be seen that the highest percentage of each group of 
participants that felt the game was enjoyable were participants who achieved success 
rate between 30%-84%. 67% of participants in the high success group were bored, 
and there was an approximate even distribution of emotions from the subjects in the 
low success group.  
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Fig. 7. Game enjoyment vs spell success rate 

Figure 8 shows the user enjoyment level of the game with respect to whether the 
participant is a frequent gamer or not. It can be seen that only 21% (3 out of 14) of 
frequent gamers didn’t enjoy the game, whereas 53% (8 out of 15) of the non-gamers 
did not enjoy the game.  
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Fig. 9. User feeling vs age 
 

 
Figure 9 shows user engagement in the game with respect to the participant’s age. 

The majority (71%) of participants in the age group between 18 and 22 years old felt 
the game was fun and engaging and 40% of the participants in the age group between 
23 and 27 years old gave positive feedback. An even split was seen amongst the third 
group which includes participants between 28 and 32 years, however, this data is 
inconclusive since the sample size is too small.  

4.3   Discussion  

Results from Figure 7 suggest that a success rate between 30%-84% provides a sig-
nificant chance of flow experience where players are most likely to be intrigued by 
the game. On the other hand, excessive success rates depreciate the enjoyment of the 
game, which leads to boredom. The result for the low success rate group suggests that 
participants can still enjoy the game by aggressively improving their skills and striv-
ing into the “flow” region despite falling transiently into the anxiety zone. 

Figure 7 also demonstrates the correlation between challenge level and user ex-
perience, thus, verifying the hypothesis of the three channel model of flow presented 
in Figure 3 is applicable to our design. One way to obtain the desired success rate on 
users is to setup an adaptive system where the evaluation criterion becomes more 
stringent as the player’s success percentage exceeds a particular threshold, such as 
84%. This way, all players, regardless of skill level can feel challenged without 
changing the spells. On the contrary, the evaluation criterion could also become leni-
ent for players with a success rate below a specified threshold, such as 30%. The 
adjustment of evaluation criterion in the background should not be detected by the 
players, and this adaptive system could be used to maintain the engagement level of 
all players. Naturally, more complex magical spells can be introduced to provide 
increasing complexity for advanced skill levels. 

By observing the subjects’ performance, we noticed that spells with simple speech 
and gesture are easier than those that consist of a relatively long speech with multiple 
phonemes and a more intricate gesture motion path, which confirms our preliminary 
assumptions on spell difficulty.   
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Results from Figure 8 infer that frequent gamers were much more engaged to the 
game than non-frequent gamers. Given that frequent gamers are likely to be exposed 
to various types of games, their past experience establishes a guide for comparing our 
game against the ones previously played. Positive feedback from them demonstrates 
that our game has great promise for future investments.  

Based on the statistics from Figure 9, our game was more appealing to the age 
group between 18 and 22 than older age groups. Due to this trend, as well as the target 
age group for many popular magical paraphernalia, we believe there is likely to be an 
increasing trend on even younger populations, specifically between ages 13-17 who 
would be attracted by the game.  

Overall, the subjects were fascinated by the game despite that 6 out of 29 testers 
thought the game’s visual interface could be improved, which encourages further in-
vestigation on this type of game. The novelty of the design idea and integrated system 
with both speech and gesture recognition technology explores a new space for future 
game development. Many subjects recommended that a better plot, background music 
and costumes such as a pointy hat for the players would further improve game quality.  

5   Conclusion 

In this paper, we presented the design of an interactive game using speech and gesture 
recognition systems. We created a framework with a spell casting environment which 
took advantage of the imperfection of the aforementioned technology to portray ran-
domness in the magical world. The user study showed that frequent gamers aged 
under 22 could be the main target audience for such a game. In order to maintain the 
player’s interest, the design should follow the principles of the three channel flow 
model and the spell casting success rate should be kept within 30% and 84%.  This 
success rate would avoid leaving players with feelings of anxiety or boredom. 

6   Future Work 

Current data suggests that most players were only able to successfully cast 2 or 3 
spells out of the 7 with minimal practice. As we plan to introduce a more complete 
story plot, more spells are needed. 

Due to ethical issues involved with running experiments on minor subjects, we 
were unable to obtain feedback from users in younger age groups. As seen from Fig-
ure 10, there is a clear trend of increasing interest for our game for younger partici-
pants. Based on this, more experiments on younger subjects could be done to obtain 
important user feedback. 

Despite a suboptimal storyline, enhancing visual interface with more vivid anima-
tions and completing the storyline with more spells and versatile activities are the 
main future work of this design. Some details such as flexibility of skipping part of 
the introduction and tutorial more help information, and better wand design could also 
help make it more like a commercial game. Furthermore, user customizations such as 
selecting courses according to user interest and picking their own wands can be added 
to furnish the design. 
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Another aspect that is missing in our prototype system is providing audio clips for 
visual animations. A door that opens with a squeaking sound is much more satisfying 
than only seeing the door open on the visual output. The user would thus experience a 
more realistic environment and surely be more immersed in the game.  

Unifying the programming language for speech and gesture recognition software 
can further improve the synchronization and the integration of the overall system. One 
possibility is to rewrite either the speech recognition in C++ or rewriting the Wii 
remote driver in Java. Either way, using one language would make it easier to access 
intermediate recognition information by the other system, allowing better synchroni-
zation schemes.  
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Abstract. We propose an interactive technique using onomatopoeia.

Onomatopoeia are imitative words such as “Zig-zag” and “Tick-tock”.

Some Asian languages, especially Japanese and Korean, have many ono-

matopoeia words, which are frequently used in ordinary conversation, as

well as in the written language. Almost all onomatopoeic words represent

the texture of materials, the state of things and emotions. We consider

that onomatopoeia allows users to effectively communicate sensory infor-

mation to a computer. We developed a prototype painting system called

Onomatopen, which enables a user to switch brushes and apply effects

using onomatopoeia. For example, if the user draws a line while saying

“Zig-zag Zig-zag...”, a jagged line is drawn. As a result of our user test,

we found that users can easily understand the usage and enjoy drawing

with this application more than with conventional painting software.

Keywords: Onomatopoeia, Multimodal input, Pen-based interface,

Voice-based interface.

1 Introduction

Onomatopoeia is a general expression used in ordinary spoken and written lan-
guage. Some kinds of onomatopoeic words imitate sounds, such as the sound of
a clock: “Tick-tock”. Others mimic states or emotions, such as “Zig-zag”.

The use of onomatopoeia varies with language, and some Asian languages,
especially Japanese and Korean, have many onomatopoeia words.

Onomatopoeic words represent states, movements, feelings and emotions, and
allow their expression in a fun, lively manner. Children typically call cars
“Zooom” or call dogs “Bow-wow”, as onomatopoeic words are easy to pronounce
and remember even for children.

Although onomatopoeic words are often used in conversation and writing,
they are not used in human-computer interactions. Among the many research
projects on interactive techniques using voice input, few research projects have
focused on onomatopoeia. Herein, We propose a friendly, sensory-based interac-
tive technique based on the use of onomatopoeia.

H.S. Yang et al. (Eds.): ICEC 2010, LNCS 6243, pp. 43–54, 2010.
c© IFIP International Federation for Information Processing 2010
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2 Onomatopen

We applied the interactive technique using onomatopoeia to painting software,
and developed a prototype called Onomatopen. Onomatopen enables users to
draw textured lines using onomatopoeia, and the texture is associated with the
onomatopoeic word spoken. In case of drawing a dotted line, the user draws a line
while saying “Ten Ten...1”, and the texture of the line becomes dotted (Fig.1). In
a similar way, using various onomatopoeia, the user can control certain functions
of painting software such as switching brushes and applying effects to images.

Fig. 1. Concept Image of Onomatopen

2.1 Features

The novel features of Onomatopen compared with existing painting software are
as follows.

– Suitable mapping between operation methods and functions
– Multimodal interaction
– Entertainment applications

Suitable Mapping between Operation Methods and Functions. Ono-
matopoeia is suitable for representing states of objects in a more sensory-based
manner. In Onomatopen, users can imagine the texture of a line or executed
function more easily than by changing brushes using buttons.

It is important to associate operation methods with functions intuitively in
painting software, because drawing pictures requires sensitivity and feeling.

Multimodal Interaction. One of the important features of Onomatopen is the
ability to draw lines using the voice. This is a kind of multimodal interface. We
can help users input more details, such as texture, while drawing. Furthermore,
this interaction omits explicit switching operations such as selecting a brush.

Entertainment Applications. The above features of Onomatopen, such as
appealing to sensitivity and visual/auditory feedback, are suited to the entertain-
ment of the user. Users enjoy synchronizing the pen input and visual/auditory
feedback. Drawing for play or as a hobby needs to be fun not only efficient.
1 “Ten” means a dot in Japanese.
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Fig. 2. System architecture

2.2 Functions of Onomatopen

We have currently implemented 10 features using onomatopoeia (Table 1, Fig.3).
There are two main uses of onomatopoeia; switching brushes and editing images.

Table 1. Functions corresponding to onomatopoeia

Onomatopoeia Function (Edit, Effect)

Keshi Keshi (means erasing) Eraser

Choki Choki (means cutting) Cut

Peta Peta (means pasting) Paste

Copy Copy Copy

Biyoon (means deformation) Deformation

Switching Brushes. In the case of general painting software, brushes are
switched using menus or keyboard shortcuts. On the other hand, users can
change brushes simply by saying the appropriate onomatopoeia for the desired
texture in Onomatopen (Fig.1). For example, by drawing while repeatedly saying
“Zig-zag Zig-zag...”, the texture of the brush automatically switches to Zig-zag.
Figure 3 shows the brushes available and the corresponding onomatopoeia.

Editing Images. We have also developed editing functions such as erasing and
cut/paste using onomatopoeia.

Users can erase drawn pictures by stroking the picture while saying “Keshi
Keshi...2” (Fig.4).

We have also developed copy/cut/paste functions using onomatopoeia. Pic-
tures are cut by stroking while saying “Choki Choki...3” and copied by stroking
with saying “Copy Copy”. Cut or copied pictures are pasted by clicking while
saying “Peta4”. By stroking with saying “Peta Peta...”, the picture is pasted
repeatedly and acts like a kind of brush (Fig.5).

Deformation Effect. We have developed a function to apply a deformation
effect using onomatopoeia. By dragging a picture while saying “Biyoon5”, the
dragged area is stretched like rubber (Fig.6).
2 “Keshi” means erase in Japanese.
3 “Choki” means snip in Japanese.
4 “Peta” means pasting in Japanese.
5 “Biyoon” represents the sound of stretching a rubber-like material in Japanese.
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Fig. 3. Brushes corresponding to each onomatopoeia

Fig. 4. Erase function

Fig. 5. Cut & Paste
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Fig. 6. Deformation Effect

3 Implementation

The Onomatopen system consists of two parts; the voice recognition element
and the painting element (Fig.2). The voice recognition element extracts ono-
matopoeia from user’s voice in real-time. The painting element receives the re-
sults from the recognition element and switches to the function corresponding
to the onomatopoeia.

3.1 Voice Recognition Element

The voice recognition element is based on Julius[1], which is an open-source voice
recognition engine. Julius allows the user to customize the grammar for recog-
nition. Onomatopen uses the grammar that recognizes repeated onomatopoeia.
Figure 7 show the state transition diagram for the recognition of the repeating
onomatopoeia “Zig-zag Zig-zag...”.

Julius runs as a socket server, which sends the result from the recognition ele-
ment to the painting element immediately after recognition, the painting element
requires the recognition results while the pen is in motion and the onomatopoeic
phrase is being repeated.

Giza

Giza Noise

Silent

Giza

Fig. 7. State transition diagram recognizing “Giza Giza...”
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3.2 Painting Element

The painting element was implemented in Adobe AIR. This element receives the
onomatopoeic words from the voice recognition server and switches to the brush
corresponding to the onomatopoeia.

It is a burden for the user to say the onomatopoeic phrase repeatedly through-
out stroking. To reduce the burden, even after the user stops repeating the
phrase, the brush continues as selected until the end of the stroke. The painting
element corrects voice recognition errors as described below.

3.3 Voice Recognition Error Correction

The voice recognition system cannot avoid recognition error. If the brush re-
flected the recognition result without correction, it would frequently switch to
an unintended format.

To correct recognition error, we took advantage of the following characteristic
of onomatopoeia. In Japanese, almost all onomatopoeia consists of the repetition
of the same word. Conversely, it is unusual for other words to be added in
repetitions; for example, “Zig-zag Dot Zig-zag...”. When such an unusual pattern
is recognized, the onomatopoeia pattern is corrected as a repetition of “Zig-zag”.

Using this method, the brush changes format on the basis of the most fre-
quently appearing word. When the brush changes format during a stroke, the
drawn line is rendered again from the start point.

According to this correction method, if an unintended line is drawn, the user
can fix it by simply repeating the correct word several times (Fig.8).

Fig. 8. Error correction by repeating onomatopoeia

3.4 Gap between the Beginning of a Stroke and the Beginning of
Speech

Oviatt[10] showed that the order and the gap between the beginning of a stroke
and the beginning of speech differs according to the individual. If the user
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occasionally begins repeating the onomatopoeia after the beginning of the stroke,
the type of brush can not be defined from the beginning. In such case, a light
gray line is drawn at the beginning, and this line is drawn again after the brush
format has been defined by voice recognition. The user can draw lines regardless
of the gap between the beginning of a stroke and the beginning of speech.

4 Evaluation

We evaluated the prototype by user testing and observation.

4.1 Experiment

After brief instruction regarding the features, each subject freely drew pictures
using the Onomatopen for about 10 minutes (Fig.9). Last, we surveyed the
subjects by a questionnaire containing questions scored from 1 to 5 and by a
free form.

Fig. 9. Evaluation Setting

4.2 Subjects

9 subjects (22-32 years old Japanese, 7 females and 2 males) participated in
this experiment. The study group contained an expert in painting who uses
painting software almost everyday and 3 people who had had little experience
with painting software.

4.3 Results and Discussion

Tables 2-5 show the results from the questionnaire.
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Table 2. Did you feel the mapping between functions and operations natural?

Natural 6 3 0 0 0 Unnatural

Table 3. Could you soon understand the usage?

Yes, immediately 8 1 0 0 0 No, not at all

Correspondence between Functions and Operations. As shown in Table
2, all subjects answered that the mapping between functions and operations was
“Very Natural” or “Natural”. This result supports the idea that switching the
brushes and functions using onomatopoeia is an intuitive interaction.

Eight of 9 subjects could remember the usage immediately (Table 3); there-
fore, it is reasonable to suppose that the interaction technique is a easy to re-
member regardless of one’s experience with painting software.

One of the reasons why subjects could remember all the onomatopoeia easily is
that the number of onomatopoeic phrases recognized in the current prototype is
limited in 10. If the number of onomatopoeic phrases is increased, it will be hard
to remember those onomatopoeic words. Although this prototype implements
brushes and functions that are easy to express in onomatopoeia, some of brushes
and functions have no/many corresponding onomatopoeia.

Table 4. Could you draw as you like without failure?

Yes, perfectly 1 2 2 4 0 No, not at all

Table 5. Could you enjoy drawing?

Enjoyed 7 0 1 1 0 Bored

Textures or functions imagined from onomatopoeic phrases differ according
to the individual. In case of the experiment, a subject commented that “The
lumpy texture is different from what I imagined”. Thus it became clear that
brushes implemented in this prototype did not always correspond to what the
subjects imagined.

For this reason, the following points require further survey; the kind of brush
associated with certain onomatopoeia, the number of onomatopoeia that a user
can remember, and individual differences in the understanding of specific from
onomatopoeia.

Although it is unrealistic to control all functions in existing painting software
using onomatopoeia for the above-mentioned reasons, we suppose it is feasible to
assign some functions to specific onomatopoeia as shortcuts. In addition to the
normal controls using GUI, by assigning onomatopoeia to particular functions
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which are frequently used or are easy to express in onomatopoeia, the user will
not have to remember all onomatopoeia, and be gradually able to learn the
necessary onomatopoeia. If the user can add/change the assignment, individual
differences will not be a problem.

Multimodal Interaction. The input method of Onomatopen, which uses a
pen and voice simultaneously, is not popular in current human-computer inter-
actions. Although all subjects could understand the basic usage immediately, 4
of 9 subjects answered they could not draw as much as they liked (Table 4),
and the prototype received low scores. One subject commented that “Pasting
is a little difficult to use. Occasionally voice recognition failed, and it did not
work correctly.”. Since the onomatopoeia corresponding to the stamp tool and
the deformation effect are not pronounced repeatedly, error correction based on
onomatopoeia repetition did not work, and failures often occurred when there
was a gap between the beginning of the stroke and speech. Another reason for
the low evaluation is the lack of an Undo/Redo function. This prototype did not
have an Undo/Redo function and the user could not undo a failed stroke. The
problem with the user not being able to draw as much as they liked requires fur-
ther work and we hope it will be resolved by the implementation of Undo/Redo
and the reduction of voice recognition errors.

Error correction by onomatopoeia repetition worked. Subjects who under-
stood the function could draw lines as intended by repeating the onomatopoeic
word when the line was incorrect at the beginning of the stroke. Although sub-
jects did not notice the function in the beginning of the experiment, they could
quickly understand its use after it was explained and they were able to employ
the function.

We plan to carry out quantitative evaluation of the error correction function
and detailed analysis of the gap between the stroke and speech in order to
improve the multimodal interaction.

Entertainment. Seven of 9 subjects felt that drawing using Onomatopen was
fun (Table 5), and 5 subjects commented that it was very enjoyable. It is likely
that Onomatopen entertains the user more than existing painting software, al-
though there were subjects who could not draw as much as they liked. On the
other hand, some subjects commented that “It’s also fun to fail” and “It will be
exciting if I draw with many people”. If Onomatopen is used for entertainment,
the failures will be simply a part of playing.

5 Possible Applications

Further possible applications of Onomatopen include the following.

5.1 Maps

One merit of Onomatopen is that the user can draw decorated lines quickly
and easily. When a user draws a map for guidance, it is better that the lines
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representing rails, streets and rivers are shown differently. For example, rails and
trains are drawn by saying “Clickety-clack”, streets and cars are drawn by saying
“Zoom”. In this way, we believe the user can draw maps more efficiently.

5.2 Animation and Games

It may be possible to move still pictures using onomatopoeia representing move-
ment. An airplane can be made to fly by saying “Zoom” or a train made to run
by saying “Clickety-clack”.

In the similar way, video games can be controlled by onomatopoeia. For ex-
ample users can make characters jump by saying “Hop!” or fire a gun by saying
“Bang!”.

6 Related Works

6.1 Multimodal Interface Using Voice Input

VoicePen[4] proposed a technique to control the thickness, color, transparency
and definition of lines using voice characteristics such as loudness and pitch.
Although it is similar to Onomatopen in that the textures of lines is controlled
by the voice, our research focused on onomatopoeia as information provided by
the voice.

Igarashi et al.[5] and Harada et al.[3] proposed interactive techniques using
non-verbal information, and reported that non-verbal input enables users to
continuously control the strength of effects with resistivity against noises. It
will be possible that Onomatopen can adopt such a technique for controlling
the thickness and transparency of lines by the volume or pitch of the voice, in
addition to the control by onomatopoeia alone.

A multimodal interface that combines pen input and voice commands has
been discussed for a long time[2][6]. Onomatopen is different in that it is focused
on onomatopoeia for voice input.

Kurihara et al.[8] proposed a system that supports writing on a electronic
blackboard during lectures by predictions, and allowing the completion of hand-
written notes from the talk. They reported that it was designed to aid writing
more quickly, easily and clearly to record information provided in lectures. Ono-
matopen will also be able to support such situations.

6.2 Sound Symbolism of Onomatopoeia

Onomatopoeia is mainly studied in the fields of literature, linguistics and psy-
chology. A representative study is Tamoris’ investigation of the phonological
characteristics of onomatopoeia [11]. Murakami[9] analyzed the sound symbol-
ism, which is the relation between the phoneme and the meaning. He extracted
phonemic components from Japanese onomatopoeic words by multivariate anal-
ysis, and clarified the relation between the phoneme and the meaning in terms
of emotions, impressions and materials.
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In the field of computer science, Komatsu demonstrated technology to digi-
tize the impressions from onomatopoeia based on the acoustic meaning of the
phoneme [7]. Each onomatopoeia is expressed by 8 attribute values such as hard-
ness, smoothness and humidity. We may apply this technology to automatically
associate an onomatopoeic word with a brush. Another approach to generate
new brushes could be also possible through the analysis of sounds and directly
extracting the symbol for the sound without recognizing the spoken word. While
the former approach uses only symbolized and simplified information from the
sound, the latter approach has an advantage in using much more information
from the sound. With the latter approach it may be possible to control the ex-
pression based on the way of pronunciation. However, loudness and pitch differ
according to the individual, thus the general ability that anybody can draw the
same zig-zag line by saying “Zig-zag” would be lost.

7 Conclusion

We developed a novel drawing system, called Onomatopen, that enables users
to draw various textured lines by saying aloud the corresponding onomatopoeia.
In addition to drawing lines, users can edit and apply effects to images using
onomatopoeia. This input technique enables users to draw in a more sensory-
based manner and more enjoyable than with existing painting software. We will
apply our interactive technique to other areas in which we can takes advantage
of onomatopoeia including animation, games and drawing maps.
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Abstract. Increasingly, the movements of players’ physical bodies are being 
used as a method of controlling and playing video games. This trend is evi-
denced by the recent development of interpersonal touch-based games; multi-
player games which players control by physically touching their partners. Al-
though a small number of interpersonal touch-based games have recently been 
designed, the best practices for creating video games based on this unconven-
tional interaction technique remain poorly explored and understood. In this pa-
per, we provide an overview of interpersonal touch interaction in video games 
and present a set of design heuristics for the effective use of interpersonal touch 
interaction in video games. We then use these heuristics to analyze three current 
interpersonal touch-based games in order to show how these heuristics reflect 
on the current state of the art. Finally, we present our vision for the future of 
this interaction modality in video games. 

Keywords: Games, interpersonal, touch, interface, design, heuristics. 

1   Introduction 

Within the last decade, the way we play video games has changed. The phenomenal 
success of games like Dance Dance Revolution, Guitar Hero and Rock Band has ush-
ered in a new era of physically-active gaming. To see the popularity of these physi-
cally-active games, one need look no farther than Nintendo’s home fitness game, Wii 
Fit which (as of this writing) has sold 22.6 million copies, making it the fifth-best-
selling video game ever produced. The success of these games and of many others like 
them has forced both players and game designers to broaden their understanding of 
what it means to play video games. Video gaming is no longer just an activity which 
involves passively staring at a computer monitor – it can also be an active experience, 
one which involves the player’s entire body. 

One of the recent advancements in the field of physically-active gameplay is the 
advent of video games based on interpersonal touch. These are multiplayer video 
games in which the system can sense when two or more players are physically touch-
ing, and which makes the act of touch part of the game. The distinguishing character-
istic of interpersonal touch-based games is not just that the players’ physical actions 
have a direct impact on the game they are playing, but that these actions arise  
through their interactions with their fellow players. In this regard, games based on 
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interpersonal touch provide an inherently social experience, since their gameplay 
necessitates interaction between players. 

We are aware of only four video games which have made use of interpersonal 
touch in their gameplay mechanics: “Get Lucky” Charms (also known as Intimate 
Controllers) by Chowdhury [3], Freqtric Game by Baba [1], and Matchmaker and 
Prism Squad: GO!, both designed by our group [11, 10, respectively]. As these four 
games form the basis of our discussion in this paper, we shall examine each of them 
in detail later on. But first, we turn our attention to a more fundamental question: How 
does interpersonal touch fit into the broader practice of video game design?  

2   Interpersonal Touch in Video Games 

If we accept that the purpose of a game is to provide amusement to its players, then 
any effective use of interpersonal touch must somehow contribute to this overarching 
goal. We believe that interpersonal touch can best contribute to players’ enjoyment by 
promoting player-to-player socialization. The value of socializing in multiplayer 
video games should not be underestimated; several studies have shown that the social 
atmosphere created by video games can be just as important to players’ enjoyment as 
the game they are playing. In “Why We Play Games: Four Keys to More Emotion 
Without Story”, Lazarro examined thirty volunteers while they played their favorite 
video games in an attempt to understand what makes games fun [8]. She encapsulated 
her findings in the form of four “keys” – aspects of gameplay which players enjoyed. 
Lazzaro’s fourth key, which she called “The People Factor,” described the rewarding 
interactions which come from socializing with other players. Lazarro observed that 
“players in groups emote more frequently and with more intensity than those who 
play on their own. Group play adds new behaviors, rituals, and emotions that make 
games more exciting.” In fact, her findings indicate that the act of socializing may 
often take precedence over the game itself – in many cases, players would “play 
games they don’t like [just] so they can spend time with their friends.” [8] 

Voida et al. reported similar findings in their study of collocated gaming groups 
[9]. In their own words: “The primary motivation for group console gaming was not 
the games themselves, but the social interactions afforded by the collocated gameplay. 
The most important part of group console gaming was, very simply, ‘the sociability of 
it’”. In fact, for many participants in Voida’s study, socialization was not just the 
primary motivation for playing but the only reason: many of the adult females and all 
of the elderly participants who were interviewed for the study admitted that they only 
played console games in groups – never by themselves [9]. 

We believe that interpersonal touch provides opportunities for socialization in a 
media where social interaction is desirable. Human beings naturally recognize touch 
as a gesture which signifies a meaningful social connection; when two players touch, 
it acts as an icebreaker and as an invitation to further social interaction – even if the 
players themselves don’t consciously realize this [4]. By integrating interpersonal 
touch into the designs of video games, we believe it becomes possible to create more 
social, more memorable gameplay experiences. 
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3 Video Games Based on Interpersonal Touch 

With our newfound understanding of interpersonal touch and how it shapes players’ 
gameplay experiences, let us now examine how interpersonal touch has been used in 
practice. We begin our examination of interpersonal touch in games with Intimate Con-
trollers [3] – a project which combined video gaming with the intimate aspects of touch. 

3.1   Intimate Controllers 

Intimate Controllers was an exhibit presented at Unravel, the SIGGRAPH 2007 fash-
ion show. The eponymous intimate controllers were pair of wearable undergarments – 
a woman’s bra, and a man’s boxer-short – designed to be used as wearable video 
game controllers. Each controller contained a set of embedded touch sensors which 
were divided into three “intimacy levels”. The more intimate touch-sensors were 
positioned nearer to the cups of the bra and the buttocks of the shorts, respectively. 
These controllers were designed to be used by couples as a way of encouraging inti-
mate interaction between the partners as they played. Each player’s inputs are located 
on the opposite player’s body – the male player touches his partner’s bra, and the 
female player touches her partner’s underpants. Due to the layout of the sensors, this 
leads to very sexually-explicit positioning when two partners play together: the male 
stands behind his female partner, cupping her bra, while the female player reaches 
behind herself to cup the male’s buttocks [3]. 

Accompanying these Intimate Controllers was a video game entitled “Get Lucky” 
Charms. “Get Lucky” Charms was a timing-based game similar to Dance Dance 
Revolution in which players had to touch their partner in the appropriate location as 
symbols corresponding to the various intimacy levels scrolled from the bottom to the 
top of the screen. 

3.2   Freqtric Game 

Freqtric Game is the unifying label applied to three interpersonal touch-based games 
developed by Baba et al [1]. Each game in the Freqtric Game series is played using 
the “Freqtric Game controller device” – a handheld gamepad with a steel plate on the 
back which enables the system to detect when two players are touching. The three 
games each explore the use of touch in a different genre of gameplay. Freqtric Shoot-
ing is a two-player cooperative top-down shoot-‘em-up where players can touch their 
partner to activate screen-clearing bombs. Defeated players can also rejoin the game 
by touching their partner 100 times in a row. Freqtric Dance is a Dance Dance Revo-
lution clone which introduces a “touch” symbol to the standard directional arrows. 
Freqtric Robot Battle is a competitive two-player fighting game which plays out like 
a robot sumo match; each player’s goal is simply to knock their opponent out of the 
ring. In addition to firing a virtual missile launchers, players can attack their oppo-
nent’s robot by physically attacking their opponent; slapping the other player will 
cause their robot to recoil, while grabbing your opponent will allow your robot to drag 
your opponent’s robot around the arena. 
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Fig. 1. A couple playing Matchmaker (left). Matchmaker’s main game screen (right). [11] 

3.3   Matchmaker 

Matchmaker is a two-player, cooperative tabletop video game which, like Intimate 
Controllers, examines the role of touch as a symbol of romantic love between couples 
[11]. But whereas Intimate Controllers put its emphasis on sexual intimacy, Match-
maker focuses on the cute, more innocent aspects of love. [11] 

In Matchmaker, players work as a team to create matches between tiny virtual peo-
ple called “Peeps” (Fig. 1). Players can move Peeps around the tabletop by touching 
and dragging them with their fingers. When the players select two Peeps and drag 
them together, a match will be created if the Peeps are the same color. The players’ 
goal is simply to make as many matches as they can. However, there is a catch: If 
Peeps are not matched up quickly enough they will become “lovelorn”. Lovelorn 
Peeps quickly turn grey, making them ineligible to be matched with other Peeps. 
Lovelorn Peeps can only be cured through interpersonal touch. If a player holds their 
partner’s hand and touches a lovelorn Peep then the Peep’s color will return, allowing 
it to be matched up once more. 

Matchmaker shows how interpersonal touch can serve two functions – it is both a 
gameplay mechanic and a social dynamic. In gameplay terms, handholding is a coop-
erative mechanic which encourages players to work together in their pursuit of a 
shared goal. However, it is also a tangible symbol of the game’s romantic theme. 

3.4   Prism Squad: GO! 

Whereas the previous two games explored the use of interpersonal touch in romantic 
contexts, Prism Squad: GO! was our attempt to broaden the appeal of interpersonal 
touch in games by creating a touch-based game which could be enjoyed by anyone – 
not just romantic couples [10]. Prism Squad: GO! is a science-fiction shoot-‘em-up, in 
which players defend a planet from invading UFOs by using their personal spacecraft 
to shoot down the incoming UFOs before they can crash into the surface of the planet. 
The game is played using Nintendo Wiimote controllers and a large-screen display. 

Prism Squad: GO! is a game which  makes extensive use of color. Both the players 
and the enemies are color-coded. This is significant because an enemy UFOs can only 
be destroyed by a player of the same color. And while there are only three players 
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(red, yellow and blue), the enemies come in seven distinct colors (red, yellow, blue, 
orange, green, purple and white.) While the red, yellow and blue UFOs can be de-
stroyed by a single player acting alone, players must use teamwork to defeat the or-
ange, green, purple and white UFOs. This teamwork is manifested through Prism 
Squad’s color-blending mechanic: whenever two players touch, their colors will tem-
porarily be combined, changing the color of each player involved. For example, if the 
red and blue players touch, their spacecrafts will each turn purple, temporarily allow-
ing them to destroy purple UFOs. If all three players touch, their spacecrafts will turn 
white. Much of the excitement in Prism Squad: GO! comes from deftly coordinating 
blends with your teammates to take on the ever-changing onslaught of colorful UFOs. 

Although Prism Squad: GO!’s gameplay mechanics were inspired by interpersonal 
touch, we are currently still developing a working touch-sensor for the game [10]. 
Therefore, we used a form of “simulated touch” to develop and playtest Prism Squad: 
GO! We designated the ‘A’ button on each player’s Wiimote as the “touch button” – 
whenever two or more players pressed this button simultaneously, the game client 
behaved as if those players were touching and blended their colors together. Although 
this method of simulating touch cannot capture the physical sensation of interpersonal 
touch, we believe it adequately simulates interpersonal touch’s cooperative nature. 

We evaluated Prism Squad: GO! in a series of playtest sessions with volunteer par-
ticipants [9]. Observations of the players’ behavior, combined with testimony from the 
players themselves suggested that Prism Squad’s cooperative, team-based gameplay 
encouraged players to communicate and interact with their teammates as they played. 
When the game ended, we asked participants to describe how they thought the game 
would be different if interpersonal touch was used to blend colors instead of simulta-
neous button-pressing. Although many participants felt that interpersonal touch would 
further encourage the rewarding inter-player interactions which players already en-
joyed, some participants warned that the addition of interpersonal touch could make it 
awkward to play the game with strangers, or with members of the opposite sex. Some 
participants also argued that it may be difficult to get close enough to physically touch 
your partner, especially in situations where a third player is blocking your way. 

4   Heuristics for Designing Games Based on Interpersonal Touch 

Like all interaction techniques, interpersonal touch has its own pitfalls, limitations, 
and best practices. However, because there are so few video games which have made 
use of interpersonal touch in their gameplay mechanics, there have been very few 
opportunities to study this interaction technique in practice. This places game design-
ers who are interested in creating video games based on interpersonal touch at a dis-
advantage; without a foundation of understanding of how to use interpersonal touch 
effectively, every designer must – through trial and error – devise their own best prac-
tices from scratch. The following heuristics are our attempt to address this situation. 
Here, we present our guidelines for the effective application of interpersonal touch 
interfaces to video games. These heuristics come directly from the lessons we learned 
designing, developing, refining and evaluating Matchmaker and Prism Squad: GO! 
These heuristics can be used as both a framework to evaluate a video game’s use of 
interpersonal touch (as we will demonstrate in section 5), or as suggested guidelines 
for the design of future games based on touch. Our heuristics are: 



60 C. Watts, E. Sharlin, and P. Woytiuk 

i. Use Touch to Simplify Collaborative Interactions between Players 
ii. Use Touch to Create Challenge  
iii. Use Touch to Encourage Socialization between Players 
iv. Manage Players’ Social Expectations 
v. Design for the Physical Limitations of Touch 

i. Use Touch to Simplify Collaborative Interactions between Players 

One of the understated advantages of interpersonal touch is that it is a simple and 
natural way for two or more players to interact with each other. Touch is never some-
thing which needs to be taught or explained. It is simple and natural to reach out and 
touch someone as a method of demonstrating a connection with that person and it is 
just as simple to withdraw your hand to break such a connection. In any gameplay 
situation where two or more players are performing some action which affects them 
jointly, interpersonal touch is a quick and easy way to link these players for the dura-
tion of their action.  

ii. Use Touch to Create Challenge 

Although interpersonal touch can sometimes streamline interactions between players, 
touch is not always the fastest or most efficient way to interact – at times, forcing 
players to interact through touch can also make their gameplay more difficult. Forcing 
players to move and interact with their partners in the real world takes time, energy 
and coordination especially when more than two players are involved. Thus, interper-
sonal touch can be used to make ordinarily simple tasks more challenging – especially 
in cases where when players must act quickly. 

Though this added challenge may seem like something to avoid, consider the pur-
pose of game design: the goal is not to make a game which is easy, but a game which 
is fun. Oftentimes it is necessary to challenge players in order to maintain their inter-
est and enjoyment – by challenging your players, you encourage them to strategize, to 
learn and to grow. As games-theorist Ralph Koster wrote: “true fun is the emotional 
response to learning” [7]. 

Interpersonal touch challenges players by forcing them to split their awareness be-
tween the digital world and the physical one. In a touch-based game, players must 
dedicate as much attention to their physical setting and the locations of their partners 
as the action happening onscreen. Requiring players to coordinate their actions in two 
separate worlds, creates a new gameplay paradigm – a new cognitive environment to 
explore and ultimately, a new way to have fun. 

iii. Use Touch to Encourage Socialization between Players 

Interpersonal touch is an inherently social gesture – at least in the sense that it re-
quires two or more players to occur. An act of interpersonal touch quite literally forms 
a connection between those involved, and existing research suggests that this connec-
tion is as much emotional as it is physical [2, 4, 6]. This socio-emotional connection 
is of great importance to game design because, for many players, the act of socializing 
is actually more important than the act of gameplay [8, 9]. Encouraging players to 
interact through touch, creates a catalyst for ongoing social interaction. A shared 
touch between two players tacitly breaks down social barriers and encourages further 
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dialogue. For example, in Prism Squad: GO! discussions about how and when to 
blend colors were common among players [10]. Although these conversations were 
strictly focused on gameplay, we believe that this ongoing dialog also contributed to a 
social atmosphere between players. Based on our observations, the more players 
strategized, the more they talked with their teammates, even during the periods of 
relaxation between stages [10]. When used effectively, interpersonal touch stimulates 
social interactions between players, and leads naturally towards the “behaviors, ritu-
als, and emotions that make games more exciting.” [8] 

iv. Manage Player’s Social Expectations 

Players do not approach your game as a blank slate; for better or for worse, each 
player will come to you with their own ideas about what interpersonal touch means to 
them. Making an effective use of interpersonal touch requires designers to anticipate 
these ideas, and design their games accordingly. 

For most players, touch represents connection, attachment, intimacy, or even love. 
In some situations, this can work to a designer’s benefit; a romantically-themed game 
such as “Get Lucky” Charms [3] or Matchmaker [11] can use romantic gestures such 
as handholding as a way to reinforce its message of love and compassion. However, 
in other game designs, interpersonal touch may be seen as undesirable or even inap-
propriate – players may feel uneasy about playing games based on touch if they are 
paired with members of the same sex or players with whom they are not well-
acquainted. Your players’ cultural and religious backgrounds will also play a role in 
determining how they feel about interpersonal touch; acts of touch which are permis-
sible in one culture may be stigmatized in another. 

We do not believe that this means that interpersonal touch should be strictly rele-
gated to romantically-themed games. But it does mean that game designers must be 
mindful about their potential audience, and their attitude towards touch. If your play-
ers might be uncomfortable with touching their partners, then it may be worthwhile to 
encourage less intimate forms of interpersonal touch, such as touching on the shoulder 
or back. 

v. Design for the Physical Limitations of Touch 

As a physical interaction technique, interpersonal touch is subject to physical limita-
tions which constrain the types of interactions that it can realistically support. The 
most obvious limitation on interpersonal touch is simply that, in order to for two or 
more players to touch they must be in close physical proximity. That is to say: a game 
based on interpersonal touch can only be played by two or more players in a collo-
cated group. However, designers must also be careful not to involve too many play-
ers, especially if they rely on a single, shared screen; as more and more players  
become involved, it becomes more and more difficult for two players to touch at any 
given time simply because of the increasing number of bodies in the way. When cre-
ating games that involve more than two players, designers must be careful to avoid 
creating situations where one player can interrupt another by reaching for a third. This 
is especially true for tabletop games, where players may need to reach across the table 
to touch someone on the opposite side. 



62 C. Watts, E. Sharlin, and P. Woytiuk 

Another limitation of interpersonal touch is that it requires at least one hand free. 
This restriction makes it quite difficult to use interpersonal touch in conjunction with 
two-handed controllers such as gamepads. This limitation encourages designers to 
work with “hands-free” interfaces such as tabletop surfaces, or one-handed pointing 
devices, like the Nintendo Wiimote. 

5   Evaluating the Interpersonal Touch Game Design Heuristics 

Having outlined our five design heuristics, let us now see how they apply to the four 
interpersonal touch-based video games which we have previously introduced: “Get 
Lucky” Charms, Freqtric Game, Matchmaker and Prism Squad: GO! By analyzing 
these games in terms of the heuristics we have presented, we seek to show how our 
heuristics reflect in practice on the design of interpersonal touch-based games. In the 
following section, whenever we reflect on a heuristic we will follow it with its heuris-
tic number in parentheses, e.g. (h-ii). 

5.1   “Get Lucky” Charms 

In many ways “Get Lucky” Charms [3] makes very effective use of interpersonal 
touch. It presents a very powerful narrative about touch’s role in love, intimacy and 
sexuality – everything from the title of the project, to the design of the intimate con-
trollers themselves suggests a playful atmosphere where interpersonal touch is very 
appropriate (h-iv). The game is clearly designed for couples and it takes advantage of 
this design choice by using peripherals which force the players to stand with their 
bodies pressing against each other (h-v). The sensors on the Intimate Controllers are 
positioned to encourage players to touch their partners’ breasts and buttocks, which is 
designed to evoke feelings of intimacy between the players (h-iii). 

Although it is clear that great care has been spent on the design of “Get Lucky” 
Charms’ interface, we feel that less attention has been spent on the design of the ac-
companying game. In fact, the game itself has very little substance and seems to exist 
for no other reason than to get the players touching – the gameplay seems to be noth-
ing more than a series of prompts to touch your partner in a specific location on their 
body. As a result, the game requires absolutely no collaboration between its players 
(h-i). In “Get Lucky” Charms each player acts as a dumb receptor for their partner’s 
touch and so players are never actively encouraged to strategize, or to communicate 
about what they’re doing (h-iii). Based on these observations, it seems as though the 
entire point of “Get Lucky” Charms is simply to put players in a situation where they 
can touch each other in an intimate way. That is not necessarily a bad thing – but if 
that is the case, why make a video game of it? We argue that there are more romantic 
ways to get close to your significant other – ways which do not even require you to 
get dressed in sensor-equipped undergarments first. 

5.2   Freqtric Game 

If nothing else, Freqtric Game shows how versatile interpersonal touch-based gaming 
can be; Freqtric Shooting, Freqtric Dance and Freqtric Robot Battle all approach 
touch from very different perspectives. In Freqtric Shooting, interpersonal touch is 
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very much a cooperative action – players must touch to activate life-saving “bombs” 
(h-i). Since players’ supplies of bombs are limited, this encourages players to com-
municate about when and how to use them (h-iii). The mechanic of reviving a downed 
player through interpersonal touch is somewhat suspect, though; being quickly tapped 
100 times in a row by one’s partner is more likely to annoy players than anything else 
(h-iv). Freqtric Dance uses interpersonal touch to add a new layer to an old classic. 
Injecting cooperative interpersonal touch actions into Dance Dance Revolution’s solo 
gameplay creates a new challenge wherein players must not just watch the screen, but 
their partners as well (h-ii). These cooperative actions force players to win or lose as a 
team – players must work together in order to be successful. Finally, the aggressive 
use of interpersonal touch in Freqtric Robot Battle is an interesting way of acknowl-
edging of the role of interpersonal touch in physical competition. Though slapping 
games are not for everyone, we believe that many male players would feel more com-
fortable slapping a male partner than they would holding their hand (h-v). Such ag-
gressive physical competition may even provide the basis for rewarding socialization 
– we are reminded of the schoolyard hand-slapping game known as “Red Hands”, 
which, despite its painful consequences, is played in good fun and is often cause for 
laughter among its players (h-iii). 

5.3 Matchmaker 

Like “Get Lucky” Charms, Matchmaker [11] is a romantically-themed game. But 
whereas “Get Lucky” Charms puts its emphasis on overt, sexual romance, Match-
maker focuses on the “cute” aspects of love. In Matchmaker, interpersonal touch 
comes in the form of handholding – a gesture which is frequently used among couples 
to demonstrate affection and togetherness (h-iv). Matchmaker is played directly on the 
surface of a touch-sensitive tabletop computer, with the players sitting side-by-side – 
a configuration which easily allows players to hold hands with their partner (h-v). 
Although the game is designed for couples, its relatively inoffensive use of touch 
means that it could also be enjoyed by other groups of players, such as parents and 
their children. 

In Matchmaker, interpersonal touch serves two purposes. The first purpose is to 
promote an atmosphere of love and romance. In Matchmaker, handholding serves as a 
tangible symbol of the love that the players share. Matchmaker encourages players to 
touch as a way of showing their love for each other (h-iii). Interpersonal touch also 
serves as a form of cooperative interaction between players (h-i). Handholding allows 
players to cure lovelorn Peeps so that they can be matched up again. Curing lovelorn 
Peeps is crucial part of Matchmaker’s gameplay – not only does this mechanic pro-
vide much of Matchmaker’s challenge (h-ii) but it also forces players to communicate 
and strategize in order to decide when they will hold hands, and when they will match 
up Peeps instead (h-iii). 

5.4 Prism Squad: GO! 

Although our current implementation of Prism Squad: GO! does not recognize interper-
sonal touch between its players, we are currently working to create an implementation 
of Prism Squad: GO! where players blend colors through touch rather than button-
presses. Let us consider how these heuristics would apply to this implementation. 
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Prism Squad: GO! is a team-based game which places significant emphasis on co-
operation between players. In Prism Squad: GO!, this cooperation primarily manifests 
itself through the mechanic of “color-blending”. Each player in Prism Squad: GO! 
embodies a particular color, and when two players touch, their colors combine. Inter-
personal touch provides players with a simple and direct way to blend colors with 
their partners (h-i). Color-blending (and by extension, interpersonal touch) is very 
important to Prism Squad: GO! – coordinating touch between three players at once 
provides the game with plenty of challenge (h-ii) and serves as a source of ongoing 
strategic discussion between players (h-iii). 

Prism Squad: GO! was designed for a broader audience than its predecessor 
Matchmaker, and so concerns over the social appropriateness of touch are much more 
valid here. Groups of friends who may otherwise enjoy gaming together might be 
turned off from Prism Squad because of its use of interpersonal touch (h-iv). In our 
study of Prism Squad: GO!, several participants mentioned that Prism Squad would 
be an enjoyable party game, and we agree that parties are a likely niche for Prism 
Squad. The cooperative aspects of Prism Squad: GO! combined with its use of inter-
personal touch could make Prism Squad an unique icebreaker (h-iii). 

As a three-player game, Prism Squad presents a logistical challenge to working 
with interpersonal touch. It is very difficult to position three players in front of a 
screen in such a way that they can all see the screen, but also and can all touch each 
other at a moment’s notice (h-v). This logistical challenge could either be a frustrating 
obstacle, or a fun-but-frantic aspect of gameplay. We believe that the challenge of 
positing and repositioning your partners so that the appropriate people can touch at 
the appropriate times could provide a fun challenge in and of itself (h-ii). 

6   Future Interpersonal Touch Interaction in Video Games 

In a previous section, we explored the current state of interpersonal touch-based video 
games. We have also presented a set of heuristics designed to guide the development 
of future interpersonal touch-based games. But what does the future of these games 
look like? How will touch-based interaction in games continue to evolve? 

One possibility for future growth involves examining the role of touch-based games 
in the public social settings. Playtesters have often described games like Matchmaker 
and Prism Squad: GO! as “ice-breakers” – fun ways for new acquaintances to get to 
know each other. With this in mind, we believe it would be very interesting to see how 
players interact with interpersonal touch-based games in public social gatherings: par-
ties, movie theatres, bars, or even speed-dating venues. Studying how players respond 
to the presence of these games in a public setting could produce very useful data about 
where (and to whom) interpersonal touch-based games are best suited. 

Another avenue for future research is to explore the use of interpersonal touch in 
pervasive gaming. Interpersonal touch is a popular physical interaction technique – as 
such, it plays a key role in many physically-active games such as tag, hide-and-seek, 
and flag football. Traditionally, video games have lacked the mobility of these physi-
cally-active games. But with the popularization of mobile computing and wireless 
networking, a new class of computer-assisted pervasive video games are emerging, 
which allow players to play even as they live and move in the real world [5]. As the 
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technology which supports pervasive gaming continues to improve, we believe it 
would be interesting to explore how interpersonal touch could mediate player-to-
player interaction in these pervasive games. 

Finally, we believe there are opportunities for further growth in exploring the way 
in which touch is detected and processed. In existing touch-based games, interper-
sonal touch is treated as a binary phenomenon: either two players are touching, or 
they are not. Of course, this is a gross simplification of interpersonal touch: touch can 
be soft, or it can be forceful, it can be fleeting, or it can linger. Where and how two 
people touch can also change its meaning; slapping someone on the back is dramati-
cally different from gently patting it. Due to the current state of interpersonal touch-
sensing technology, many of these nuances are lost to the game designer. A game like 
Matchmaker cannot distinguish a hug from a handshake [10]. Intimate Controllers 
uses touch-sensors to establish some sense of touch location, but it can only recognize 
touch on those sensors and nowhere else [2]. A game which could detect not only 
when, but where and how you touched your partner would have powerful implications 
for game design; imagine a video game where players must successfully complete a 
“secret handshake” in order to unleash a coordinated special attack. We believe that 
such a game would be a lighthearted but amusing way of promoting cooperation and 
interactivity through interpersonal touch. 

7   Conclusion 

Interpersonal touch-based games are a recent development in the ongoing evolution of 
physically-interactive games. Because these games are still so new, details on how to 
construct and evaluate effective touch-based-games are relatively unknown. In this 
paper, we have motivated interpersonal-touch based gameplay as a way of promoting 
inter-player interaction with the goal of supporting increased player socialization. We 
have also introduced four games which have taken advantage of this interaction tech-
nique in their gameplay mechanics: “Get Lucky” Charms, Freqtric Game, Match-
maker and Prism Squad: GO!  

Based on the lessons we have learned from evaluating these projects, we have pro-
duced a set of five design heuristics for the effective use of interpersonal touch in 
video games. These heuristics are designed to expose the most important considera-
tions for designing games based on interpersonal touch. Using these heuristics as a 
guide, we examined four existing touch-based games to show how our heuristics can 
be used as a framework for analyzing interpersonal touch-based games. Finally, we 
presented our thoughts on the future of interpersonal touch interaction in video games. 
We hope that this work will prove useful in the development of future games based on 
interpersonal touch. 
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Abstract. This study focuses on motion in user interfaces as a design element 
which can contribute to an improved user experience of digital media enter-
tainment. The design for user experience is necessary to deal with user emotion 
especially in the entertainment domain. As a means to approach emotion, we 
studied affective qualities which are the features of an artifact that can influence 
emotion. In user interface design, motion has not been practically dealt with in 
this perspective. Through empirical study, we verified that motion plays a sig-
nificant role in forming the affective quality of user interfaces and found that 
content type and application type has influence on this effect. Moreover, a pre-
liminary investigation was made on the use of the Effort system from Laban’s 
theory for the design of motion in terms of affective quality. 

Keywords: Motion, Affective quality, User interface, User experience. 

1   Introduction 

The emergence of user experience (UX) and diversifying entertainment content 
through digital media has brought new challenges to user interface design. Previously, 
the job of user interface designers was to ensure good usability so that users could 
operate the system at ease. But in the UX paradigm of today, it has become important 
to design for better experience by providing a holistic experience with consideration 
to emotion. This has greater significance in the entertainment domain than in most 
other areas because users fundamentally seek entertainment for an experience.  

In order to approach emotion, designers need to consider the affective outcome of 
their design. According to Russell (2003) the features of an artifact that influence 
user’s emotion is known as affective quality [1]. This refers to the feeling and impres-
sion that an artifact has which can cause changes in the user’s emotion, such as the 
distinguishable feeling that Apple products convey. Therefore, for a better UX, the 
affective quality of every element in an artifact needs to be considered in design. 

In this perspective, the focus of this study is on the design of motion in user inter-
faces. Motion has become an essential element of user interfaces through enhanced 
processor speed and bandwidth. Most interactive media, such as websites, IPTV, 
portable media players and mobile phones nowadays display many motions. How-
ever, unlike the static elements such as color and layout, the affective quality of mo-
tion has not received much attention. This is because motion was mainly used for 
instrumental purposes, such as giving feedback or attracting attention [2], [3]. 
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With the growing use of motion, its relationship with the affective quality of user 
interfaces needs to be studied as a way to improve UX. Hence, the aim of this study is 
to first verify the influence which motion has on the affective quality of user inter-
faces through empirical investigation, and secondly investigate a method to design 
motion in user interfaces by applying a relevant framework. 

2   Related Work 

There have been many studies which dealt with the relationship between movement 
and emotion. Vaughan (1997) described the emotional effects that movement can have 
and the need to understand movement to enhance user’s experience [4]. Bacigalupi 
(2000) also emphasized the need to handle movement with caution and suggested a 
conceptual framework for the design of movement in multimedia [5]. These studies 
provide the grounds for understanding movement, but the practical methods to actually 
design them for emotion are left to be studied in the context of user interfaces. 

Studies on the methods to design movement for emotion have been conducted 
more frequently in the product design field. Lee (2007) studied the relationship be-
tween physical movement and emotion for application in interactive products, while 
Saerbeck (2010) looked into the emotional responses that robots can give with their 
movements [6], [7]. These studies reveal insights on how physical movement influ-
ence emotion. Nevertheless, the scope is often limited by examining the relationship 
of movement directly to emotion.  

To gain a better understanding of how the movement element influences emotion, 
the relevant affective qualities need to be investigated as an intermediate step. This is 
because, as mentioned above, affective quality is one of the key factors which causes 
change in the user’s emotion. Thus, to design elements in user interfaces towards an 
intended emotion, we need a practical and systematic method to control the elements 
in relation to affective quality. 

3   Theoretical Background 

3.1   Framework of Movement 

The conceptual framework on movement by Bacigalupi (2000) describes two main 
qualities of movement [5]. One is the formal quality which includes rhythm, tempo, 
sequence, and direction. The other is the expressive quality which is composed of 
kinesis and empathy. The formal quality determines the form that the movements take 
while the expressive quality determines how each movement is expressed. 

For our investigation on affective quality, we will focus on the expressive qualities of 
movement. The two elements of the expressive quality, kinesis and empathy, provide the 
frameworks which we can begin our study. Kinesis is about how a movement is expressed 
and it is described by the Effort system of Laban’s theory. Empathy, on the other hand, is 
about the emotional engagement or physical identification related to a movement. 

The relationship between kinesis and empathy provides a way to design for the affec-
tive quality of movement. By controlling kinesis, we can realize empathy accordingly. In 
this respect, the components of kinesis are reviewed in the next section for our study. 
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3.2   Laban’s Theory of Effort 

Laban Movement Analysis (LMA) is a method developed by Rudolf Laban to inter-
pret, describe, visualize and notate human movement. It is generally used to analyze 
the movement of dancers and athletes. 

Laban’s theories comprise of four main categories: Body, Effort, Shape, and 
Space1. Out of these, Effort is a system used to understand the characteristics of the 
way a movement is performed with respect to inner intention. Thus it is closely re-
lated to the description of movement in terms of its quality and expressiveness. The 
Effort system is divided into four factors, each of which has two opposing elements as 
shown in table 1 [8].  

Table 1. Description of the Effort system 

Effort Factor Element Description 
Indirect flexible, meandering, wandering, multi-focus 

Space 
Direct single focus, channeled, undeviating 

Light buoyant, easily overcoming gravity, decreasing pressure 
Weight 

Strong powerful, having an impact, increasing pressure 

Sustained lingering, leisurely, indulging in time 
Time 

Sudden hurried, urgent 

Free uncontrolled, abandoned 
Flow 

Bound controlled, restrained 

 
Most movements show a combination of these factors. A combination which often 

occurs is of Space, Time and Weight. For example, a combination of Direct, Strong 
and Sudden elements would be embodied in a punching movement, while Indirect, 
Light and Sustained elements will result a floating movement. The three factors can 
combine to express eight different types of movement (Table 2) [9]. 

Table 2. Eight combinations of Space, Time and Weight factors 

Movement type Space Time Weight 
Slashing Indirect Sudden Strong 
Gliding Direct Sustained Light 
Pressing Direct Sustained Strong 
Flicking Indirect Sudden Light 
Wringing Indirect Sustained Strong 
Dabbing Direct Sudden Light 
Punching Direct Sudden Strong 
Floating Indirect Sustained Light 

 

                                                           
1  The terms referring to the theories of LMA are capitalized to distinguish them from their 

commonly used meanings. 
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Although the Effort system was devised for the study of human body movement, it 
provides a systematic way to describe the expressive quality of movement with the 
four factors. Thus, it is an effective and practical framework to work with. In our 
study, we will investigate the use of the Effort system for the design of motion in user 
interfaces. 

4   User Study on Motion and Affective Quality 

A user study was performed to verify the significance of the motion element on the 
affective quality of user interfaces. This user study aims to investigate the following 
points: 

• The influence of motion on the affective quality of user interfaces. 
• The dependency of this influence on two contextual factors: content type (e.g. the 

genre of the content) and application type (e.g. interface for music, movies, photos, 
etc.). 

4.1   Prototypes 

Three different interfaces were developed for the user study by Adobe Flash CS3: a 
minimal interface showing a moving object (Fig. 1) and two image viewing interfaces 
with different contents – one with soccer match images and the other with tropical 
resort images (Fig. 2). The minimal interface and the image viewing interfaces were 
developed to investigate the influence of application type. As for the image viewing 
interfaces, two distinctly different contents were implemented to investigate the influ-
ence of content type. 

Three types of motion were applied to these prototypes. Two of these motions were 
designed to display opposing combinations of the Space, Time, and Weight factors of 
the Effort system. With the parameters adopted from Chi (1999), motion A had pa-
rameter settings for Direct, Sudden, and Strong elements while motion B had  
 
 

  

Fig. 1. The minimal interface displays an object that shows motion at user input. It consists of 
minimal elements to make the users focus on motion. It. Different types of motion are shown as 
the object changes position on the x-axis. 
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Fig. 2. The image viewing interface allows users to browse through a set of photos as they shift 
horizontally from one to another on input. Two types of content were implemented in this 
interface: one that shows soccer match images (left) and the other that shows tropical resort 
images (right). 

Table 3. Motion parameters applied to prototypes 

Property  Motion A Motion B Motion C 
Path curvature  Straight Curved n/a 
Duration  0.4 sec 3.6 sec 0 sec 
Acceleration  Acceleration Deceleration n/a 
Anti./Oversh.  Anticipation Overshoot n/a 

 
parameter settings for Indirect, Sustained, and Light elements (Table 3) [8]. Only the 
four properties which were generally applicable on an abstract object were applied: 
the path curvature property determines the straightness or roundness of the path that 
the object moves through, the duration property determines the length of time the 
motion occurs, the acceleration property determines the rate of change in velocity, 
and the anticipation/overshoot property determines if there is a slight pull before the 
motion begins or if there is a slight swing out at the end of the motion. 

Motion C is a common type where an object changes position instantly without any 
motion in-between. This motion was implemented to see how much more influence 
dynamic motions can have over the common minimal use of motion. All prototype 
interfaces were presented with Adobe Flash Player on a 20 inch touch screen monitor. 
User input was made by tapping the objects on the screen. 

4.2   Experiment Design 

In our experiment, motion was the first independent factor and context was the second 
independent factor. To investigate the influence of these two factors, the perceived 
affective qualities were measured for the three types of user interfaces, each of which 
displayed the three types of motions mentioned above. A within-subject design was 
used to reduce the possible influence of individual differences. 

For measurement, the following seven types of affective qualities were surveyed on 
a five point Likert scale: refreshing, calm, luxurious, powerful, youthful, uniqueness and 
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futuristic. These affective qualities were adopted from Hong (2009) where the seven 
types were classified as the prevailing affective qualities in website interfaces [10]. 

4.3   Procedure 

20 graduate students, 12 male and 8 female, aged from 23 to 29, participated in the 
experiment. First, the participants rated the affective quality of the three motion types 
displayed by the minimal interface. Next, they experienced and rated the image view-
ing interfaces: three sessions for each motion types on both the soccer match images 
and tropical resort images. 

For the image viewing interface, different image sets were presented in every ses-
sion to prevent bias from seeing same images repeatedly. At the same time, to cancel 
out the influence of the differing images on the evaluation of affective quality, the 
images within each content type were selected from identical sources and the image 
sets were paired randomly with motion types for every participant. 

4.4   Result 

The ratings on the affective qualities varied according to motion type in all three in-
terfaces. Multivariate analysis of variance (MANOVA) was used to analyze the influ-
ence of the two independent factors on the set of affective qualities. We could verify 
that the motion factor had a significant influence on all tested affective qualities in all 
three interfaces at the p<.05 level. On the other hand, the contextual factors (content 
type and application type) only showed significant influence on some affective quali-
ties for some motions.  

In the soccer match viewing interface, motion B significantly lowered the refresh-
ing, powerful, and youthful affective quality than the other motions while significantly 
increasing the calm affective quality of the interface (Fig. 3). On the other hand,  
 
 

 

Fig. 3. Mean ratings on the affective qualities of the soccer match image viewing interface 
show statistically significant differences according to motion type. Error bars represent the 
standard error of the mean. 
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Fig. 4. Mean ratings on the affective qualities of the tropical resort image viewing interface 
show statistically significant differences according to motion type. 

motion A significantly increased the youthful affective quality while motion C low-
ered the uniqueness affective quality in comparison to other motions. Similar influ-
ence was found from the tropical resort content (Fig. 4). 

Content type showed little significance on how motion influences the affective 
quality of user interfaces. The ratings of each motion were compared among the soc-
cer match and tropical resort image viewing interfaces. Only motion B showed a 
significantly differing level of influence on the luxurious affective quality by 
strengthening it in more the tropical resort content than in the soccer match content. 
Nevertheless, the rank order of motion type on the level of influence for each affec-
tive quality was generally identical among the two content types. 

Next, the affective qualities measured from the minimal interface were examined. 
The three motions used in this experiment showed statistically significant influence 
on all affective qualities at the p<.05 level except uniqueness. In particular, motion B 
in this interface significantly lowered the refreshing, powerful and youthful affective 
qualities and significantly increased the calm and luxurious affective qualities than 
other motions (Fig. 5). 

As a result, application type had greater significance on the influence of motion 
than content type. Rating comparison between the image viewing interfaces and the 
minimal interface showed significant difference in how much motion influenced the 
calm, luxurious, powerful, uniqueness, and futuristic affective qualities. Moreover, the 
rank order of motion type on the level of influence was not identical to the image 
viewing interfaces for the uniqueness and futuristic affective qualities. 

4.5   Discussion 

From the above results and statistical analyses, we were able to verify that the motion 
element has a significant influence on the seven affective qualities of user interface 
that were tested. 
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Fig. 5. Mean ratings on the affective qualities of the moving object show statistically significant 
differences by motion type except for the uniqueness affective quality. 

Content type showed partial influence on how motion affects affective quality. Mo-
tion B had greater influence on the luxurious affective quality in the tropical resort 
content than in the soccer match content. This difference is analyzed to be the result 
of the users’ attitude being more accepting to motion B within the tropical resort con-
tent than in the soccer match content because its leisurely feel is expected from the 
relaxing resort images. From this analysis, we can understand how content type acts 
as a variable. However, this influence is not so profound as to change one motion to 
have a dominant effect in one content type and not in another. 

Lastly, the influence of application type was examined by comparing the results 
from the minimal interface and the image viewing interfaces. The overall result from 
the moving objects was similar to the image viewing interfaces. However, the influ-
ence of motion C on the uniqueness and futuristic affective quality was significantly 
greater in the moving object interface. This difference is analyzed to result from the 
user’s differing expectations on each application types. The uniqueness and futuristic 
feel by motion C was not so significant in image viewing interfaces because users 
were accustomed to photo images shifting instantly in websites. 

Our analysis shows that motion should be considered as a factor of affective qual-
ity in user interfaces. Moreover, the content type and application type requires exami-
nation in the user’s perspective to accurately predict the effect of motion. 

5   User Study on the Properties Related to the Effort System 

The verified significance of motion provides motivation for a practical method to 
design motion. To do this, we began an investigation on the use of the Effort system 
of Laban’s theory because, by being able to control motion in terms of this frame-
work, the affective qualities of motion can be controlled and communicated more 
effectively. As a preliminary stage of this investigation, we performed a user study to 
identify the properties in a user interface that relate to three factors of the Effort sys-
tem in comparison to human body movement. 
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5.1   Prototype 

A minimal interface that displays eight different types of motion through a moving 
object was developed using Adobe Flash CS3. Each motion was designed to be a 
combination of the Space, Time and Weight factors of the Effort system (punching, 
floating, gliding, wringing, pressing, dabbing, slashing and flicking).  

The parameters for each combination were adopted from the observations made on 
human body movements in [8]. The parameters applied were related to four motion 
properties which are generally applicable on an abstract object in user interfaces: path 
curvature, duration, acceleration, and anticipation/overshoot (Table 4). The applied 
level of the acceleration and anticipation properties varied for some Effort combina-
tions according to the observations in [8]. All motions were presented with Adobe 
Flash Player on a 20 inch touch screen monitor. The object displayed motion when 
the participant tapped the object. 

Table 4. Motion parameters applied for each element of the three Effort factors 

Space Time Weight Property 
Indirect Direct Sustained Sudden Light Strong 

Path Curvature curved straight - - - - 

Duration - - long short - - 

Acceleration - - decelerate accelerate decelerate accelerate 
Anti./Oversh. - - overshoot none overshoot anticipation 

5.2   Experiment Design 

We tested four motion properties which were the independent factors and measured 
how the three Effort factors were perceived. For measurement, five point semantic 
differential scales were used on each Effort factors: the Space factor ranging from 
Indirect to Direct, the Time factor ranging from Sustained to Sudden, and the Weight 
factor ranging from Light to Strong. 

5.3   Procedure 

21 graduate students, 10 male and 11 female, aged from 23 to 32, participated in the 
experiment. Eight motions representing the Effort combinations were shown to par-
ticipants in random order. After sufficiently viewing the motion, participants rated 
how it was perceived in terms of the three Effort factors. 

5.4   Result 

For all the motions tested, the Space and Time factors were perceived as expected by 
the parameters applied. With the Weight factor however, the parameters applied for 
dabbing, flicking, pressing and wringing motions were perceived opposite to what 
was expected. The parameters applied for dabbing and flicking were perceived as 
Strong while the parameters applied for pressing and wringing were perceived as 
Light. 
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MANOVA was performed to identify the effect of the four properties that were 
applied. Path curvature had a significant influence on the Space factor while duration 
and acceleration had significant influences on the Time and Weight factors at the 
p<.05 level. On the other hand, anticipation/overshoot did not have significant influ-
ence on any of the three Effort factors (Fig. 6).  

 

 
 

 

Fig. 6. Mean ratings of each Effort factors relative to the parameters of the four properties. 
Ratings close to 0 were perceived to be Direct, Sudden and Light, while values close to 4 were 
perceived to be Indirect, Sustained and Strong for each of the Space, Time and Weight factors, 
respectively. The error bars represent the standard error of the mean. 

5.5   Discussion 

From this user study, we were able to identify the motion properties that can be used 
to control motion in terms of the three Effort factors in user interfaces. In coherence 
with human body movement, path curvature was related to the Space factor, duration 
was related to the Time factor, and acceleration was related to both Time and Weight 
factor in user interfaces.  

Differences were also discovered. In human body movements, the anticipa-
tion/overshoot property was observed to be related to the Time and Weight factor. 
However, it did not show relation to any factors in the user interface setting. On the 
other hand, the duration property showed strong relation to the Weight factor in user 
interfaces while this relation was not observed in human body movement. This  
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explains why four of the motions types tested were perceived as having the opposite 
element on the Weight factor. 

Unlike human body movements, we can assume that duration and acceleration 
plays a significant role in the perception of the Weight factor in user interfaces. These 
findings imply that the properties of motion act differently on the perception of affec-
tive quality in user interfaces when compared to human body movements.  

6   Conclusion and Future Work 

Through empirical study, we confirmed that motion significantly contributes to the 
affective quality of user interfaces. The level of influence by motion varied according 
to the content type and application type for several affective qualities. This effect is 
likely to have come from varying user expectations according to the two contextual 
factors. Thus, user expectation must be studied when designing motions for the affec-
tive quality of user interfaces. Overall, our result provides a motivation towards the 
study of motion design for affective quality. 

Our second study identified the motion properties related to the three Effort factors 
in user interfaces and compared it with the relations found in human body move-
ments. The investigated properties showed several differences in how they influence 
the Effort factors in user interfaces. These results imply that it is inadequate to di-
rectly adopt the human body movement parameters of the Effort system for motions 
in user interfaces. Further investigation on the properties is required to feasibly apply 
the Effort system for the design of motion in user interfaces.  

For future work, an in-depth study on how the motion properties relate to the Effort 
factors is required. Moreover, studies on a wider range of users are required for practi-
cality, since our experiments were performed on a limited number and cultural range of 
participants. Also, an investigation on the formal qualities of motion would be neces-
sary to expand the variety of affective qualities designable in user interfaces. This 
knowledge will provide leverage in designing motions for satisfying affective qualities 
in user interfaces which can improve the UX of entertainment in digital media. 
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Abstract. MINWii, a new serious video game targeting Alzheimer and

demented patients, is a simple Music Therapy tool usable by untrained

care givers. Its objective is to improve patients’ self-image (renarcissiza-
tion) to reduce behavioral symptoms, which are an important cause of

institutionalization. With MINWii, elderly gamers use Wiimotes to im-

provise or play predefined songs on a virtual keyboard. We detail our

design process, which addresses the specific features of dementia: this

iterative refinement scheme, built upon qualitative, small scale experi-

ments in a therapeutic environment, led to a shift of MINWii’s original

focus from creativity to reminiscence. A large majority of our patients,

with mild to moderate dementia, expressed a strong interest in our sys-

tem, which was confirmed by feedback from the care givers. A fully con-

trolled usability study of MINWii is currently under way, which should

lead to future research assessing its actual therapeutic impact.

Keywords: Alzheimer, Dementia, Music Therapy, Wiimote, Renarcis-

sization.

1 Introduction

According to the World Health Organization [20], more than 18 million people
worldwide suffer from Alzheimer’s disease, the most common form of dementia.
Researchers estimate that this pandemic may easily escalate to affect 1 in 85
people in 2050 [6], 70% of whom in developed countries. Caring for so many
dependant patients already costs trillions of dollars annually [20], and remains
rather uneffective. Indeed, the best that current drugs can do, in most cases, is
to slightly slow down the cognitive decline.

Consequently, until satisfying treatment methods are found, our aging soci-
eties will have to adapt and attend to the needs of an ever-growing number of
demented patients; non-pharmaceutical approaches can help with this issue [2].
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Among them, two techniques seem to stand out [13]: Cognitive Stimulation Ther-
apy (CST) [18] and the one of interest here, namely Music Therapy (MT).

MT techniques fall into two broad categories: Receptive MT, where patients
listen to musical pieces under the supervision of therapists, and Active MT
(AMT), where patients actually compose and perform music. Since patients
treated with MT often lack any musical training and cannot properly play any-
thing beyond simple percussions, elaborate computer systems such as Hyperscore
from MIT Media Lab[5] or Riley’s musical touchscreen [16] have been designed
to address this issue, although their use has yet to spread in the MT community.

Here, we experiment with a new approach: given the surprising success of
Nintendo’s Wii with the elderly [21], we borrow techniques and off-the-shelf
components such as the Wiimote from the world of video games to empower MT
practitioners with a low-cost yet versatile tool, as was done in previous work [4],
albeit for a very different condition (ADHD). To create MINWii, where patients
use Wiimotes to either improvise music or play predefined songs on a virtual
keyboard displayed on screen, we took the specific features of Alzheimer’s disease
into account when designing the gameplay. We then performed a qualitative,
small scale usability test in a therapeutic environment to iteratively improve
our design. We show here that the system is indeed usable by care givers with
no musical training dealing with patients with mild to moderate impairment;
moreover, a large majority of our test patients expressed a strong interest in
MINWii, which was further confirmed by feedback from the care givers.

In Section 2, we explain our renarcissization-based approach through the use
of video games and MT. We motivate the key design choices we made in MINWii
in Section 3: low cognitive and motor HMI requirements, failure-free gameplay
and use of off-the-shelf components. We describe in Section 4 our two-phase
experimental validation process, where we test our first design, implement sub-
sequent upgrades and show how the final version helps patients improve their
self-image. We conclude and introduce future work in Section 5.

2 Renarcissization for Dementia

When used in the context of dementia treatment, renarcissization [1] refers to
the process of restoring self-esteem in patients who have gradually grown to
consider themselves as a useless burden for their care givers. Our approach gives
them the opportunity to engage into activities specifically designed to highlight
and make use of whatever capabilities they may still have.

2.1 Behavioral Issues

Besides reducing patients’ depression levels, renarcissization could have a signif-
icant economic impact since, in an overwhelming majority of cases, behavioral
issues are one of the main causes of institutionalization, often against the pa-
tients’ will. Indeed, they frequently try to prove to their care givers that they can
still live their life as usual, failing to realize the extent of their disability. They



The MINWii Project: Renarcissization of Patients 81

might for example routinely take their shower with their clothes on or completely
mess up their home while trying to clean, exhausting their care givers. Worse,
they might jeopardize their own safety and that of others by imprudence, eventu-
ally leading their family to give up and send them to a hospital or an institution,
where they are more likely to be depressed and die faster [19].

On the contrary, patients with higher self-esteem are less likely to try to do
things they cannot do anymore. A large part of them, who are otherwise healthy
enough to stay at home, therefore require only minimal daily care such as food
delivery and help for personal hygiene. This has great benefits in terms of cost:
a visit from a nurse and a few hours of help from a personal assistant every day
cost roughly half as much as a permanent stay in a caring home and almost
three times less than a stay at the hospital.

Thus, there is a dire need for affordable and easy-to-use tools that untrained
helpers such as family members could use to reduce or even prevent the onset of
behavioral disorders in demented patients with minimal equipment and training
costs. We expect that the blending of MT and video games within MINWii can
(1) be instrumental in making demented patients feel better and (2) ease the
time-consuming, psychologically-demanding burden of caring for them on their
assistants and families.

2.2 Music Therapy and Video Games

The rationale for using MT in the treatment of Alzheimer’s disease is as simple as
it is compelling: for a large majority of patients, musical sensitivity, in particular
regarding songs discovered during their childhood, is one of the very last cogni-
tive capabilities to disappear. Moreover, it has been shown that techniques such as
U-Cycle Receptive MT [9] efficiently reduce the anxiety levels of mild to moder-
ately incapacitated patients. Thus, given its power and universality, music appears
to be a good potential vector for the renarcissization of demented patients.

However, incorporating AMT in the treatment of dementia can be difficult:
(1) there is a lack of music therapists even though demand is growing thanks to
influential supporters such as Oliver Sacks [17] and (2) patients usually cannot
use elaborate instruments. As a result, traditional AMT sessions, though in fact
therapeutically effective, often end up as somewhat unappealing to patients and
their family, with the therapist doing most if not all of the playing.

We think using a video game-based approach can alleviate at least some of
these problems:

– By building on the success of the Wii in elderly care institutions [21] and
providing data logging for easy assessment of patients’ progress, we intend
to convince geriatricians to consider and support the use of AMT;

– By providing ways for non-MT practitioners to use AMT in virtually any
setting, including the patient’s home, since MINWii simply requires a com-
puter and a TV, we hope to help establishing AMT as a standard practice
in dementia treatment and, hopefully, encourage institutions to go one step
further and hire a real music therapist;
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– By offering a virtually infinite library of customizable instruments and in-
terfaces, we aim at helping AMT become more enticing and patient-specific.

3 Designing for Dementia

Demented patients’ skills deteriorate at surprisingly different rates. Some simple
aptitudes such as the ability to remember a few objects may be long gone before
seemingly higher-level ones such as singing a song begin to decline. Therefore, a
straightforward simplification of a regular music video game like Guitar Hero [10]
would probably not be an effective music therapy tool. We suggest below that
the playing experience can be made much more enjoyable for the patients if,
instead, we manage to build upon the specific abilities they still have while
keeping very low requirements in the areas where they are diminished. In this
section we describe the key design points we established for the first version of
our system: low cognitive and motor requirements, a rewarding user experience
and hardware, software and operational simplicity.

3.1 Low Cognitive and Motor Requirements

Conditions such as arthritis and motor coordination deficits prevent elderly pa-
tients from making large or fast movements involving too many joints. Therefore
our design emphasizes pointing using Wiimotes: only wrist movements within
most patients’ zone of comfort in terms of amplitude are required. Furthermore,
MINWii heavily filters Wiimote inputs and cursor movements so that the pointer
behaves smoothly enough for the patients to feel comfortable. Finally, to make
it easier to hold the Wiimote, we added the possibility to use a Wii Pistol: this
hollow plastic gun, in which the Wiimote can be encased, enables playing with-
out having to bend the wrist in a way that might be uncomfortable. Regarding
cognitive issues, pointing has a low footprint, since it is very intuitive: the user
does not need to learn a new convention such as “this button does this” or “this
arrow does that”. Moreover, the Wii Pistol obviously has a great affordance for
this task, though it has the potential downside of diverting the focus of the game
from music to shooting.

To keep lowering the cognitive weight of our system, we designed an extremely
simple, image-based graphical interface. We were very careful to adapt the visual
part of the application to our population’s reduced attention and focus abilities,
often complemented with some degree of visual impairment. Everything on the
screen is very large and highly contrasted to be easy to comprehend and we kept
the eye candy to a minimum to avoid distracting users with unnecessary frills.

More to the point, we also tried to accommodate for the great decision-making
difficulties demented patients usually have. The buttons on the Wiimote all do
exactly the same thing and there is always one and only one active area at a time,
highlighted as clearly as possible. This way, with only one method of interaction
and only one object to interact with, the user never has a choice to make once
the game has started and is much less at risk of feeling lost. Interestingly, this
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Fig. 1. Instrument choice screen

feature is at the opposite of what is usually considered as a key gameplay asset
in traditional video games; the challenge here is to shrink the choice space while
keeping the fun factor as high as possible.

Finally, to make the system look easy to use, we chose light pastel colors to
get a nice soothing look, since it has been shown that a beautiful interface ac-
tually is easier to use [11]. Also, all the configuration settings (game difficulty,
Wiimote sensitivity, pointing mode,...) are made by the care giver with his/her
own Wiimote with no graphical output; indeed, we observed that visual indica-
tions related to such abstract notions often confuse demented patients and might
induce anxiety by making the system look too complicated (see below).

3.2 Failure-Free Gameplay

Demented patients often exhibit a systematically defensive attitude regarding
anything unfamiliar. They are always afraid to fail or break something when
confronted with a new task. They will also give up very easily if they do not
succeed right away, even when receiving strong encouragements from the care
givers.

For such reasons, we designed a gameplay where failure is either impossible
or very unlikely due to the simplicity of the task at hand. Moreover, if it does
happen, its importance is systematically toned down. First, no click will result
in a dissonant sound since only notes guaranteed to sound well together can
be played during the game (e.g., a C major scale). Second, given how difficult
it is for demented patients to use almost any electronic device autonomously
whatever the design efforts invested [16], we prefer to see our system as a tool
to foster interaction between patients and care givers. MINWii does not present
judgments of any kind (scoring, game over, etc.) to the patient and relies on the
care giver to both give praise and help through failure.

3.3 Simplicity in Design

As stated before, we have chosen to rely exclusively on off-the-shelf components
in order to build a system that could be installed pretty much anywhere for less
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than $1000, which is roughly the average price of a one-day hospital stay. The
only necessary equipment is: a standard computer ($500), a computer-enabled
TV screen ($400), a wireless infra-red Sensor Bar ($20) to be placed below the
screen and at least one Wiimote ($40). We did use commercial sound synthesis
PC software for prototyping, but the next version of MINWii, expected to be
soon used in a large scale test, will rely exclusively on free software (pygame [15],
fluidsynth [7] etc.) under the GNU Public License. Note that all the interactions
can be logged for subsequent analysis. Though it is not required, we suggest
using a personal USB thumb drive ($15) for each patient, containing his/her
prefered configuration, logs and scores throughout the treatment, as is done at
InGame Lab [3].

Off-the-shelf components like the Wiimote have another interesting charac-
teristic, less obvious but probably even more relevant: they usually have a sim-
ple, pleasant aesthetic design. For demented patients who are typically over 80
years old, this is of importance since any apparent complexity such as lots of
wires, strange-looking machines etc. may trigger their constant fear of failing
and breaking objects. The experience of one of us with personal hygiene robots
[14] showed that even carefully designed, very easy to use devices can be of little
practical interest with some patients because of that. MINWii only uses two
pieces of nowadays familiar equipment (laptop and TV) and remote-like devices
(Wiimotes and Sensor Bar); it is thus much less likely to be rejected for this
kind of reasons.

3.4 MINWii 0.9

The initial version of MINWii we designed included only the Improvisation and
Challenge Modes. Both can be played with any of the nine instruments available;
note that we could have included many more and chose to offer only nine just
to keep the pictures big enough on the screen (Figure 1).

Improvisation Mode. Here, patients are invited to improvise using a scale
of their choice (e.g. C major) by pointing at a virtual keyboard of 8 or 11
colored keys displayed on the screen, depending on their level (determined by
the care giver). A large white dot shows where they are aiming at and highly
contrasts with the keys in the background, which all have their unique pastel
color and display the name of their note (in French). The closer to the top of
the screen one clicks, the higher the volume is (see Figure 2). Though it is hard
to play fast, rather elaborate melodies can be played quite expressively at a
slow tempo. However the temptation to speed up can be great, so we added a
glissando option that can be switched on or off by the care giver; this allows for
more “experimental” improvisations, but makes it much more difficult to play
expressively.

Challenge Mode. Here, the patient has to choose a song to play. We started
with the songs that patients tend to remember the most, hoping it would encour-
age them to play: simple nursery rhymes that most French children are familiar
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Fig. 2. Improvisation screen

with. This is a general rule with Alzheimer’s disease: childhood memories tend
to remain longer than more recent ones and therefore will grow in importance
as patients forget the rest.

In this mode, the patient clicks the keys that highlight successively according
to the song chosen. If the player hits a wrong key, the corresponding note is
played, but at a lower volume. Since all the notes belong to the same scale, this
will usually not sound too bad and can even allow the player to add a little
personal touch to the song if he/she wants.

4 Testing and Results

We used a protocol akin to Action Research [12] to test MINWii and freeze
the final design of our system while already helping patients at the same time.
By putting these often lonely people at the center of the design process and
making them feel useful by asking them for opinions, giving them praise or simply
thanking them, we hoped to compensate for engaging them in an activity that
we had yet to prove to be beneficial and that could even conceivably have been
detrimental to their well-being, however unlikely that seemed to us at the time.

4.1 Population and Protocol

MINWii primarily targets demented patients with mild to moderate cognitive
impairment, and potentially more severe (but not profound) difficulties in the
visual, auditive and motor areas. We tested our system in the Geriatrics Unit
of Hôpital Saint-Maurice (France), where patients usually stay for up to two
months, depending on their condition and the follow-up care available.

We selected 9 patients with suspicion of Alzheimer’s disease, a Mini Mental
State score [8] between 10 and 25 (out of 30) and no profound deafness, blindness
or motor disabilities. From November 2009 to February 2010, once a week, avail-
able patientswere encouraged to come to the animation room and “play music
with the remotes”. We usually ended up with a group of 3 or 4 whom we would
sit in a semi-circle in front of the projection screen. They would each be given a
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Wiimote and then would take turns playing the song of their choice, with staff
members sitting next to them and giving as much help as needed.

4.2 A Need for Guidance

For the very first session, only the Improvisation Mode was available. We were
thrilled to see that patients were willing to play when asked to, some of them
even showing signs of great enthusiasm and rather surprising pointing skills for
a first trial. However, none of them were willing to explore the system in depth
on their own, let alone improvise. When invited to do so, they said things like “I
don’t know any music” or “Hum me some tunes” and never even tried to click
random notes, shake the Wiimotes or click the corners of the screen the way
most of the healthy subjects who tried the application during informal testing
did. However, when we suggested a song they remembered, they were more than
happy to play it. Of course, even though one patient needed no help at all (she
was a former pianist and had a rather high MMS rating of 22), the others were
not able to play a song without extensive help from a musically trained care
giver. Furthermore, although 8 or 11 notes are more than enough to improvise,
it is hard to find many songs that fit into a single scale.

On the other hand, in the Challenge Mode we tested the following week,
patients could play a song without needing help to find the right notes to click
on. They clearly were more comfortable following the highlighted notes than
trying to create something on their own. We felt we were on the right track
because patients would now clap, sing and start reminiscing more and more
often. We thus decided to leave the Improvisation Mode as is, and use it only
with particularly skilled patients such as the one mentioned above. Interestingly,
although this patient was barely able to keep things in memory for more than a
couple of minutes, she complained that the playable songs were the same from
one week to the other, which greatly surprised the physician among us.

However, in Challenge Mode, failure is rather likely due to the relatively small
size of the keys on the screen. Thus, playing the song from start to end demanded
quite a lot of time and became rather frustrating without active physical help
from a care giver: patients had a lot of trouble following even simple rhythms
on their own and were thus unable to recognize the songs. One specific quote
illustrates this fact well: when leaving after a session, one patient said “It’s hard:
we have to remember the songs to sing”. This caught our attention because even
though this patient had quite a lot of trouble playing in Challenge Mode, what
was perceived as hard was not playing, but remembering the song, which was
exactly what we had tried to simplify.

We got a lot of similar feedback which showed that patients either (1) are
not really aware of how much help with manipulating the Wiimotes they are
given when they play or simply (2) do not care about properly pointing and
clicking; in any case, they did not seem to mind that the care giver was actually
doing almost of the Wiimote handling for them. What they did notice however is
whether they were able to remember the melody and lyrics or not. Consequently,
we decided to tone down the pointing challenge to an extremely low level and
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concentrate on the memory aspects of the activity which appeared to have a
greater impact on their self-image.

4.3 The Power of Reminiscence

To focus the gameplay on reminiscence, we lowered the game difficulty to a level
well below what we had intended in the beginning. First, in Reminiscence Mode
(see Figure 3), the highlighted key is three times as big as the others, occupying
more than a fourth of the screen, and displays the corresponding lyrics in large
letters. Second, instead of having to click in the right place to play, patients
can simply hover over the highlighted notes with the trigger pressed in, and the
system makes sure that the melody is played with the proper rhythm. One can
thus play without even looking at the screen by simply pushing the trigger and
shaking the Wiimote from left to right, something that one of our test subjects,
even though severely disabled, was thrilled to discover with some practice.

Fig. 3. “Au clair de la lune” in Reminiscence Mode

In fact, we were worried that such an easy task might deter our test subjects
by making them feel underestimated. We were completely wrong: none of the
patients ever said the task was too easy. Even elderly people without any signs of
dementia who happened to pass by during our sessions seemed rather proud to
be able to play a song despite the simplicity of the task. We think this is because,
for people who were born in the 1920s, any task involving computers is often
seen as utterly complicated. Therefore, being able to do even the simplest thing
with something so “otherworldly” as a Wiimote is considered an achievement.

This observation is crucial: no matter how easy we make the game, patients
will still feel empowered when playing it. We can therefore really tailor our
system to trigger as much reminiscence as possible without having to worry
about the gameplay becoming dull. This is very important because patients are
usually well aware that they forget things more and more rapidly over time and
often seem ecstatic when they discover that they do remember the songs from
their childhood. Furthermore, the musical memories that come back often trigger
a train of other flashbacks (actual quotes: “My husband was a trumpet player;
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he often played this when we went to the ball; these were happy times” or “We
sung this at X’s wedding; how much fun we had back then!”).

These recollections usually seem to be even more pleasurable to the patients
than the actual singing and can sometimes lead to signs of completely unexpected
awareness. For instance, one severely disabled patient (MMS = 10) told us,
after playing a song by a famous French singer a few weeks in a row, that she
was sad because he was very sick at the time, maybe about to die. The care
givers were astonished that a patient with such a high cognitive deficit was
able to understand and retain such an information. Thus, even though it could
seem like a good idea to design MINWii with the intent of making it playable
autonomously, the need to smooth out the impact of such highly emotional
occurrences justifies the presence of care givers while the game is being played.
Yet, this anecdote also illustrates the tremendous potential of music therapy,
which can have unanticipated, very profound cognitive effects [17], far beyond its
usually accepted benefits regarding anxiety relief and memory stimulation [13].

4.4 Putting Human Contact First

Our last key design point is human interaction: MINWii is tailored to encourage
patients to interact with care givers, family and other patients. Indeed, patients
told us praises such as “You’re all so nice: it’s a pleasure coming here”, “Thank
you for singing with me: you’re a much better singer than I am” or even “For
people as lonely as I, human contact is very precious”, which led us to reconsider
our system not only as a game, but also as a medium for interaction.

First, we never tried to make MINWii usable by patients alone: a care giver
always manages the overall progress of the game. For instance, the various songs
available need to be presented to the patient in an understandable way. Thus, we
decided to implement an accessible file browser with two main characteristics: (1)
fonts are very big and all the unnecessary information and buttons are hidden in
order not to confuse patients and (2) the titles of the songs are displayed in lieu
of their filenames so that patients can read “Oh When The Saints” instead of
“ohwhenthesaints.musicxml”. This dialog screen is much more important than
we had thought at first: demented patients retain their reading ability very long
into their illness, to a point that many of our test subjects would read aloud
whatever was written on the screen, often without a clue about what it meant.
Therefore, just like realizing that they can still remember and sing a song, being
able to read and understand written words with the help of the care givers is
very pleasing for them, and is a great occasion to interact and give praise.

Second, MINWii’s very flexible gameplay, which can be adjusted from quite
a serious challenge to an extremely simple task, gives it the ability to appeal to
many audiences besides demented patients. More specifically, several informal
tests have convinced us that, if children visit, playing with MINWii could be a
lot of fun for them and would constitute a very good way to encourage interaction
with the patients, mainly through singing and clapping. And anyone who has
observed elderly patients can tell that hardly anything could top the pleasure
they take in spending some quality time with their great grandchildren.
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However, many patients rarely get visits, and the people they see the most
are those treated in the same institutions, be it in day-care or long stay units.
Just like other people, they chat, take walks and develop friendships, but their
illness does make things more difficult, as they have trouble remembering faces
and having coherent discussions. Thus, to enhance human interaction, we chose
to organize our sessions in the hospital animation room with groups of 3 or 4
patients in front of a big projection screen. Note that, given how easy it is to
set MINWii up, it would have been much easier for us, but overall less effective,
to plan one-to-one private sessions since demented patients, who have a blurred
perception of time, are often quite reluctant to leave their room for fear of missing
a visit or a meal, even though nothing is up for them in the next 4 hours.

Our experiment showed that we were indeed able to have patients cooperate
in musical production. Since Alzheimer’s disease greatly hinders patients’ mul-
titasking ability, it is rather hard for the person playing to sing the song at the
same time, even though the two tasks are very easy if taken separately. Having
group sessions made it possible to still have the patients sing by encouraging an
“I play, you sing” dynamic in the group. We were happy to see patients discuss
musical preferences, clap and congratulate each other after playing or even, in a
few cases, encourage other, more reluctant patients to come to the sessions and
play music like “cowboys”, as one patient explained because of the pistol.

5 Conclusion

Even though Music Therapy has been shown to be an effective approach to deal
with demented patients, few easily usable systems specifically target them. Our
MINWii platform, where patients use Wiimotes to either improvise music or play
predefined songs on a virtual keyboard, was designed with the specific features of
Alzheimer’s disease and dementia in mind. Using an iterative process built upon
qualitative, small scale experiments in a therapeutic environment, we ended up
with a final design that focuses less on creativity but more on reminiscence and
renarcissization, which appear to be strong motivators for our test population.
A large majority of our patients, with mild to moderate dementia, expressed a
strong interest in our system, which was further confirmed by feedback from the
care givers, who were able to use MINWii even with no prior musical training.

We are currently undertaking a fully controlled usability study of MINWii,
which, if successful, will lead to future research intending to assess its therapeutic
impact. A long term goal of our research is also to study the possible use of the
interaction data recording facilities of MINWii for applications in evidence-based
medicine such as the patient-specific quantitative assessment of Music Therapy
compared to other techniques.
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Abstract. In this paper we present a detailed analysis of World of Warcraft vir-
tual team collaboration. A number of competitive synchronous virtual teams 
were investigated in-situ and unobtrusively. We observed a large gap in team 
performance between the various teams. An initial statistic study showed that, 
in teams of this level, individual player performance was not the primary driver 
for the large discrepancy in team performance. This led to the argument that 
differences in intra-team collaboration and communication might be a signifi-
cant driver for the discrepancy in team performance. In total 16 hours of audio 
recordings of gaming sessions of virtual teams were analyzed. The analysis in-
dicates that distributed leadership instead of authoritative leadership is more 
common in successful synchronous virtual teams.  

Keywords: Virtual Teams, Collaboration, Communication, Distributed Leader-
ship, MMORPG. 

1   Introduction 

Recently, the use of computer games for research purposes has become increasingly 
popular [1]. Often this research is focused on researching how games can be made to 
be more entertaining or educational, but also on how video games can be used as 
research tools to study more general phenomenon (see, e.g., [2, 3]). Topics such as 
team strategy and decision making are being researched in a video game context [4]. 

Virtual teams have become more prevalent in various fields of business and re-
search as Computer Mediated Communication (CMC) has become more widespread 
and accessible. A recent survey by the Gartner group found that more than 60% of 
professional employees work in virtual teams [5, 6, 7]. It is expected that the business 
world will increasingly use CMC [6]. Additionally, a significant amount of study on 
virtual teams and team training in virtual worlds is being done in defense and disaster 
relief related areas [8, 9]. Thus it is very valuable to investigate the internal communi-
cation of teams already operating under these conditions. 

There are still gaps in knowledge about virtual team collaboration and communica-
tion, in particular when it comes to studying virtual teams in-situ. Therefore it is 
worthwhile to study teams with a real-time, unobtrusive method that can be practi-
cally implemented [10, 11]. 
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In online computer games, especially Massively Multiplayer Online games (MMO), 
CMC is the rule rather than the exception and this creates interesting opportunities to 
study Virtual Teams in-situ. MMO’s serve as particularly good environments for this 
type of research for a number of reasons. MMO’s have active functioning teams that 
share a common task and goal. Due to the amount of players there is a large diversity 
of teams available to collect data on. The members of these teams are self-motivated to 
participate in their shared activity. Members can be observed unobtrusively and in real-
time while being engaged in sessions of collaborative problem solving. Players invest 
quite some effort in the game and their team indicating that the team is indeed viewed 
by the players as an online team with a common underlying interest. Finally, player 
behavior with respect to leadership and other higher level organizational skills is quite 
consistent with respect to the player’s real-world behavior (see e.g. [12]). We studied 
communication and organization behavior in synchronous virtual teams in the popular 
MMO World of Warcraft (WoW). 

We set out to investigate the relation between team performance and team struc-
ture. More precisely, we wanted to know if there was a relation between the quality of 
the team and the type of collaboration the team used. The study setup was unique in 
that the participating teams operated in duplicate environments, while still being in-
situ and unobtrusive. This means that variation in team behavior is caused by the 
players and their interactions. The teams were unaware of the study, providing an 
excellent opportunity to study the teams in the wild. The data was analyzed qualita-
tively. This paper is organized as follows. In section 2 the relation between virtual 
teams and MMO’s is explained. In section 3 our study setup is explained. In section 4 
the results are presented. Section 5 and 6 present the discussion and conclusion  
respectively. 

2   Virtual Teams and MMO’s 

Cohen and Baily define a team as “a collection of individuals who are interdependent 
in their tasks, who share responsibility for outcomes, who see themselves and who are 
seen by others as an intact social entity embedded in one or more larger social sys-
tems, and who manage their relationship across organizational boundaries.”[13] 
This definition is general enough to capture traditional, as well as virtual teams while 
precisely identifying the defining features of a team: its unity of purpose, its identity 
as a social structure, and its members’ shared responsibility for outcomes. 

Rosen et. al define a virtual team as a “group of geographically, organizationally 
and/or time dispersed workers brought together by information and telecommunica-
tion technologies to accomplish one or more organizational tasks” [14, 15, 16]. 

2.1   Virtual Teams in World of Warcraft 

The Virtual teams that were studied in WoW adhere to the requirements of both of 
these definitions. Players form large collectives called guilds. From these guilds 
smaller teams of players are formed into what is known as a 25-player raid group. We 
consider a 25-player raid group as a team (please note that as all guilds in our study 
had one 25-player raid group, the terms guild, team and 25-player raid group will be 
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used interchangeable and all refer to the guild’s 25-player raid group). This 25-player 
raid group attempts to succeed in the bigger challenges that can be found inside the 
game environment. The members of these groups are interdependent in their tasks, 
communicate only through computer mediated means and are driven to succeed in 
collectively overcoming the challenges that the game offers. Considering the time 
investment that is needed from the team to defeat these in-game challenges (typically 
more than 20 hours of play time) and the amount of communication occurring we 
assume that these challenges are complex problems. While their livelihood does not 
depend on their success in the game the amount of time team members dedicate to 
their team is significant enough that we can consider the team to generally be very 
well motivated to succeed. There are many similarities between our virtual teams and 
the problem characteristics of virtual teams described by the Macro-cognitive Model 
of Team Collaboration [17]. Virtual teams in WoW operate under time pressure and 
often not all information or knowledge about a challenge is available for players. 
There usually is a large amount of knowledge to handle and the interface with the 
game is complex. Player’s often custom design their user interface to facilitate their 
functioning in the team. The teams are distributed, culturally diverse, usually employ 
a fairly strict--although not very deep—hierarchy, and their members have unique 
roles and regularly rotate within the team. The operational tasks are also similar, team 
decisions about the planned tactics have to be made, the players have to develop a 
shared understanding of the situation and transform available information into a func-
tional tactic that works for the team in the field. One difference is that the teams tend 
to work synchronously instead of asynchronous. Asynchronous communication usu-
ally only occurs during the planning phase for content when the teams use forums to 
exchange information.  

2.2   Distributed and Authoritative Leadership 

The following two descriptions for collaboration styles were based on phenomenon 
found in the data initially. When a team employs authoritative leadership, there is a 
designated person that functions as leader. Communication is characterized by giving 
instructions, explaining decisions and asking about status information (i.e., informa-
tion important for decisions, planning and action selection is typically gathered and 
analyzed by the leader). The leader decides what the team does. 

In contrast, in distributed leadership, leading never rests with just a single person 
but rather leadership is a role often and quickly passed between different members of 
a team. Teams that use distributed leadership are characterized by high communica-
tive interaction between its various members. Focus is shifted away from the individ-
ual actions of leaders and their personal qualities. Instead the practice of leadership as 
“interactions between the leaders, followers and situation” becomes more important, 
and this interaction is used to plan, decide and act [8]. 

3   Research Design 

We now explain our research design used to investigate the relation between team 
performance and team structure. The chosen gaming platform enabled us to study 
intra-team communication in great detail: all data can be logged, and the researcher’s 



94 N. van Dijk and J. Broekens 

 

real motives could be hidden. These two aspects have not often been exploited in 
similar studies. Given the large amount and variability of data collected, and the rela-
tively open-endedness of a participatory field study, a qualitative study design was 
more suitable as compared to a quantitative hypothesis-focused approach. This al-
lowed our data analysis to be more explorative. 

It is plausible to assume that differences in team performance are explained by in-
dividual player performance (i.e., better players in better teams). We carefully 
checked this assumption before starting the detailed and time consuming task of 
monitoring and qualitatively analyzing teams in order to find effects of team collabo-
ration on performance. We polled a random set of 150 players in the top 4000 guilds 
in Europe (top 4000 selected according to www.wowprogress.com, 5 players per 
guild, 30 guilds in total). These players were ranked according to a measure for player 
quality based on several game-performance elements extracted from the website 
europe.wowarmory.com (official website of the developer Blizzard containing actual 
game data). These elements included: number of bosses killed in 5 player dungeons, 
number of 5 player dungeons entered, number of bosses killed in 10 player dungeons, 
number of 10 player instances entered, number of Quests completed, number of Daily 
Quests completed, date of reaching level 80. 

In essence, all elements define a player’s activity in the game, except the last which 
defines how “senior” a player is with respect to how long the player plays the game. 
We excluded the activity related to the team performance we will be observing (i.e. 
the 25-raid group activities). Players with high activity and seniority have more ex-
perience and are assumed to be better performing. 

To investigate if player rank relates to team rank in the top 4000 teams, we statisti-
cally analyzed this relation. This showed a significant correlation between guild rank 
and player rank among the top 4000 teams (n=150, r=-0.273. p=0.001). However, 
when considering only the teams ranked 1000 to 4000, there was no significant corre-
lation (n=99, r=-0.127, p=ns). This indicates that within the well-performing set of 
ranked teams, not belonging to the absolute top 1000, individual player quality is not 
related to team performance. Thus, in the top 1000 to 4000 other factors, such as 
collaboration and communication explain the difference in team rank. 

Based on these results we decided to embed an avatar (representation of the re-
searcher in the game) in European guilds ranked between position 1000 and 4000. 
These avatars would be active in the guild’s 25-raid group for several weeks / months. 
The main goal for our study design was to obtain all our data unobtrusively and in-
situ. As such, the fact that research was being done was hidden to the virtual team. In 
ethnographic fieldwork it is quite accepted to study subjects without formally request-
ing their consent. We consider our method of acquiring data to share many similari-
ties with this process. 

A secondary goal was to gather data on teams during encounters they had not de-
feated before. Prior experience by the first author indicated that a team’s communica-
tion pattern changes drastically when teams have defeated the same challenge several 
times. To eliminate this factor only data recorded during moments teams were engag-
ing new content was analyzed.  

Four teams to gather data from were selected based on guild rank (according to 
www.wowprogress.com and our previous analysis), and if the guild had already finished 
a newly published challenge (teams attempted similar new content). As clarified in 2.1 
we use the term guild and team interchangeably and they refer to the same entity. 
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• Team A – position ~1000 
• Team B – position ~1300-1500 
• Team C – position ~1500-1800 
• Team D – position ~4000 

 

The differences in performance between guilds ranked near position 1000 and guilds 
ranked near position 4000 are significant. For example, Guild ‘Going Postal’ ranked 
EU 1025 achieved the ‘Heroic Lord Jaraxxus’ challenge on October 3rd 2009, while 
Guild ‘Ypsilon’ ranked EU 3747 achieved the same challenge on December 21st 
2009. This represents a difference of more than two months, between guilds that both 
play on 3 scheduled evenings each week. The boss became accessible to both teams in 
the first week of September 2009, meaning ‘Going Postal’ was close to 400% faster, 
given that they played on similar schedules. This is a major difference given the fact 
that these guilds are ranked and being the best team and achieving a higher rank on 
the server or continent is an important status achievement in WoW. 

Data was gathered in several different ways. WoW raid groups use Voice Over 
Internet Protocol (VOIP) applications during their team sessions to facilitate their 
intra-team communication (e.g. Teamspeak or Ventrilo). These voice communications 
were recorded. Audio recordings were started the moment a group was fully gathered 
and players got on their way to the respective challenge they would attempt that eve-
ning. Audio recordings were concluded when the group was disbanded at the end of 
the evening.  

3.1   Data Analysis 

Most interesting were the VOIP audio recordings, these seemed to contain the highest 
frequency of communication. Nivo8 was used to structure the data. The data analysis 
was explorative and a coding scheme was developed to disseminate the communica-
tion. After initial scanning, it seemed necessary to develop a more structured and 
generalized coding scheme that could be applied to both the audio recordings and the 
chat logs as well as be generic enough to be able to be applied to virtual teams in 
different environments.  

All coding of the audio files was done manually. This was a very time intensive 
process. In total 16 hours of audio data (out of the total 70+ hours recorded) was ana-
lyzed. Session length was between 50 minutes and 4 hours long. Every session was 
coded and annotated down to the second. Six Sessions in total were analyzed, two for 
Team A, two for Team D, one for Team B and one for Team C. The number of refer-
ences being created per session varied between approximately 700 and 2800 depend-
ing on the length of the session. 

To code what happened in the audio and chat, we used two coding schemes. These 
schemes were able to cover all information exchange within the teams that was re-
lated to the challenge they were attempting to succeed in.  

 

• Members: (Officer1, Officer2, Officer3, Officer4, Officer5, Raiders) 
• Tactical information: (Instruction, Negotiation, Reflection, Status, Action) 

 

The member scheme represents who speaks. All teams that were studied had defined 
officers and the remaining members of the team were called raiders. It’s worthwhile 
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to mention that these guilds determine and assign their own officers inside the game. 
They are regular players, but in the guild have extra privileges and control over who 
is member in the guild, as well as carry extra tasks and responsibilities (administra-
tion, recruiting, conflict management etc.). This self-regulated hierarchy was used to 
assign members to their respective codes. Raid groups usually consisted of 2-4 offi-
cers and 21 to 23 raiders (in total 25 members).  

The tactical information scheme contains all audio fragments that were related to 
sharing information, making decisions and forming a strategy that was concerned with 
the content that was being done by the team during that session. In order to determine 
what code could be applied to an audio fragment several semantic rules were used.  
 

Instruction: Sentences that implied that a different member had to perform an ac-
tion, or perform an action in a certain way. “Do x”, “watch out for y”, “perform z 20 
seconds into the fight”. This code contains both overarching instructions, as well as 
direct warnings for certain occurrences in the game environment. 

Negotiation: Any discussion about the current strategy that the team was using 
that involved one or more members. “Should we not do x in manner z instead of man-
ner y”, “No, manner z is superior to manner y because of factor a”. This code contains 
suggestions, more in-depth discussions, and consensus reaching. 

Reflection: Any audio fragments that were concerned with establishing what hap-
pened in the past. Whether it was about judging what went wrong for the team during 
the last attempt, or in order to establish what happened in a similar situation several 
days before. 

Status: Any audio fragments that were concerned with players reporting to the 
group about their current condition, the state of the environment or the state of the 
group. 

Action: Any audio fragments that were concerned with declarations of action and 
intention. “I’m going to do x”. 

4   Results 

Two sessions were analyzed for both Team A and Team D to eliminate the chance of 
a fluke result. The Member scheme results (Fig. 1) indicate that Team A had several 
leaders that were equally active in their communication. The remaining 21 players 
that are coded under the Raider label formed the largest share of the communication 
over the course of the sessions. 35.9% of all the audio recorded during the first ses-
sion (Team A session 1, TAs1) was spoken by the regular raid members. During this 
session three of the four officers spoke almost an equal amount. Officer1 24.0% of the 
time. Officers 2, 3 and 4 we’re responsible for 17.9%, 19.3% and 3.0% of the audio 
respectively.  It also seemed that the officers had a rough task distribution. Two offi-
cers (Officer1 and Officer3) were primarily concerned with explaining tactics, and 
one of these in particular initiated many reflective conversations after the team made 
an attempt at the boss they were trying to defeat. The second officer (Officer2) was 
primarily concerned with logistics, and made sure all team members were present, 
ready and had all their necessary avatar enhancements. Whenever an attempt was 
started he was always the person to give the go signal for the team to initiate the fight. 
The second session recorded for Team A (TAs2) was recorded during a slightly more  
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Fig. 1. Team member audio activity  

 
 

Fig. 2. Team communication type coverage. Notice the distribution among both of Team A’s 
logs compared to both of team D’s logs.  

 
complex engagement. The team had quite some difficulties with the challenge and 
many attempts were made that usually ended fairly quickly. Officers 1 and 3 primar-
ily concerned themselves with the tactics and spent a lot of time discussing among 
each other and with the rest of the team. Officers 1 and 2 were responsible for 31.5% 
and 28.5% of the audio respectively The second officer (6.8%) was not in control of 
team logistics that session and was much less active in the discussions. The group of 
Raiders again formed the most active communication participant (33.3%). 

If we review Fig. 2 for Team A it is noticeable that all types of communication (in-
struction, negotiation, reflection, status and action) are all well represented in both 
sessions. Significant amounts of time were spent negotiating tactics, reaching team 
consensus and reflecting on past attempts. The first session contained 34.2% Instruc-
tion, 16.9% Negotiation, 23.1% Reflection, 13.6% Status and 12.1% Action messages. 
During Team A’s second session negotiation was even the most populated code. The 
second session contained 30.1% Instruction, 22.2% Reflection, 36.3% Negotiation, 
9.4% Status and 1.9% Action messages. In all other sessions, instruction was the most 
populated code. The problems encountered by Team A in this second session might 
explain their increased need to negotiate about a working tactic on the spot. 

Team D had a very distinctly different communication pattern. Both of the sessions 
for Team D were recorded on the exact same fight as the first session for Team A 
(TAs1). Team D was controlled by a very directive officer (Officer1). On his own he 
tended to speak at least twice as much as the remaining 21 members of the group. The 
larger share of the group showed very passive behavior. The first session for Team D 
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can be broken down as follows: Officer1 71.1%, Officer2 1.4%, Officer3 2.6%, Offi-
cer4 1.2%, Raiders 23.7%. Where Team A used four officers to handle the task work-
load of leading, Team D also had four present but only one of them was very commu-
nicative. The second session for Team D showed very similar results to the first  
session: Officer1 49.8%, Officer2 4.9%, Officer3 1.7%, Officer4 16.1%, Raiders 
27.5%. This similarity is also found in the coded references of the tactical information 
scheme. The gap between Instruction and the other communication forms is very 
large in the data of Team D. The first officer was also the primary source for these 
Instructions. The tactical information scheme analysis for the first session contained 
82.3% Instruction compared to 4.3%, 6.0%, 4.1% and 3.3% for Reflection, Negotia-
tion, Status and Action respectively. The second session contained Instruction 67.4%, 
Reflection 8.4%, Negotiation 15.0%, Status 6.4%, and Action 2.9%. 

Let us compare a particular section of the data where distinct communication style 
differences between Team A and Team D occurred. We’ll take a look at the same 
situation in logs TAs1 and TDs1, during which both teams were attempting to defeat 
the challenge ‘Beasts of Northrend, Heroic’. During the first section of this fight the 
tanks1 had to rotate among them who was tanking the boss during the encounter based 
on what number of debuffs2 they had received from the boss. In Team A the tanks 
declared on their own how many debuffs they had, using a predetermined rotation 
order the tanks knew at what number of debuffs they had to take over and in which 
order they had to take over. These declarations of debuffs were coded as Status mes-
sages. Whenever a tank reached the number that was the trigger for a rotation to occur 
he would simply say the number over the VOIP channel and that would signal to the 
next tank in the rotation to take over. The tank that was taking over would often de-
clare his action before taking over from the first tank; ‘I’m about to take over’ in 
order to inform the healers3 assigned to keeping the tanks alive to switch targets to the 
tank that was stepping in. These messages were coded as Action messages. This en-
counter was unforgiving enough that if a tank went without any healing for a period 
of 3 seconds he would very likely be dead. A death on the part of one of the tanks 
generally resulted in a failure for the entire team. This made the well coordinated 
switching of the tanks and healers very important.  

In Team D this entire communication process was handled by the first officer. 
Whenever a tank reached the maximum amount of debuffs the officer would order 
one of other tanks to take over and would also instruct the healers to heal the tank that 
was stepping in. This put a lot of stress on the first officer and also led to create con-
fusion among the tank rotation as well as the healers. Whenever the officer used a 
loud voice to instruct the healer to heal one of the tanks, healers with assignments 
other than healing the tanks would drop their original assignment and switch targets, 
which would then lead to increased risk to their original assignments. This deficient 
communication was the direct cause for several failed attempts and also created a very 
uncomfortable atmosphere in the group that caused the fight to be perceived to be 
harder than it actually was if the communication had been more distributed and 

                                                           
1 Tanks: a particular role in the team filled by several members, their job is to protect the 

weaker members in the team by drawing the attention of threats to themselves. 
2 Debuffs: a temporary negative effect put on an avatar. 
3 Healers: players tasked with keeping other team members alive. 
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calmer. The lack of reflection and negotiation during the sessions of Team D (Fig. 
4.2) also indicated they failed to improve their tactics during the evening and were not 
able to determine what went wrong during attempts to make an improvement. Team 
A reached the 3rd of this 3 phase fight near the end of the evening while Team D only 
managed to reach the 2nd phase of the fight on their last attempt of the evening.  

The data from Team A suggested that the ability to clearly define errors and prob-
lems were a critical part for their success. Defining where mistakes were made in the 
team and clearly declaring them made the team much more efficient and also created 
a more confident atmosphere. When the team wasn’t succeeding they always knew 
why they were not succeeding. Among Team D this did not occur as much. Often the 
same set of instructions would get repeated even when no improvement was observed. 

In order to verify if the found communication patterns can be extrapolated we ana-
lyzed the data of Team B (~1300-1500) and C(~1500-1800) (both teams are posi-
tioned between Team A and D with respect to performance,. The session analysis for 
Team B resulted in Officer1 62.0%, Officer3 11.3% and Raiders 26.7%. Team B 
shared similarities with Team D in that they had a very authoritative leader. However, 
their tactical information scheme analysis shows a high amount of negotiation. The 
tactical analysis for Team B can be broken down as follows: Instruction 46.1%, Re-
flection 12.4%, Negotiation 34.6%, Status 6.2% and Action 0.7%. So, while Team B 
shared similarities with Team D’s communication pattern, Team B was not nearly as 
instructional or authoritative. The session analysis for the slightly lower ranking Team 
C produced Officer1 18.5%, Officer2 15.4%, Officer3 26.1%, Officer4 6.9% and 
Raiders 33.2%. They shared a similarly distribution of workload as Team A, but the 
number of references (almost twice as much references per time unit compared to 
Team A) coded for their session indicated that their communication was very frag-
mented and that members spoke often for very short lengths. This was reinforced by 
the results of the tactical information scheme. Team C’s breakdown resulted in 38.5% 
Instruction, 4.3% Reflection, 6.0% Negotiation, 22.2% Status, 4.0% Action. Their 
number of Instruction references shared more similarities with Team D’s tactical 
information scheme results. 

5   Discussion 

Very distinct differences were found between the communication patterns of the 
highest ranked team (position ~1000), Team A, and the lowest ranked team (position 
~4000), Team D, in both of the sessions of each team. Large differences were evident 
in the member scheme (Fig 4.1) as well as in the tactical information scheme (Fig. 
4.2). The higher ranked Team A showed a distributed communication pattern where 
communicative workload was equally divided between its leaders, and where the 
group of raiders, that numbered 21 members, was always the most vocal contributor 
to the total communication. The type of communication that was observed was also 
equally distributed; Team A showed high amounts of reflection and negotiation dur-
ing their sessions. Because of the performance record of Team A we argue that this 
style of communication is an important asset of their team’s success.  
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The challenges these teams face in WoW can be described as a 25 entity collabora-
tive reinforcement learning problem. Teams tend to spend dozens of attempts and 
many hours learning how to overcome a particular challenge while slight improve-
ments are made with each attempt. We assess that it is very important for a team to 
have all its members learn and adjust to a new piece of content as quickly as possible. 
The team that can enable its members to learn fast ends up being successful, and we 
suspect that higher performing teams manage to achieve this through high interaction 
between all members of the team and very consciously negotiating and reflecting on 
the tactic they are developing to overcome the challenge they are facing. Interestingly 
enough, while the number of scheduled evenings per week and player level for Team 
D is roughly equal to Team A, their communication style was almost the exact oppo-
site. Team D’s communication was characterized by a single dominant leader who 
had the tendency to micromanage the team members actions. The remaining 24 mem-
bers of the team were not nearly as communicative as this single leader and this is 
also well reflected in the communication type analysis.  

Instructions were by far the most common, often coming from the dominant leader, 
but when other members of the team did speak up it was also often in the form of an 
instruction. The high amount of instructions coupled with a lack of reflection and 
negotiation generally meant the team tended to stick to their original plan and would 
not revise it very often after learning more about the content. This inflexibility and the 
low interaction between the various members led to a slow learning curve for the 
team. The results from Team B and C interpolated well between the results from A 
and D. In our study setup Team C was ranked lower than Team B, despite sharing 
slightly more similarities with Team A rather than Team D. However due to the way 
content was released and the time it took to record the necessary data the ranking 
difference between Team B and Team C is not as straightforward as it may seem. The 
guild ranking system is quite dynamic and new achievements by guilds quickly lower 
or raise a team’s standing with about 100-300 points. 

Our results replicate the results of other team related studies. In a closed experi-
ment with novice users by Richter and Lechner, the most successful team was also the 
team using negotiation and reflective analysis the most [18]. However no data was 
available on the distribution of communication of each member of the 5 man team. A 
larger study of Change Management Teams also showed shared leadership as a more 
effective predictor of higher performing teams, however their research methods relied 
on two questionnaires applied at the start and end of a 6 month period[19]. 

Certain types of communication have different effects on how fast they contribute 
to the construction of a team’s shared mental model [20]. Based on our results we 
suspect that negotiation and reflection contribute more effectively to shared mental 
model development than other communication types like instruction. The faster a 
team can switch from explicit communication to primarily implicit communication, 
when they are operating in an environment with a lot of time pressure, the faster it 
leads to a successful collaboration. Especially members of WoW raid groups benefit a 
lot from implicit communication as the act of communicating tends to negatively 
affect their ability to perform their in-game function during the team effort.  
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6   Conclusion 

Distributed leadership is a method of collaboration that involves multiple leaders that 
delegate and switch roles to each other and to non-leaders in order to facilitate the 
performance of the team. According to the results we gained from gathering data on 
four WoW teams in European top 1000 to 4000, the better teams tend to use distrib-
uted leadership. The collaboration among the better teams in our study is marked by a 
high interaction between both leaders and followers and team strategy development 
with high levels of reflection and negotiation. The slightly lower ranked teams B and 
C use a somewhat distributed communication style. In contrast, the lower ranked 
team’s collaboration (D) is characterized by a rigid command structure involving 
instruction and control of a dominant single leader. This suggests that the top teams in 
WoW are more likely to be using distributed leadership as opposed to a more top-
down instructional approach that more commonly occurs in lower ranked teams. This 
means that there is a relation between the distributiveness of a team’s communication 
pattern and the team’s performance. As these processes are general aspects of team 
collaboration, and as other studies have found similar results in different environ-
ments (e.g. [19]), we argue that these findings can also be applied to other synchro-
nous virtual teams that rely on a high information exchange in order to succeed, espe-
cially in areas like disaster relief and defense related team efforts. Communication in 
these teams is essentially information exchange. Learning which communication style 
is more prevalent in more successful teams can provide important knowledge on more 
effective information exchange & consensus reaching within virtual teams in general. 
Considering the novelty of the study method and the platform, it is an encouraging 
result for further team related studies in this area. 
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Abstract. This paper presents a method for monitoring mental state of small 
isolated crews during long-term missions (such as space mission, polar expedi-
tions, submarine crews, meteorological stations, and etc). It combines the re-
cords of negotiation game with monitoring of the nonverbal behavior of the 
players. We analyze the records of negotiation game that has taken place be-
tween the crew members who were placed in isolated environment for 105 days 
during the Mars-500 experiment. The outcomes of the analysis, differently from 
the previously made conclusions, show that there was not a significant devia-
tion of the rational choice of the players. We propose an extension of the 
method that includes monitoring of the nonverbal behavior of the players next 
to recording the game records. The method is focused on those aspects of psy-
chological and sociological states that are crucial for the performance of the 
crew. In particular, we focus on measuring of emotional stress, initial signs of 
conflicts, trust, and ability to collaborate.  

Keywords: Colored Trails, social network analysis, nonverbal communication, 
emotions, long-term missions, evolutionary game theory. 

1   Introduction 

Long-term missions, such as a space flight or polar expedition, usually are performed 
by small group of people, and characterized by extreme physical and psychological 
parameters. The psychological parameters, like small group living, extreme social 
isolation, working together in close proximity [2], could be crucial for the mental state 
of crew members as well as the whole crew. The interpersonal issues, such as crew 
tension, cohesion, leadership, language, cultural factors [1], could become reasons for 
personal conflicts which, in their turn, could affect performance of the mission. For 
instance, inter-crew tension can cause formation of subgroups, disruptions of cohe-
sion, scapegoating, refusal of communication and collaboration. 
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For measuring, prediction and prevention of the above mentioned problems, it is 
crucial to have methods for automatic monitoring of psychological and social states in 
the group. The psychological states of the crew members, as well as different aspects 
of interpersonal relations, have been assessed using different approaches. In the cur-
rent study we combine three approaches: strategic multiplayer game, [8, 11], tech-
niques for automatic monitoring of nonverbal behavior [16,17,18,21,22,23], and self 
assessment based on questionnaires [12,13,14,15]. In this way we are aiming to over-
come limitation of every component and develop a self consistent and comprehensive 
technique for monitoring intra- and inter-personal state of the crew members. 

2   Related Work 

The first concept of the AMHA project has been done within Mars-500 experiment 
for 105 days isolation [4, 5, 6, 7]. In 2004 the Institute for Biomedical Problems 
(IBMP) in Moscow and the European Space Agency have started to plan a full-scale 
ground based simulation of a manned mission to Mars. Such a full scale mission re-
quires between 520 to 700 days of isolation. Referring to the lower end of this time 
frame the initiative was named Mars-500.  

The goal of the Mars-500 study is to gather data, knowledge and expertise required 
to prepare a real mission to Mars. Hence, all key peculiarities expected to be present 
during future missions to Mars are reflected: ultra-long duration, need for autonomy, 
affected communication due to signal delay, and limited stock of expendables.  

This ensures that psychological and physiological impacts of isolation through 
such an extended period of time are observed as close to reality as possible. A crew of 
six candidates (four Russians and two from EU countries) are sealed insight the facili-
ties of the Institute for Biomedical Problems in Moscow. An initial 105-day isolation 
period took a place in spring of 2009. The present concept is going to be tested in the 
full 520-day study, which has launched at the 3rd of June, 2010.  

The Mars-105 experiment presents the crew members encountered in strategic 
game interactions while data is being gathered about their interpersonal dynamics. 

2.1   Evolutionary Game Theory and Colored Trails Game  

In this project, we explore the use of strategic multi-player games to alleviate stress, 
and more importantly as an unobtrusive tool to monitor the mental capacity of astro-
nauts as well as the development of different social interaction patterns within the 
crew. We are primarily interested in games that feature the following properties: 

• Simple enough for analysis 
• Rich enough to reflect features of real life interactions 
• Grounded in a situated task domain 
• Strategic (i.e. partial information that promotes reasoning) 
• Suited to measure social factors such as fairness 

We are also interesting to produce data, which directly involve interpersonal relation 
and, as a consequence, can be interesting to monitoring social atmosphere in the crew. 
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As such a tool, we used a three-player negotiation variation [25] of the Colored Trails 
framework developed at Havard University [24]. The Colored Trails game is played on 
a board of colored squares. One square is designed as a "goal square".  Each player has 
a piece on the board and possesses a set of chips in colors chosen from the same palette 
as the squares of the board. To move his own piece into an adjacent square a player 
must turn in a chip of the same color as the square. Chips can be exchanged by the play-
ers if a mutual agreement is reached. The goal of the game is to move your own piece as 
close to the goal square as possible using as less chips as possible. Distance to the goal 
is more important than number of chips left after the move. 

 
Fig. 1. Colored Trails Game 

2.2   Data Analysis of Mars-105 Experiment 

Design of the presented monitoring system is based on our previous analysis of the 
data obtained in the MARS-105 experiment. In particular behavior of Responders was 
analyzed. Situation, in which a responder needed to make a decision, was described 
by two numbers: how the Responder can improve his/her payoff by accepting the first 
offer and how he/she can improve his payoff by accepting the second offer. This de-
scription of the situation is a simplification because other factors can influence the 
decision of the Responder (for example what other players will get as a result of 
his/her decision or how good are the available offers in comparison with the offers 
which could be proposed). However, the two selected parameters are the only factors, 
which are determining behavior of the Responder and showing if the player’s behav-
ior is totally rational. So, the mentioned two parameters can be used to check how 
rational the behavior of Responder is. This check is important because any deviation 
from the rational behavior can potentially be an indication of psychological prefer-
ences or other interpersonal relations. 

On the Figure 2 is shown the behavior of one of the Responders. The x- and y-axis 
correspond to the improvement of the payoff which can be achieved by accepting the 
first and second offers, respectively. So, generally speaking, every point in the plot 
represents a particular situation in which the given Responder needed to make a 
choice. The color of the point indicates the choice which was made. The red/blue 
colors mean that the first/second offer was accepted. The green color means that the 
both offers were rejected. 

The space on the graph is divided into three different regions. If a responder is to-
tally rational, every region should only contain points of one corresponding color. 
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Fig. 2. Dependence of the behavior of one Responder on the accepted offer 

For examples, if both offers worsen the payoff of the responder (the left bottom re-
gion) than both offers should be rejected (green points). The right-bottom region 
means that the first offer is better than the second one and it improves the payoff of 
the responder (so, in this case the first offer should be accepted (red points)). In the 
third region (left-top) the second offer should be accepted (blue points). 

3   Method 

3.1   Design Concept 

Based on the previous AMHA design, the study of the Colored Trails game per-
formed during MARS-105 [4, 5, 6, 7] and data analysis, presented in previous section 
and [4], we lay down conditions and requirements to extend the rules of the game, and 
experiment by itself.  

To build the AMHA concept model, firs of all, we defined the parameters, which 
are crucial for successful communication and collaboration, such as stress level, 
pleasure, trust, dominance, and etc. Furthermore, we defined a personal mental state 
and interpersonal relationships as two main components of the crew mental health. 
The combination of different techniques is required to assess different aspects of the 
psychosocial states as well as to perform cross validation and correct interpretation of 
the collected data (see Figure 3). 

 
Fig. 3. AMHA conceptual model 
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Usage of questionnaires for a self assessment is important component of our de-
sign, since crew members can provide explicit information about their psychological 
states and interpersonal relations in the crew. This information is important for inter-
pretation of the game results in terms of perception of psychosocial state of the crew. 

3.2   Generalization of the Colored Trails Game 

For the MARS-500 experiment we have proposed a generalization of the Colored Trails 
game. In the new version of the game every user plays as Proposer. Moreover, in contrast 
to the previous version of the game, Proposers are free to choose a player (Responder) 
whom he/she wants to offer a chips exchange. As a consequence of these modifications, 
two or three players will play the Responder role in the second stage of the game.  

The game flow has four phases. 
 

1. Choosing a partner 
In this phase each player is choosing a partner for the current session.  

2. Proposition phase 
In this phase, each player, acting as a Proposer, can offer a chips exchange to his 
adversary. The Proposer’s and his Adversary chips are always located on the left 
and right hand side of the window, respectively. On the same screen the player can 
see the game overview. 

3. Response Phase 
In the Response Phase, each player plays as a Responder. After evaluation of the 
situation he can stay with his own proposal, or accept a proposal from another 
player, if it is available. If he accepts a proposal from another player, his own 
proposition is canceled. 

4. Scoring 
The final evaluation is fully automatic; players do not need to act in this phase. The 
game server automatically computes the best possible sequence of moves for each 
player and assigns personal scores. Points are calculated as follows. For reaching 
the goal location a player receives 125 points. If he does not reach the goal, 25 pen-
alty points are subtracted for every square between the goal and the player’s posi-
tion. In addition, for every chip the player has not used, he receives 10 extra points.  
 

 
Fig. 4. Screenshot of Colored Trails Game, Response Phase used for 520days isolation 
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The introduced modifications provide several advantages.  
First, we increased number of Proposer per game (from 2 to 3) and, as a conse-

quence, we get more data about the behavior of Proposers.  
Second, we increased the number of Responders (from 1 to 2 or 3). This way more 

information about behavior of Responders can be collected.  
Third, we increased the variety of situations in which Responders can be. In par-

ticular, Responders have to choose from different number of offers coming from Pro-
posers which are in different situations.  

Forth, based on the analysis of the previous experiment, we added a phase at the 
game, which is aimed to assess irrational preferences of the players. At this stage, 
when each player is choosing a partner for a current game, player’s behavior can not 
be based on rational thinking about state of the game.  

We also designed the Colored Trails Questionnaire that is aimed to define which strat-
egy each player has kept. The players are asked to fill it in after eacj gaming session. 

In addition to the previous experiment we combine the usage of the negotiation 
game with direct monitoring techniques of the nonverbal behavior of the subjects. In 
that way we want to study if our conclusions about user’s persistence of the game and 
other player can be confirmed by the direct measurement methods. In particular, the 
monitoring techniques can be used to detect if players are satisfied or not with offers 
from other players as well as decisions made by the Responders. 

3.3   Self Assessment Techniques  

Self assessment is an important component of mental health assistant since subjects 
can explicitly provide needed information about intra- and inter- personal states. 

3.3.1   Big 5 Test 
One of the intentions of our experiment is to find a relation between observed dynam-
ics of the interpersonal relations with psychological parameters of the crew members. 
Such a relation could help us to generalize the behavior observed in particular crew 
and to predict, in this way, relations in groups consisting of members of similar psy-
chological types. 

At the baseline of the experiment, we are collecting data, which could give us the 
psychological characteristics of participants about personality and collaboration pat-
terns at the same time. This data we can be used as a reference point in the future data 
analysis. For this purpose we are using the Big 5 Test [12].  

The Big Five model is considered to be one of the most comprehensive, empirical, 
data-driven research findings in the history of personality psychology. Over three or 
four decades of research, these five broad factors were gradually discovered and de-
fined by several independent sets of researchers. 

To address the need for a short instrument measuring the prototypical components 
of the Big Five that are common across investigators, the Big Five Inventory (BFI) 
has been constructed [10]. The 44-item BFI was developed to represent the prototype 
definitions developed through expert ratings and subsequent factor analytic verifica-
tion in observer personality ratings. The goal was to create a brief inventory that 
would allow efficient and flexible assessment of the five dimensions when there is no 
need for more differentiated measurement of individual facets.  
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For our study the results of this test are used to build a Social Network Model, and 
use it for the further data analysis in terms to compare and find a correlation with the 
Social Network Model, that we would have from records of the game. 

3.3.2   Self Assessment Manikin (SAM) and Cognitive Task Load 
To assess the emotional parameters during the game, players will be asked to fill in 
the questionnaires (see Figure 5).  

 

Fig. 5. Colored Trails workflow 

For emotional state assessing of the participants, we are using the Self-Assessment 
Manikin test. The Self Assessment Manikin (SAM) Test was introduced in 1985 by 
P.J.Lang. It offers the ability to avoid the verbal expression of the emotion assess-
ment, so it establishes a quick and easy to use experimental procedure [13, 14]. 

Usage of this technique has few advantages. The test is well established, it’s 
aimed for the main and basic parameters, but the results are full enough for analysis. 
And it’s simple and intuitive to perform, which is crucial for our design.  

The test assesses the follow emotional states: valence (pleasure), arousal (activity 
level), dominance (control in the situation). 

Cognitive load theory has been designed to provide guidelines intended to assist in 
the presentation of information in a manner that encourages learner activities that op-
timize intellectual performance. At the end of each game, the participants are asked to 
fill out a Cognitive Task Load (CTL) Questionnaire (apart the SAM Questionnaire).  

Within the CTL we assess: level of information processing, task-set switches and 
time occupied. 
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Fig. 6. SAM Questionnaire 

 

Fig. 7. CTL Questionnaire 

Analysis of the SAM before and after each game will show how game could affect 
an emotional state of the player. Also it would allow us to analyze the correlation 
between an emotional state of the player and his/her strategies of playing. 

3.4   Measuring Nonverbal Behavior  

Automatic monitoring of face expression, voice intonation and body movements were 
proven to be useful techniques for monitoring of emotional states of subjects. These 
techniques are important since humans naturally express their emotions throw non-
verbal behavior.  

In our study we use records of facial expressions during the time people are play-
ing the Color Trails Game. Facial expressions give important clues about emotions. In 
contrast to self assessment techniques, the tracking of nonverbal behavior provides 
information about emotions and psychological state unconscious. It would allow us to 
get more objective data compare to results of questionnaires. 

Using the software for analysis video (like Visual Recording by University of  
Amsterdam), we would be able to quantify the 6 main emotions [9]. 
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3.5   Social Network Analysis  

Finally, to describe the relation between participants and analyze how the relations are 
developing through the time, we use Social Network Analysis (SNA). The objective 
of SNA is to understand the pattern and content of the interactions that take place 
within and between social units. For this reason, such analysis brings fresh methodo-
logical and conceptual power to tests of the contact hypothesis. SNA defines networks 
as sets of ties linking several individuals. Ties or contacts may be of different kinds, 
formal or informal, frequent or infrequent, affect-laden or purely utilitarian. Network 
analysts use the terms "transactional content" or "tie type" to identify the type of ex-
change or relationship that takes place between actors in a network [15]. SNA ap-
proach allow not only to draw a ‘map of ties’ between structures/ institutions/ socie-
ties as macro-level of social reality, but, in addition, to track changes that occur with 
these ‘actors’ during social transformations in the contexts of interconnections at the 
micro-level (meaning connections between individuals, households or organizations). 

In this way SNA provides a powerful method for description and representation of 
results, collected by different kind of measuring techniques, used in the present study.  

4   Discussion  

4.1   Mars-500 Experiment: 520 Days Isolation 

By now, we combine two approaches to measure mental states of the isolated groups 
of people in attempt to predict arising conflicts in the group. The first is based on 
analysis of the subjectivity during play of a negotiation game which is verified with 
the second approach that relies on direct measurements of the nonverbal behavior of 
the participants. Our initial analysis of the game subjectivity outcomes were based on 
the 105 days trial. The analysis showed that there were not significant deviations from 
the logical choices of the proposers or the responders. This may mean that not ex-
treme situations or noticeable changes in the emotional state of the players took place 
during the 105 days isolation. However, the reason could be that the negotiation game 
outcomes by itself are not informative about the emerging conflict situations. The 
highly educated and performance oriented astronauts trainees may be able to suppress 
their emotional tension during the task of a game play. 

We expect that during the longer isolation period the relations between crew mem-
bers can become more intense. Related experiments have shown that typing intervals, 
facial expressions and gestures give clearer indication about the emotional tensions, 
so we can correlate the game outcomes results with these measurements. In connec-
tion with the Mission Execution Crew Assistant (MECA) by TNO [19, 20], we have 
an unique possibility to test our design within MARS- 500 experiment. MARS-500 
provides a unique test platform, because of its setting in which a small crew is iso-
lated for a long duration to simulate a manned Mars mission. In this setting, more 
prolonged or repeated usage of MECA/AMHA can be tested. A major focus of 
MECA/AMHA is to support team resilience by monitoring team member's perform-
ance (i.e., the effectiveness and efficiency of operations and the related refreshment 
trainings for nominal and off-nominal situations) and corresponding condition (i.e., 
the appropriateness of his or her cognitive and affective responses). In the MARS-500 
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program, we will select a small set of core elements of MECA/AMHA that need this 
type of prolonged evaluation: a diagnostic method to measure psychosocial crew status, 
a feedback mechanism, and support for crew planning. The objective of this evaluation 
is to improve the requirements baseline and its design rationale for these elements, and 
to refine the corresponding models and methods. The setting is as follows:  

• Two groups of three astronauts who train and game once a week for half an hour 
(incl. procedure training and an entertainment game).  

• The astronauts communicate via chat.  
• MECA/AMHA collects information on crew condition (social network, emo-

tional state) and performance (effectiveness and efficiency of operations during 
the training and gaming).  

• MECA/AMHA provides (simple) feedback on crew condition and performance.  

4.2   Web-Based Experiment  

To get quantitative data, we are running an additional web-based study.  For this pur-
pose the web-site with Colored Trails Game has been developed. 

 

Fig. 8. Screenshot of the Colored Trails Game web site 

The research questions for this experiment, apart to get quantitative data, are: 
 

• how the CT game can develop the patterns of existing relationships between 
people; 

• how the CT game can create the relationships between people;  
• how the CT game can monitor the behavior.  

In these settings we are planning: 
• 5-6 groups (by 3 person each) people who know each other 
• 5-6 groups (by 3 person each) people who don’t know each other 
• About 15-20 groups of three people, which are know each other well and/or 

working together. 
• Three sessions per week. 
• The duration of the experiment is 15-18 sessions (5-6 weeks). 

 

By the end of the experimental part of the project, we would be able to do data analy-
sis. Two different experimental settings provide an opportunity for cross validation 
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and answer the question of transferability of results obtained with a single experiment 
with fixed constrains. 
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Abstract. In this paper game scenarios that aim to establish elements of coop-
erative play such as imitation and turn taking between children with autism and 
a caregiver are investigated. Multiagent system of interactive blocks is used to 
facilitate the games. The training elements include verbal description followed 
by imitation of video-modeled play episodes. By combining this method with 
the tangible multiagent platform of interactive blocks (i-blocks) children with 
autism could imitate play episodes that involved turn taking with a caregiver. 
The experiment showed that most of the children managed to imitate the play 
scenarios after video modeling, and repeat the behaviors with the tangible and 
appealing block platform. When all the actions were well understood by the au-
tistic children, they performed willingly turn taking cooperative behaviors, 
which they normally do not do. 

Keywords: Games, collaborative play, tangibles, i-blocks, autism, behavioral 
training, turn taking, imitation. 

1   Introduction 

Teaching of socially relevant behavior to children through games with robotic toys is 
an area of emerging interest [3, 4, 6, 9, 21, 25]. By robotic toys we understand 
autonomous robots and tangibles that are equipped with sensors and actuators, medi-
ated by a computational device. They can perceive and act upon the surrounding envi-
ronment that may include other robotic toys or humans and in this way they have the 
affordance to be used as a mediator of play and education [3, 4, 6, 9, 21, 24, 25, 26].  

A number of robotic toys, both with and without anthropomorphic or zoomorphic 
shape have been used in games with autistic children [5, 7, 9, 20, 21, 22, 25, 26]. The 
autonomous robotic toys in these studies, perform simple behavior (as for instance 
lifting of a hand) that aims to provoke reciprocal human reaction [9, 10, 21], to pre-
dict the position or the direction of the movement which is referred to as predicting 
motor intentions [5, 9, 21, 29], and become a mediator of play [3, 6, 26].  

Robotic toys have been shown to engage children with autism at various age levels 
[3, 16, 25, 27] because of their predictable and controlled behavior, their physical 
embodiment and because of the appeal that computerized games have to people with 
autism. Tangibles, in particular, have been shown to support collaboration by typical 
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children [8, 17]. Experiments with “Lego Therapy” [19, 23] suggest that interaction 
with physical building blocks may support autistic children to collaborate for ex-
tended periods of time. In discussions with caregivers in different autistic institutions 
we found out that it is a common practice to turn abstract concepts like time and 
mood to visible or tangible categories, by using for instance adapted clocks for visu-
alization of the time and traffic light to express moods through colors.   

We use a multiagent platform of interactive blocks (i-blocks) that express behavior 
in accordance with the way the blocks are used [2, 3, 4]. The platform has a resem-
blance with tangible interaction platform, because of its appearance, and with a multi-
agent system of robots, since it expresses behavior through changing the lighting 
pattern of the blocks in emergent manner [4]. It has shown to be very engaging for 
children with autism, because of the following reasons. Blocks are a usual toy for 
children with autism. The regular cubic shape enables the children to form a grid in 
order to make the spatial relations more obvious. In addition, the cubes can be 
stacked, enabling more complex structures. The blocks that we have developed emit 
dimmed colored lights which change in accordance with the way the blocks are used. 
Light stimulation is by itself known to be appealing to the autistic children. In addi-
tion, the puzzling lighting behavior motivates the autistic children to find out the 
underlying rule of interaction of the blocks and to explore with the platform in order 
to discover new emergent behaviors.  

Nadel [21] showed, that imitation, turn taking, and recognition of mutual action 
patterns is a basis for developing the sociall skills and inferring others’ intention 
correctly. Inspired by these findings, in the current study we use the i-blocks platform 
for turn taking and imitation games. 

Earlier research indicated that if the children with autism are asked to make a 
verbal description of the acted out target behavior before imitating it helped them to 
sustain cooperative play, which resulted in longer play episodes and more variation in 
play [18]. It was shown that explaining beforehand the performed behavior to the 
autistic child makes possible more complex imitation to be performed. Different 
studies have established that autistic children would imitate either the goal of the 
imitation, or the particullar movement behavior. Combining both, however have 
shown to be challenging for the children with autism.   

Therefore we prepared scenarios that contained relatively complex imitation 
behaviors in which the children had to understand, verbalize, and imitate these 
behaviors. Similar to Jahr and colleagues [18], we used a person to explain the 
behavior that has to be imitated to the children. Inspired by studies of videomodelling, 
such as the ones reported in [11, 12, 13, 14, 28], instead of using actors or the same 
individual to show the behavioral scenarios every time, we made videos of the 
demonstrated scenarios.  

We developed cooperative play scenarios that involved imitation and turn taking 
between children with autism and a caregiver. In our approach to training children 
with autism, we target the possible complex of reasons that may cause the atypical or 
missing cooperative play. First, we address the lack in variation during play that 
makes the child’s development sometimes one-sided and limits social interaction with 
peers. Second, we also consider the difficulties of autistic children to stay concen-
trated and keep their attention to the current activity. Third, we focus on imitation of 
the targeted behavior, instead of the individual movements.  
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2   Training Social Play Behaviors by Autistic Children. 

In an investigation of social play behavior Parten [24] distinguishes between several 
types of play, depending on the level of social involvement of the children, namely 
solitary independent play, parallel activity, associative play, and cooperative or or-
ganized supplementary play. These play behaviors were found typical for different 
age groups.  

In solitary independent play and parallel activity the child plays independently 
from other children. By parallel activity the child is situated among other children and 
plays with toys that are like those which the other children are using, but does not try 
to influence/modify the activity of the nearby children. In associative and collabora-
tive play the child plays with other children. There is a greater level of awareness of 
the peers and there is a borrowing and loaning of play material; there is evident inter-
action, as for instance, following one another with trains or wagons. By collaborative 
play there is clear exchange of play objects.  

Autistic children are most often observed to be engaged in solitary independent 
play and some in parallel activity, even when their age progresses. We aim to train 
elements of associative or collaborative play through appropriate games. Problems in 
the social aspects of play in autism can be traced to the earliest forms of social inter-
action with the caregivers and may include a range of behaviors. We consider imita-
tion behavior as central to social learning and development.  

Imitation does not occur naturally in social development of people with autism. 
Therefore, imitation behaviors have been used in many different ways to help autistic 
children improve their social skills. For instance, children with autism do not imitate 
naturally but like being imitated. A typical experimental scenario requires a caregiver 
to imitate the autistic child in order to engage him/her in social interaction [15, 17]. 
Aldridge and coleagues [1] conducted experiments with autistic people that aim to 
differentiate the elements of imitation that are not deficient by autistic people. They 
constructed an experiment with ‘unfulfilled intentions’ tasks and found, much to their 
surprise, that the autistic children (mean age = 39 months) did imitate the goal of an 
action very well. Another studies showed that although the children can imitate the 
goal of an action, they would either fail on mimicry, i.e. repeating the actions, if the 
relation between those actions and the outcome they produce is not clear, or they fail 
by imitation proper, i.e. the imitation of both: the means and the goal of an action.  

We designed an experiment where the goal of the imitation has to be achieved 
through performing a sequence of simple turning movement behaviors.  

Next to imitation, facilitating turn taking is particularly important to the children 
with autism because of their weak social responsiveness. Sensitivity to the 
contingencies involved in cooperative play may produce turn taking and variability in 
the partners play behavior.  

To address the problem of turn taking through the imitation of the goal of an 
action, we used a task similar to those of Jahr [18] where actors were demonstrating 
actions to the children. To minimize the stress levels of newnes due to meeting actors 
that can behave differently every time we asked a single actor to demonstrate all the 
scenarios. Both, the request for social interaction and the newness of the actor can 
make it unnecesary stressfull for the child to attend the training. To further resuce this 
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stress, we created video scenarios instead of using physically present actor, similar to 
Charlop-Christ and colleagues [11] .  

In summary, our approach is expected to have the following advantages. (1) The 
same actor can do every scenario, which allows the child to develop a bound with the 
actor. (2) The child won’t feel as stressed watching a video as he or she will be while 
watching live acted scenarios. There is no social response expected and therefore the 
child will be more relaxed. (3) The tape can be distributed anywhere. (4) One can 
focus more on the important aspects in the video, by zooming in at highlights or blur-
ring out unwanted stimuli. This will keep the child from getting distracted by unim-
portant details. (5) Video modeling will also allow the actors to shoot an optimal 
scenario. (6) There will be less people required to provide the necessary support for 
the children. 

3   Experimental Design 

3.1   Experimental Procedure 

The experimental procedure contains out of three steps that are repeated every time. 
(1) The autistic child watches the video of the target behavior together with a coordi-
nator. The coordinator will make sure the child pays attention while the actors in the 
video play out the scenario step by step. (2) The coordinator lets the child describe 
what was shown in the video scenario. This procedure has to be repeated until the 
child describes the whole scenario without errors. (3) The coordinator will than imi-
tate the scenario together with the child. After completion of the scenario without 
errors the video with increased complexity (for instance increased number of play 
responses) can be presented.  

Teaching autistic children to imitate at a very early age can be crucial for their de-
velopment. Therefore we target very young children. As shown by [18] two important 
requirements considering the children have to be satisfied. (1) The child has to be able 
to follow instructions and perform play responses with toys upon verbal instructions. 
(2) The child has to be able to describe play activities. After watching the video the 
child has to be able to describe what he or she has seen.  

The quality of the video might also influence the results. Earlier research [17] has 
shown that it is not important whether the actors are adults or children. However, the 
quality of the act is essential. The actors have to be trained to perform a list of 
scripted play episodes. This list has to be assessed by an expert to define whether this 
is an appropriate play scenario. The first video introduced the blocks, the 3 interaction 
possibilities, and a play scenario for the child to practice individually. The second 
video was a scenario with two play responses; the child imitated one action from the 
scenario than shared his play area and let the other person complete the scenario. The 
final video showed four play responses which required an additional turn taking be-
havior than the second video. 

3.2   The Multiagent Platform of Interactive Blocks –i-Blocks 

We use multiagent system of i-blocks [2, 3, 4], which interact when positioned in each 
other’s vicinity (Figure 1). They emit colored light and depending on the algorithm that  
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Fig. 1. The developed multi-agent system of interactive blocks (a) internals of the block plat-
form and (b) example of emergent light patterns when the blocks are put in each other’s vicinity 

 
is loaded on each block at this moment, express different set of local interaction behav-
iors that cause emergent collective behaviors. The overall behavior of the system de-
pends on the local interactions, and therefore it forms an embodied multiagent system 
[4]. The complexity of the emergent behaviors depends on the complexity of the indi-
vidual behaviors of the blocks. 

We intended to create games that are challenging, but still not too unpredictable that 
the child wouldn’t understand the behavior. Cooperative play can be assessed by the 
number of play responses. By encouraging turn taking and motivating the players to 
work towards achieving a common goal, we assume that the play responses will increase. 

There was one active block (which can change the colors of other blocks) and 5 
passive blocks, that can be subject to a color change. There are sheets of colored pa-
per at the 4 corners of the table. The task for the children was to match the color of 
the blocks to the pieces of colored paper positioned in front of the children. For ex-
ample a colorless passive receiving block laying on red piece of paper should be col-
ored red. This can be done by turning the active sending block to red and holding it 
close to the passive receiving block. Turning the active block causes a change of its 
color and this is the behavior that the child has to imitate.  

Examples of different behavioral possibilities of the blocks in the framework of 
different game scenarios are described in [2, 3, 4]. In [2] the technical features of the 
platform are described. The blocks can interact by detecting their neighbors through 
the built-in sensors, and show behavior in response to their sensory stimulation. A 
build-in accelerometer is used to record the children’s hand movement and to facili-
tate the imitation game needed for the current study. 

The blocks were specially designed to fit the play habits and the patterns of think-
ing of the autistic children. Initial user tests as reported in [3, 4] have shown that chil-
dren find them very engaging and pleasurable. 

3.3   Play Scenarios 

Three scenarios has been performed and tested in the following way. First, the child 
and the coordinator view the video scenario on a computer or TV (TV offers less 
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distractions; computer keyboard and mouse distract the child). After that the coordi-
nator asks the child to describe what actions were performed by the actor. If the sce-
nario is described correctly the child can start imitating the scenario, if not the video 
scenario is re-played until the child explains correctly the actions. The child plays the 
scenario with the coordinator.  

 

Scenario one: The blocks are placed in front of the actor, the passive blocks are on 
the colored pieces of paper, and the active block is in the middle. The actor picks up 
the active block and starts turning it until the block gets the color of the paper in front 
of him. The actor transfers the color to the passive block on the piece of paper. He 
does so for all the three paper-block combinations. The scenario is finished when all 
passive blocks are colored according to the underlying piece of paper. 
 

Goal: The child gets familiar with the interaction possibilities of the blocks and the 
concept of the game. 

Implementation: The blocks are now placed in front of the child. The child has to 
perform the following actions: 

 

1.1 Child watches video  
1.2 Child describes scenario  
1.3 Child colors first block  
1.4 Child colors second block  
1.5 Child colors third block 

The game is finished when all passive blocks are colored according to the underly-
ing piece of paper. 

 

Scenario two: In this scenario the actions were performed by two actors. The blocks 
are placed between the two actors. The first actor picks up the active block and starts 
turning it until the block becomes the right color. He transfers the color to the passive 
block on the piece of paper. The first actor shares the block with the second actor 
who, on his turn, colors his block.  
 

Goal: let the child complete the most basic cooperative scenario, where the child 
shares the block once with the coordinator. 

Implementation: After the video the coordinator asks the child what actions were 
performed by the two actors, and how they responded to each other. The blocks are 
now placed between the child and the coordinator. The following actions take place:  

 

2.1 Child watches video  
2.2 Child describes scenario  
2.3 Child colors first block 
2.4 Child shares block (cooperates)  
2.5 Coordinator colors a block 

The game is finished when the child shares the block with the coordinator who 
colors his or her block in the same way.  

 

Scenario three: This is an extension of Scenario two where the active block is shared 
twice.  
 

Goal: let the child complete a longer scenario, where he/she shares the block two 
times and receives the block once.  
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Implementation: 
 

3.1 Child watches video  
3.2 Child describes scenario  
2.3 Child colors first block 
3.4 Child shares block (cooperates)  
3.5 Coordinator colors block  
3.6 Coordinator shares  
3.7 Child colors 2nd block   
3.8 Child shares block (cooperates)  
3.9 Coordinator colors 2nd block  
The scenario ends after the coordinator colored his or her second block.  
 

 

Fig. 2. Snapshots of performing scenario 3. a) Child shares block (cooperates) b) Coordinator 
colors 2nd block after the second turn taking.  

4   Results 

4.1   User Observations 

To verify the experimental choices, we conducted a confrontation of autistic children 
with the platform and the experimental conditions. All the participants were aged 
between six and eight. They were diagnosed with some form of autism. The first two 
participants didn’t see the introducing video, but were allowed to explore the behavior 
of the blocks together just to find out whether the introduction video was necessary. 
The children enjoyed the free playing, but didn’t manage to perform scenarios 2 and 
3. Participant 1 (P1) found experimenting far more interesting than watching the vid-
eos. He was constantly distracted from the video by playing with the blocks. Although 
P1 got distracted several times during the video he and P2 were able to complete the 
scenarios. The rest of the children played together with the coordinator instead of 
playing with peers. 

P3 had no difficulties understanding the games and even figured out the final game 
before the video was completely finished. P4 was very focused while watching the 
video scenarios. After fully describing the games P4 imitated them perfectly without 
any mistakes.  P5 was very involved in the videos; he counted the blocks together with 
the actors in the videos and named the colors like the actors did. He was not only very 



122 J.C.J. Brok and E.I. Barakova 

involved, but also playful and took initiative to explore. After completing the scenarios 
without any problems P5 started to build towers and explore the blocks interactive 
possibilities.  P6’s comments and repetitive behavior gave the impression that she tries 
to remember colors by establishing a pattern. P6 was the only one who needed to re-
watch the scenarios about turn taking to complete them without mistakes.  

The scenarios are in general too easy for children of this age group and therefore 
should be either tested with younger children or made more difficult and challenging 
for this group. As seen in Table 1 the blocks brought a high level of distraction for the 
children while they were watching the scenarios.  

Table 1. The number of distractions per participant 

 
 

Another important finding was that it is hard to make the children exactly describe 
the actions. The child possibly has to be informed before the video starts that he or 
she will have to describe the actions in the video. In the current setting the children 
often already started playing during the video or directly after it.  

4.2   User Test 

The user test was performed with five autistic children of 4 and 5 years of age. Two 
of them were diagnosed with PDD-NOS (P1,P2), one PDD-NOS or classic autism 
(P3), one classic autism and ADHD (P4) and for the fifth child there were no definite 
outcomes of the diagnosis yet (P5). All the children managed to finish two or three of 
the scenarios. 

The children were prepared for the test by their development coordinator, who also 
guided the children from their classroom to the test room and imitated the scenarios 
with the children. At the end she wrote a qualitative evaluation of the tests which will 
be summarized below.  

P1 didn’t have much trouble with the games. He finished all three scenarios with-
out any errors. There was only one short distraction when the child looked up from 
the third video to check out the blocks. The rest of the videos were watched without 
any distractions and without any necessary encouragement from the coordinator.  

P2 was very enthusiastic about playing with the blocks, despite he normally does 
not show variation in play. He wanted to start playing right away, but after calming 
down he watched the videos without more than one distraction moment looking over 
at the blocks. An interesting observation was that P2 who normally has trouble  
sustaining one on one play, was now concentrated on the scenarios and followed the 
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instructions. During scenario three he first didn’t shared the block with the coordina-
tor, but eventually after asking what he had seen in the video he completed it by in-
volving the coordinator in the play scenario.  

P3 usually doesn’t show initiatives in play, he is very passive and has to be stimu-
lated a lot. Watching videos was one of his favorite activities and therefore he became 
enthusiastic for our scenarios very quickly. His approach during the session was more 
active than normally in the group, he counted together with the actress in the video and 
mentioned the colors like she did. The final scenario was completed after watching the 
video second time because the first time the imitation that P3 showed was not correct. 

P4 normally shows minimal group play and play variability – he plays every day 
with one and the same train. It took more effort to get him to participate in the ses-
sion. The child had to be stimulated several times to keep watching the video. It was 
surprising that he followed the instructions and let the coordinator join in the game. 
The last most difficult scenario was too hard for him. After watching the video for the 
second time the child didn’t manage to complete the scenario, because he became 
heavily distracted. 

P5 already shows quite varied play, but still had turn taking problems. He was very 
enthused and explorative with the blocks. He was focused on the videos and showed 
turn taking during all the scenarios without needing further instructions or visualization.  

In Table 2 the number of distractions in the test are shown. Although the total dis-
traction still varies widely per person the distractions by the blocks considerably de-
creased because of the better preparation of the test. The total number of distractions 
also went down due to better preparation of the coordinator.  

Table 2. The number of distractions per participant.- improved experimental design 

 

5   Discussion 

Despite the lack of quantitative results the following observations suggest that the 
proposed method shows a potential in supporting autistic children in learning imita-
tion and turn taking behaviors at a very early age. (1) Most of the children managed to 
imitate the play scenarios. (2) The videos showed to be a suitable way to teach the 
children understand and imitate the target behavior. (3) The stress levels of the chil-
dren stayed lower than in actual social contact with new person, as observed by the 
coordinator and children could get prepared well for the upcoming scenario.  

Earlier studies have shown that the basic principles of this method, can improve the 
social skills of the children. We changed the setting by introducing multiagent system 
of tangible interaction blocks that were especially designed for autistic children and 
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were tested to be perceived as very pleasurable and engaging. It is common for chil-
dren with autism to choose the play objects based on the sensory stimulation that they 
provide, such as color, touch, sound, or smell. The i-blocks, which emit pleasant 
dimmed light,  seen through the semi-transparent walls, has been well accepted by all 
autistic children that has been participating in the experiments so far. Implementing 
an accelerometer within the i-blocks makes them sensitive to handling with a hand 
and makes possible to implement and test imitation and other interaction behaviors 
that are rooted in motor handling actions. We are able to test in the future the ability 
of the children of mimicry or blind imitation, of goal imitation or of the overall proc-
ess of imitation proper. At this study goal imitation was used to further facilitate turn 
taking. Both imitation and turn taking are components of cooperative play behaviors. 
We showed that when all the actions are well understood by the autistic children, they 
performed willingly turn taking behaviors, which they normally do not do. 

We plan a longitudal study with an extended range of imitation and turn taking 
games that will aim at testing whether the children will be able to transfer the learned 
cooperative play behaviors to different, preferably real life situations. Improvements 
in quality and quantity of the videos will be necessary to keep the children interested 
on longer term. Within the current set-up the video is acted out by two amateur actors. 
For a final result the video scenarios need professional actors with prior experience in 
making children videos. These actors will be required to make the video perfectly 
understandable and enjoyable for the children. The set up should also be more profes-
sional regarding the lighting conditions of the room where the video material was 
taken and professional editing can also remove some minor flaws from the videos.  

In the current research the play of a child and a caregiver in a prepared environ-
ment has been observed. We would like to explore the effect of this method in natural 
environment and in realistic every day interactions, such as at school with autistic and 
typical children. 
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Abstract. An augmented book is an application that augments virtual 3D objects 
to a real book via AR technology. For augmented books, some markerless me-
thods have been proposed so far. However, they can only recognize one page at a 
time. This leads to restrictions on the utilization of augmented books. In this pa-
per, we present a novel markerless tracking method capable of recognizing and 
tracking multiple pages in real-time. The proposed method builds on our pre-
vious work using the generic randomized forest (GRF). The previous work finds 
out one page in the entire image using the GRF, whereas the proposed method 
detects multiple pages by dividing an image into subregions, applying the GRF 
to each subregion and discovering spatial locality from the GRF results. 

Keywords: Augmented Books, Multiple Page Tracking, Markerless Visual 
Tracking, Augmented Reality. 

1   Introduction 

Recently, there have been a variety of approaches to enhance books by adding digital 
information. As an example of these approaches, some applications have enhanced 
real books by means of augmentation with 3D virtual objects using augmented reality 
technology. We refer to these applications as the augmented books. 

Like other augmented reality systems, the most important problem of the aug-
mented book is the registration between the real and virtual worlds. To address the 
registration problem, most of the augmented book applications employ fiducial mark-
ers because they are easy to recognize and track [1],[2],[3]. However, fiducial markers 
can lead to visual discomfort due to their distinct shapes, so there is a growing ten-
dency to employ markerless page tracking methods [4], [5], [6], [7]. Especially, Cho 
et al.’s work [7] has presented the markerless tracking method capable of handling a 
lot of pages (about 200 pages) using the generic randomized forest (GRF). 

All proposed markerless tracking methods for augmented books have not so far 
recognized multiple pages simultaneously. This imposes restrictions on book designs 
and users’ activitie. If multiple sheets of paper can be recognized, more various inte-
ractions on an augmented book may be possible. For multiple page recognition and 
tracking, we propose the novel markerless tracking method which extends our pre-
vious work [7]. The previous work finds out one page in the entire image using the 
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GRF, whereas the proposed method detects multiple pages by dividing an image into 
subregions, applying the GRF to each subregion and discovering spatial locality from 
the GRF results. 

The remainder of this paper is organized as follows. In Section 2, we review the 
GRF in the previous work. Section 3 focuses on multiple page recognition and track-
ing of the proposed method. Section 4 presents the experiment results and Section 5 
concludes this paper. 

2   Generic Randomized Forest 

Given an input image by a camera, an augmented book application needs to recognize 
a page and perform wide-baseline keypoint matching for calculating its initial pose. 
For this purpose, in our previous work [7], the generic randomized forest (GRF) 
which extends the original randomized forest (RF) proposed in [8] is presented. An 
original RF is used to match keypoints against already-trained keypoints coming from 
one object. It consists of several randomized trees where internal nodes test the inten-
sity difference between two pixels of an image patch around a keypoint and leaf 
nodes store the probability distribution related to all keypoints. 

 

 

Fig. 1. Generic Randomized Forest 

To handle a lot of pages, the GRF stores the probability distribution for page recog-
nition as well as the probability distribution for keypoint matching of each page in leaf 
nodes like in Fig. 1. If a book has Nc pages, each leaf node of the GRF includes Nc+1 
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probability distributions. In real-time, N keypoints are extracted from an image by any 
detector and then passed through the GRF to recognize a current page, as in (1).  ̂ ( | , , , , , )                                 (1) 

                           ∑ ∑ ( | ( , )) ,   

where leaf(Tt,mj) is the leaf node which the i-th keypoint mi reaches in the t-th tree Tt. 
If the i-th page is recognized as a result of (1), then keypoint matching for the i-th 
page considers only the i-th probability distribution stored in the leaf nodes. Keypoint 
mj is matched, as in (2).  , , ,                                (2) 

                                               1 ( | ( , )) 

3   Proposed Method 

In the following we describe our proposed method capable of recognizing and track-
ing multiple pages, which is intended for obtaining page information including IDs 
and pose information of all pages visible in an image captured by a camera. The final 
page information (P) is a set of visible pages’ information p = (ID, R, T), where R is a 
3x3 rotation matrix and T is a 3-translation vector representing a page pose. 

 

 

Fig. 2. Overview of the proposed method 

Prior to the real-time processing, an offline training process is required. In the 
training process, we take one picture of each page included in the book, extract the 
keypoints, and train the GRF in such a way as to be explained in [7]. 
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The proposed method consists of three main processes: pre-process, page recogni-
tion process, and page tracking process as shown in Fig. 2. In real-time, keypoints are 
first extracted from the input image by the FAST detector [9] because it is well known 
to be very fast. However, keypoints extracted by the FAST detector do not contain 
scale information, so we build three levels of an image pyramid and extract keypoints 
from each level. They are conveyed to the page recognition process to recognize pag-
es appearing newly in the image except already-tracked pages. For the page tracking 
process, we apply the coarse-to-fine matching technique as well as the adaptive key-
frame-based tracking which updates the keyframe adequate for tracking as time goes 
by. The tracking process is motivated by Klein et al.’s work [12] which is well known 
as PTAM. 

We explain details of the page recognition process in Section 3.1 and the page 
tracking process in Section 3.2. 

3.1   Page Recognition Process 

In the previous work, we assumed that a single page at most among the whole pages 
is visible. Therefore, all keypoints extracted from the entire image pass through the 
GRF and the page can be recognized using (1). However, the assumption is invalid in 
this work because our target pages in the image may be more than one. Our strategy 
to deal with this problem is to divide the image into subregions, inspect which pages 
are included in each subregion, and put together results using spatial locality. The left 
image of Fig. 3 shows the original image including two pages of which page IDs are 4 
and 7 and the right image shows m x n subregions overlaid with keypoints. 

 

 

Fig. 3. (left) Original image, (right) Subregions overlaid with keypoints 

We apply the GRF to each subregion individually in a way that only keypoints be-
longing to each subregion participate in calculating (1). Equation (1) is originally 
intended for averaging the probability distributions with respect to all keypoints and 
selecting the page with the highest probability, whereas we consider the top T pages 
instead of the only top one page. Rankr(i) is referred to as the ranking of the i-th page 
in the average probability distribution of the r-th subregion. To evaluate the likelihood 
that the r-th subregion might contain the i-th page, Effectr(i) is defined as (3). 
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( )   T 1 ( )            if  ( ) T 0                               otherwise                     (3) 
If Effectr(i) is greater than 0, we call the relationship between the r-th subregion 

and the i-th page “the r-th subregion is effective to the i-th page”. Fig. 4 (a) shows the 
page IDs of which Effectr(i) are greater than 0 in each region in decreasing order 
when T is 3. As shown in Fig. 4. (a), if the page ID actually comes from the true page, 
subregions with the same page ID have a tendency to gather together. We refer to this 
property as the spatial locality. Thus, if a large connected subregion group with the 
same ID is detected, the group is likely to include the page with the ID. LCR(i) is 
referred to as a set of 4-connected effective subregions related to i-th page. To eva-
luate the likelihood that the entire image might contain the i-th page, Score(i) is  
defined as (4). ( )  ( )  ( )                                                     (4) 

Fig. 4. (b) and (c) show the top two connected subregion groups with the highest 
score, of which page IDs are 7 and 4. As shown in the both figures, it seems that the 
connected subregion group segments the real page region roughly. 

 

 

Fig. 4. Spatial locality of subregions 

If pages which have already been recognized and tracked exist, it is not required to 
reconsider them in the page recognition process, so they are skipped. For all the new-
ly recognized pages, keypoint matching is performed as in the previous work to calcu-
late their initial poses. If the 7th page is recognized, only the keypoints belonging to 
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LCR(7) participate in the keypoint matching step using (2). There might exist outliers 
among the keypoint matching result, so it is required to remove the outliers. We em-
ploy the PROSAC method [10] for that purpose. Even if the page recognition results 
in wrong page IDs, the outlier removal step can filter them out. As the last step of the 
page recognition process, initial poses of recognized pages are calculated from the 
matching result by using [11]. The final page information P, a set of visible pages’ 
information p=(ID, R, t), is conveyed to the page tracking process and then poses are 
refined. 

3.2   Page Tracking Process 

When the new page is recognized by the page recognition process, we initially use the 
training image of the page as a keyframe to track the page. The pose of the page be-
longing to the training image has already been calculated in the training process. 
However, this is quite dangerous in terms of tracking stability because the training 
image could be taken from a different camera in different environments. Thus, we 
update the current frame as a keyframe just in case that it describes the page better 
than the existing keyframe according to the update score after every tracking success. 

At every frame the following procedure is performed for tracking each page. 
 

1) A prior pose is estimated from a motion model. 
2) Map points in the world are projected into the image according to the es-

timated prior pose in step 1. 
3) A coarse search is performed with 60 map points and the camera pose is 

refined. 
4) A fine search is performed with at most 500 map points and the final pose 

is computed from the matching. 
5) Update the motion model. 

 

Camera motion  can be parameterized with a six-vector , which consists of 
three elements for translation and the remainder for rotation, using the exponential 
map [13]. Thus, given a camera pose  which transforms a point in a world coordi-
nate into a point in a camera coordinate, the new camera pose  can be estimated as in 
(5) [12]. P M P exp(µ) P ,                                                    (5) 
where    and R and t are the camera rotation matrix and translation vector, 
respectively. The decaying velocity motion model is used which slows and stops 
eventually in case of the lack of new measurements. 

To find matching pairs between map points in the world coordinate system and key-
points in a current image frame, a map point (X) is projected into an image, as in (6). 

  YZ1  ,                                                              (6) 
where x is a 2D point in an image coordinate and K is the intrinsic matrix of the camera. 
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We perform an affine warping to approximate viewpoint changes between the 8x8 
image patch generated from the keyframe of the world map and the current camera 
position, as described in [12]. The determinant of the affine warping matrix is used to 
determine the pyramid level at which the patch could be searched. The best match 
between the projected map point and a keypoint in the current image frame can be 
found within a fixed radius around the projected map point position by evaluating 
zero-mean SSD scores within the circular search region. 

To make the page tracking process more robust to rapid camera motions, patch 
search and pose update are done twice. First, a coarse search is done with only 60 
map points from the highest levels of the image pyramid of the current frame. Patch 
search is performed with a larger radius and a pose is refined with the successful 
matching pairs, by minimizing the Tukey biweight objective function [14] of the 
reprojection error iteratively. With the refined pose, a fine search is done up to 500 
map points. Now the patch search is performed with a smaller search region. The final 
camera pose is calculated eventually and the camera motion is updated from the dif-
ference between the initial and final camera pose of the frame. 

A tracking would likely fail by a motion blur, occlusion, or an incorrect position 
estimate. Thus, if a fraction of the keypoint matching falls below a certain threshold, 
it is considered as a tracking failure and this page is eliminated from the tracked page 
list, so the page can be re-recognized through the page recognition process. 

The tracking quality in the page tracking process depends on the quality of the key-
frame because it is used in the patch search. However, because the initial keyframe of 
each page is from the offline stage and it could be captured from a different camera in 
different environments, the fraction of the keypoint matching is likely to fall, which 
might cause the unexpected tracking failure as well as a poor tracking quality. Thus, 
the goal of the keyframe update is to capture the image frame as a keyframe for the 
page which describes the page well, satisfying the following three conditions 
 

1) An image is clear enough with no motion blur. 
2) The area of a page appears as much as possible in the image and it is cap-

tured as large as possible in the image. 
3) The page plane and camera center are orthogonal. 

 

The total score function of the t-th frame is the weighted sum of the three sub score 
functions of Score , Score , and Score , as shown in (7) ( )   ( )                           ( )    ( ) ,                                     (7) 
where Score , Score , and Score  represent the above conditions in se-
quence and ω , ω , and ω  are the weight factors of the three scores which represent 
their importance, respectively. Score  measures how similar the adjacent frames 
are with no motion blur as in (8). ZMSSD is the zero-mean squared sum of distance 
between two adjacent blurred images at frame t ( ) and t-1( ). ( ) 1 ( , )_                                           (8) 
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Score  measures how much portion of the pages are shown within the image at 
frame t, as in (9). ( )   ,                                     (9) 
where Area  is the area of the page shown in the image at frame t in pixel scale and AreaOfPage  is the area of the page, including the area beyond the image boundary 
after projecting four boundary points of the page into the image according to the camera 
pose. Score  measures how orthogonal the page is to the camera z vector, by calcu-
lating an inner product of the camera z vector (CamZ , ) and the inverse of the page 
normal vector ( PageNorm , ), as in (10). ( ) , ·  ( , )                       (10) 

Therefore, the higher Score  is the more accurately the page tracking process 
tracks the pose of a page. Fig. 5. shows the progress of the keyframe update from (a) 
to (f), where (a) is the training image used as the initial keyframe; it is quite different 
from the other keyframes captured in real-time. Progressing from (b) to (f), it is ascer-
tained that the keyframe is more orthogonal and fit to the image to be favorable for 
tracking. 

 

 

Fig. 5. The progress of the keyframe update from (a) to (f) 

4   Experiment Results 

For the experiment, a desktop of 3.17GHz Core 2 duo CPU with 2GB memory and a 
NVIDIA GeForce 8600 graphic card were used. A logitech Q9000 webcam was at-
tached to the desktop. A 640x480 image was obtained from the camera. Although the 
dual core CPU was used in the experiment, the proposed method can be performed on 
a single core CPU because it uses a single thread. 
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The experiments were performed with a science textbook including 166 pages for 
elementary students. We took one picture of each page and extracted 250 keypoints 
per page. The keypoints were used in training the GRF with the number of trees  
NT = 40 and a depth of d = 10. 

 

 

Fig. 6. Multiple Page Recognition and Tracking 

In real-time, 300 keypoints are extracted from an image captured by the camera, 
the image is divided into 4 x 5 subregions and keypoints belonging to each subregion 
are passed through the GRF. We consider the top 10 page IDs in each subregion 
(T=10 in Equation (3)). Although the proposed method can recognize and track re-
gardless of the number of visible pages, we impose a limitation to handle up to four 
pages due to the real-time constraint (more than 25 fps). Fig 6. (a)-(d) show that one 
to four pages are recognized and tracked. 

Besides the ordinary conditions such as Fig. 6., multiple pages are tracked well in 
situations with dramatic viewpoint variation, scale variations, illumination variations, 
and partial occlusions thanks to the adaptive keyframe-based tracking, as shown in 
Fig. 7. 

One of the most important things to decide a tracking quality is the jitter. To meas-
ure the jitter, we used the reprojection error as measurement and compared the adap-
tive keyframe based tracking with the fixed keyframe based tracking, where the train-
ing image was always used as the keyframe. Fig. 8. (a) shows a setup for measuring 
the jitter, where a test page and the camera did not move and 1000 frames were se-
lected to measure the reprojection error. 
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Fig. 7. Tracking in situations with dramatic viewpoint variation (1st column), scale variations 
(2nd column), illumination variations (3rd column), and partial occlusions (4th column) 

 

Fig. 8. (a) a setup for measuring the jitter, (b) the comparison result of the fixed and the adap-
tive methods, and the keyframes (c) for the fixed and (d) for the adaptive methods 

Fig. 8. (b) shows the comparison result using a boxplot. The means of the fixed and 
the adaptive keyframe based tracking are 1.002 pixels and 0.026 pixels, respectively. 
This indicates that the adaptive method results in much less jitter than the fixed me-
thod. Fig. 8. (c) and (d) show the keyframes for the fixed and the adaptive methods. 
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Fig. 9. The required times 

Finally, we observed the required time as the number of tracked pages increases.  
Fig. 9. shows the average times for tracking in consecutive 100 frames according to 
the number of tracked pages. As expected, the more pages are tracked, the time is 
longer. The overall time consists of the keypoint extraction time, the recognition time, 
and the tracking time. The number of tracked pages has no effect on the times re-
quired for the keypoint extraction and recognition, but the tracking time increases 
linearly. If the number of pages tracked at a time is restricted to four, the proposed 
method can achieve approximately 30 fps. 

5   Conclusion 

For augmented books, this paper presents the markerless visual tracking method ca-
pable of recognizing and tracking multiple pages in real-time. The proposed method 
builds on our previous work using the generic randomized forest (GRF). The previous 
work finds out one page in the entire image using the GRF, whereas the proposed 
method detects multiple pages by dividing an image into subregions, applying the 
GRF to each subregion and discovering spatial locality from the GRF. We also pro-
pose the adaptive keyframe-based tracking which updates the keyframe adequate for 
tracking as time goes by. 

As a result, the proposed method is robust to various situations with dramatic 
viewpoint variation, scale variations, illumination variations, and partial occlusions. 
Thanks to the adaptive keyframe-based tracking, the jitter can be much reduced. Al-
though the required time increases linearly as the number of tracked pages increases, 
our method can achieve 30 fps if we impose a limitation to handle up to four pages. 

In the future, we have a plan to perform more experiments related to the accuracy 
of page recognition and a page pose. In addition, our method requires the complemen-
tary relationship between the recognition and tracking processes. We expect that this 
makes our method more efficient and faster. 
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Abstract. Augmented reality applications require 3D model of environment to 
provide even more realistic experience. Unfortunately, however, most of 
researches on 3D modeling have been restricted to an offline process up to now, 
which conflicts with characteristics of AR such as realtime and online 
experience. In addition, it is barely possible not only to generate 3D model of 
whole world in advance but also trasfer the burden of 3D model generation to a 
user, which limits the usability of AR. Thus, it is required to draw the 3D model 
generation to an online stage from an offline stage. In this paper, we propose an 
online scene modeling method to generate 3D model of a scene, based on the 
keyframe-based SLAM which supports AR experience even in an unknown 
scene by generating a map of 3D points. The scene modeling process in this 
paper is a little computationally expensive in terms of real-time but it doesn’t 
restrict real-time property of AR because it is executed on a background 
process. Therefore, a user will be provided with an interactive AR applications 
that support interactions between the real and virtual world even in an unknown 
environment. 

Keywords: Keyframe-based SLAM, higher level structure, online modeling, 
augmented reality. 

1   Introduction 

Recently Augmented Reality (AR) technology is gaining attention by the spread of 
mobile devices. The application of AR is expanding to Xbox Project Natal, PS3, and 
Nintendo DSi beyond the mobile platforms. By broadening the environment for AR 
applications, the importance of AR contents is getting bigger. 

It is still difficult to create AR contents in spite of a growth on development tools 
and circumstances for AR applications. Simple applications such as Layar 2.0 and 
Sekai camera to develop AR contents have been released. However, it is hardly 
possible to build 3D models of arbitrary unknown scenes for AR applications and 
moreover it takes a lot of time to build a 3D model of a scene. Thus, we propose a 
method of an online scene modeling for interactive AR applications in real-time. 
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Recently many researches related to 3D modeling for interactive AR contents have 
been published. Bergig et al.’s work [1] has presented a 3D model authoring tool by 
hand sketching using normal pen and paper. Moreover Hengel et al.’s work [2] has 
presented a tool to easily generate 3D models from a video clip in which objects for 
modeling are appear. However, [1] has limitation because they are only capable of 
simple modeling. Also [2] is not fully online: the user should build models in offline. 

In this paper, we propose an online scene modeling method to generate 3D model 
of an environment for interactive AR applications with minimum interaction with a 
user. The system requires a user to do nothing but moving the camera to capture the 
scene of which the user wants to generate a 3D model. This paper focused on an 
online scene modeling to recognize geometry of a scene and incorporate it into the 
system for interactive AR applications.  

2   Related Work 

2.1   Keyframe-Based SLAM  

Simultaneous Localization and Mapping was begun in Robotics to localize a robot in 
an unknown environment. The early days, it used LRF and sonar sensors[4,5] but 
recently, vision sensor was also used [6,7]. The first stage of vision-based SLAM, 
only the sensor was substituted to a camera from LRF or sonar, keeping the overall 
framework of SLAM using probabilistic models such as EKF(Extended Kalman 
Filter) and particle filter. Davison et al.’s work [6] was based on EKF and constructed 
a map of 3D sparse points so that it contained uncertainties on the camera’s position 
by nature. Later, PTAM(Parallel Tracking and Mapping) so-called keyframe-based 
SLAM appeared [7]. To localize a moving camera in an unknown scene, tracking and 
mapping are separated and run in two parallel threads. PTAM constructs a map of 3D 
points based on keyframes collected during tracking process using batch techniques, 
Bundle Adjustment and the map can contain thousands of points, which allows 
precise camera localization more proper for AR applications.  

2.2   Scene Modeling 

The detection of higher level structure in a real world has been progressed using both 
visual and non-visual sensors. Planes were fitted to clouds of points reconstructed 
using LRF(Laser Ranging Finder)[8,9]. The discovered planes were, however, not 
incorporated into a map.  

Afterward, many have attempted to discover planes in vision-based SLAM as in 
[10,11,12]. Rachmielowski et al.’s work [10] attempted to get 3D reconstruction of a 
scene during SLAM tracking. They connected sparse 3D points to compose a mesh 
using a Delaunay triangulation and reconstructed a scene model with the meshes. 
Thus, the reconstruction is unlikely a good estimation of the real surface because the 
3D points used for a mesh were sparse and involved uncertainties by nature of the 
SLAM approach. Chekhlov et al.’s work [11] also tried 3D reconstruction of a scene 
during SLAM tracking. However, to find planes they approached with RANSAC 
process instead of the Delaunay triangulation used in [10]. In view of using RANSAC 
process, our system is similar to their system but we go beyond their work by 
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incorporating the discovered planes into the map and using them during the tracking 
process. 

3   Online Plane Fitting for Interactive AR 

A map of PTAM usually consists of thousands of 3D points and it is impossible to 
consider the all points to generate a plane hypothesis. Thus, we face a problem of a 
working set selection, which will be discussed in 3.1. A method how to discover a 
planar structure in a scene will be presented in 3.2 and how to incorporate the 
discovered plane into a map will be presented in 3.3. 

3.1   Region of Interest 

Because considering all 3D points results in an inaccurate result as well as takes a lot 
of time when a plane hypothesis is generated, the points for the plane detection need 
to be classified. We call the classified region as ROI(region of interest).  

In Hengel et al.’s work [13], a user selected the ROI by dragging a mouse. This 
was possible in their system because it worked in offline, not online. In our system, a 
user can select a working set by moving a camera view to the direction in which the 
user wants to generate a model, which is even more proper process for an online 
modeling system.  

3.2   Detection of Planar Structure 

In this section, it is introduced how to discover planes existing in real world. At first, 
it is described how to discover a plane from a 3D point cloud within ROI(region of 
interest) using RANSAC process in 3.2.1. However, it doesn’t guarantee the 
discovered plane using RANSAC is a real plane in the real world because RANSAC 
process only considers a geometric distribution of 3D points. We call the discovered 
plane at this stage as a geometric consistent plane. Therefore, it is required a process 
to verify whether or not the generated plane exists in reality. This verification process 
is introduced in section 3.2.2 by testing if the geometric consistent plane is also 
photometric consistent.  

3.2.1   Plane Hypothesis Using RANSAC 
To discover a potential planar structure using RANSAC process, a similar approach to 
that used in [12] is used in this paper. 
 
Step 1 : RANSAC robust estimation 
A minimum of three 3D points is required to generate a plane hypothesis. Assuming , ,  are three 3D points, an origin  and a normal vector  of the plane 
hypothesis  including those three points can be generated as followings. 
         c c                                              (1) where            
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As soon as a plane hypothesis is generated with the minimum three points, 
consensus for the hypothesis among other points is determined using a perpendicular 
distance from the plane. The perpendicular distance d  for a 3D point  from the 
plane [ , ] can be calculated as a following. 
 ( )                                                    (2) 
 

To minimize effects of the ouliers, we impose a criterion that the distance must be 
less than or equal to some threshold , that is, although , we set 

. 
 
Step 2 : Optimal estimation 
To compute the best-fit plane from inliers  resulting from RANSAC process, we use 
a principal component analysis approach similar to [3]. 

The origin of the plane hypothesis is set to the mean of the inliers and normal 
vector is set to the eigenvector of  corresponding to the smallest eigenvalue 
where  is a 3 matrix stacked with position vectors for  inlying points w.r.t the 
mean. The smallest eigenvalue gives a measure of quality of the fit because it is the 
variance of the inliers in the normal direction. 

3.2.2   Photo-Consistent Plane 
So far, given a map of point clouds, we introduced how to discover a plane using 
RANSAC. The mainly considered property is the geometric distribution of the 3D 
points so that it is often likely to result in false detections of planes as shown in (c) of 
Fig 1. Therefore, a verification process is required to remove the false detections and  
 

 

 
Fig. 1. Possibly detectable planes solely considered a geometric distribution of 3D points. (c) is 
false detection 
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the process called photo-consistency test is described below in details and 
summarized in algorithm 1. 
 
Step 1 : Finding the visibility images  
Given a set of keyframes  and a geometric consistent plane with geometric supports 
Π belonging to the plane, project 3D points within Π into every keyframe within . If 
over 70 percent of overall points within Π appear on the keyframe, it is said that the 
plane is “visible” in the keyframe. To find a visibility image set , test if the plane is 
visible every keyframe. 
   | Ratio( ,Π)  0.7                                         (3) 

for  ,  | ,    for  , Π  
 

Step 2 : Computing the photo-consistency  
Among visibility images , choose reference image  in which a plane appears 
dominant.    argmax Ratio( , Π)                                           (4) 

for  ,  | ,    for  , Π  

 
Using 2D point correspondences between reference image   and the others in , 
compute homography H ,  satisfying the following relation. 
 ,  H , ,  for                                                (5) 

 
Once homography H ,  is computed, warp all images except reference one to the 
reference one.  H , ( )                                                     (6) 
 

 is a warped image of image  to the reference one and  is a set of 2D points 
projected into an image . 

Ideally the warped image  is identical to the reference image  However, because 
they are not identical due to image noises, we find the most suitable match in terms of 
a pixel value within radius r. Therefore, the photometric consistency score κ  is 
induced by square root of the photometric error between the warped image and the 
reference one as a following. 

 ( ) #( )#( ) ∑ ∑ min ′, ′ ′ ,          (7) 

 
If the photometric consistency score κ is greater than some threshold , reject the 
plane because it is not photometric consistent, that is, not exist in real world. 
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OBJECTIVE 
 
Compute a photometric consistency κ for the plane with geometric support Π given 
the cloud of reconstructed 3D points , keyframe images  and cameras  and 

reject the plane if ( )  . 
 
ALGORITHM 
Step 1: Find the visibility images .   | Ratio( ,Π)  0.7  for  ,  | ,    for  , Π  

where Ratio( ,Π) is the ratio of the visibility measurements  to #( Π) 
 

Step 2: Compute the photometric consistency . 
- Choose reference image  :    argmax Ratio( ,Π)  

for  ,  | ,    for  , Π  

- Compute a homography H ,  induced by the point correspondences ,  ,  such that ,  H , ,  for    

- Warp all images  for   and  to the reference one : H , ( )  for  ,  | ,    for  , �  

- Reject the plane if the consistency check fails, . .  if ( )  , 
where the consistency ( ) is given by 

              ( ) 1#( 1)#( ) min,,  

Algorithm 1. Photo-consistency test 
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3.3   Insertion of Planar Features 

This section describes how to incorporate the discovered plane in 3.2 into the map of 
PTAM. The parameterization of a plane, addition of new point using a plane, and 
finally the way to reduce the computation using a plane are discussed in order. 

3.3.1   Parameterization 
To represent a plane, a center position and normal vector are necessary. They are 3 
DOF each, and thus, a plane has total 6 DOF. This is over-parameterized into a 
transformation matrix  from the local plane coordinate  to the world coordinate 

 with 12 internal parameters as in. A center of a plane is located on an origin and 
the normal vector is parallel to the z axis as in Fig 2. We set the x and y axis of the 
local plane coordinate parallel to the x and y axis of the world coordinate. 

1                                                    (8) 

 

 

Fig. 2. Local plane coordinate  

3.3.2   New Mappoint Addition Using a Plane 
To reconstruct 3D points, triangulation from correspondences between two views is 
used in PTAM. The number of iterations and final converging position of a bundle 
adjustment depend on the initial position of the reconstructed point. That is, the more 
accurate the initial position of the reconstructed point, the more accurate the adjusted 
position after the bundle adjustment as well as the faster the converging speed. 
Therefore we propose a method taking advantage of the plane information, 
homography, when a point is reconstructed as shown in Fig 3. 
 

1. Find the closest keyframe to the new keyframe among keyframes in a map 
and set it as a target. 

2. Find matching correspondences between new and target keyframes. 
3. Compute a homography  from the matching correspondences. 
4. Compute  from 2D point correspondences between the target keyframe 

and a plane coordinate. 
5. With  and  , the position on the plane coordinate  of a new point 

 is determined as below. 

                                            (3.12) 
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6. A 3D point on a plane  is reconstructed from a 2D point on a plane 
coordinate  using transformation matrix  from the plane coordinate 
to the world coordinate.                                             3.9)   ( , )  and  ( , , 0, 1)  

 

 

Fig. 3. A 3D point reconstruction using homography given a plane 

3.3.3   Selective Measurement 
Without any prior knowledge of a scene, all mappoints are used to estimate the pose 
of the camera. To be frank, thousands of 3D points are not necessary and a few 
hundred are enough to estimate the pose of the camera, using planes. As a result, it is 
likely to save the computational time by knowing the scene information and actually 
it is as showed in the experiment below. 

4   Experiment 

For the experiment, we use a laptop of 2.83 GHz Quad CPU with 2GB memory. 
Logitech Ultra webcam is attached to the laptop to obtain a 640 480 image. 

 

 

Fig. 4. Man-made environment with three orthogonal planes 
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Experiments were performed in a man-made environment in which three 
orthogonal planes appeared with a lot of textures as in Fig 4. 

Fig 5 shows how this system discovers and incorporates plane structures in a scene 
into PTAM map. Points in white indicate 3D reconstructed points from stereo analysis 
and colored points indicate points that belong to the discovered plane by method in 
this paper. Different color shows different planes. As a result three orthogonal planes 
are discovered and incorporated into the map. 

 

 

Fig. 5. Discovery of a scene geometry (left to right) 

Fig 6 shows changes in a matching rate and time consumption as the number of 
measurements per a plane varies from 50 to 200 with video clip of 1800 frames. As a 
result, the test shows that tracking with higher level structures like a plane can 
potentially reduce the time consumption compared with the tracking only with points, 
resulting in similar tracking accuracy. As an example, with 150 points per a plane, 
tracking time consumed to track a camera in same video clip decreased 13ms to 9ms, 
which meant 30% reduction in time. 

 

 
Fig. 6. Changes in a matching rate(blue, left axis) and tracking time(red, right axis) as the 
number of measurements per a plane varies 
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Fig. 7. Tracking time comparison of PTAM and proposed method of this paper on an identical 
video clip of 1400 frames 

 

Fig. 8. A virtual gravity ball rebounding from real ground and walls 

To compare proposed method with PTAM in terms of overall performance in time 
consumption, we plotted the tracking time of the PTAM(blue line) and proposed 
method(red line) on an identical video clip of 1400 frames in Fig 7. 150 points per a 
plane was chosen in the test and first, second, and third planes were discovered and 
incorporated into a map on 35th, 620th, and 780th frame. On the beginning of the test 
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before 35 frames when first plane was discovered and incorporated into a map, both 
showed similar time consumption. However, since 35th frame, it showed the proposed 
method was superior to PTAM in terms of time consumption. The frames within red 
circles in Fig 7 indicated such superiority. 

Fig 8 shows a simple interactive AR application that interacts with a real world. A 
white ball is a virtual gravity ball and it interacts with a scene, two walls and ground, 
by rebounding when it collides with them. A full video clip is attached with this 
paper. 

5   Conclusion and Future Work 

For interactive AR applications, this paper presented a method to discover and 
incorporate a higher level structure, a plane from point clouds on online. However, a 
plane is just a little bit higher level structure than a point cloud. There are a lot higher 
level structures than a plane in our environment where AR applications will set up. 
Therefore, for the future work, we need to discover and incorporate other higher level 
structures such as sphere, cube, cylinder, and polyhedral to describe a real world 
environment so that ultimately interactive AR application can be achieved. As a result 
of the future work, a real interaction not only with a plane such as a wall and ground 
but with objects such as a box, ball, cup and any other objects existing in real world 
can come true. 
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Abstract. This paper proposes an algorithm to detect unnecessary image pairs 
for efficient structure from motion. Since image pair with small baseline is con-
sidered as a poor condition for reconstruction, we focus on computing cameras 
closely located. We address a term, “remoteness” which indicates the distance 
between two images in this paper. The remoteness is not affected by image’s in-
trinsic parameters because camera intrinsic matrix is applied to put the extracted 
features in the normalized coordinate. The remoteness is computed using fea-
ture disparity in normalized coordinate. Therefore, we can detect redundant  
image pair captured at the near position without reconstruction. The proposed 
algorithm is proved by experimental results with Notre Dame images. 

Keywords: web image collection, reconstruction, unnecessary image pair,  
remoteness. 

1   Introduction 

As digital cameras are generalized, we can easily get thousands of pictures of a certain 
tourist spot from internet. Many researchers have developed algorithms dealing with 
large number of images downloaded from internet. Snavely et al.[1], [2] propose a 
structure from motion algorithm using internet photo collections and Chum et al.[3], 
[4] propose a large scale web image clustering method by computing similarity. In 
order to compute similarity, a near duplicate image detection(NDID) approach[3]-[5] is 
used and it is applied to detect duplicated images for 3D reconstruction[1], [2] as well. 

3D reconstruction means a construction of a three-dimensional model of an object 
from several two-dimensional views of it. In other words, the location of cameras is 
very important factor for reconstructing a scene. It is a common agreement that if two 
images are captured with wide baseline and many correspondences, then the images 
are good pair for reconstruction. However the near duplicate image detection method 
computes superficial similarity for every matching pair. Even though the algorithm 
works well for detecting image pairs which have similar image content, it is not a 
proper method to remove duplicate images for 3D reconstruction using NDID.  
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Snavely et al.[6] propose a novel method for a large scale reconstruction using skele-
tal graph. They reduce a computational complexity for the reconstruction by making 
uncertainty based skeletal graphs. They compute reconstruction and covariance for each 
matching pair and then remove near duplicate images. While removing the near dupli-
cate images, they use a NDID method but it is not good enough to remove redundant 
images for 3D reconstruction because it detects similar images instead of the closely 
located images. However our method(we’d like to call it Nearly Located Image Detec-
tion method, NLID) not only is able to detect similar images but also is able to detect 
images with small baseline. It is helpful to reduce parameters and reconstruction cost. In 
this paper, an algorithm for detecting the nearest neighboring image by their locations 
are proposed. In order to extract the nearest camera, comparative distances are com-
puted between one and the others. We define a term, “remoteness” as a measurement of 
how far away between two cameras are.  

To make the algorithm be robust to these problems, the feature extraction method, 
SIFT[8] and the feature matching method, RANSAC[9] are employed in this paper. 
The main requirements for good results are that the extracted correspondences are 
accurate and the number of features should be enough to guarantee the two images 
containing common scene or object. We only consider the pair with more than 30 
correspondences. Without loss of generality, we assume that every image has EXIF 
information as mentioned in [2]. From the EXIF tag, we can obtain the focal length, 
so the features for each image can be easily normalized by multiplying the inverse of 
calibration matrix to each feature[10]. We show that the proposed remoteness meas-
ures can be efficiently computed and used successfully to find the nearest camera in 
this paper. 

The remainder of this paper is structured as follows. In section 2 we review the re-
lated works and a nearly located image detection method is described in section 3. In 
section 4 some primary results are shown to prove that the proposed algorithms can 
detect the nearest cameras successfully. We conclude with future work in section 5.  

2   Previous Work 

Camera localization is well studied in computer vision and robotics. Several algo-
rithms have been proposed attempting to give camera locations by image search or 
structure from motion. Typically sparse features such as interest points and straight 
edges are detected and described. Restrictive assumptions such as static scenes[11] or 
the existence of 3D models[12] are used to match those visual features between query 
images and exemplar database images of the same scene viewed under different 
viewpoints or illumination conditions. In Simultaneous Localization and Mapping 
(SLAM), both camera motion and the 3D points are recovered[13]. 

Self-localization can be categorically divided into global and find localization[14]. 
The first one considered in this paper determines the position and orientation of the 
robot pose within a world coordinate system. The second one deals with the dynamic-
pose of the robot. They conceptualized as the extraction and processing of image 
features, which by means of recursive state estimations provide the continuous loca-
tion of the cameras. However, partially significant visual landmarks and assessed 
poses provide insufficient useful information for real applications. Also the height of 
the camera should be the same.  
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Johansson and Cipolla[12] have developed a system to automatically determine the 
3D viewpoint position related to model buildings using an image. For each building, 
they create a template and map assuming linearity of the object in high contrast re-
gions. Matching is then performed by measuring the fit of each 3D model to the query 
image. Sivic and Zisserman present video google[15] where key frames from movies 
are used to query and find similarities between them using a text retrieval approach. 
The descriptors extracted from the images are quantized into visual words. The col-
lection of the visual words are then used in Term Frequency Inverse Document Fre-
quency(TF-IDF) scoring. The scoring is accomplished using a list of references to the 
images. Although location of features may be of importance on small vocabularies, it 
becomes insignificant when the vocabulary grows. All these approaches tend to work 
well for recognizing specific locations but we should have reference image data.  

3   Nearly Located Image Detection  

In this section, a method finding remoteness between two cameras is described As 
mentioned above, we assume that the cameras are calibrated(i.e., focal length is given 
for each image) and features are matched completely.  

The remoteness is obtained by the process as follows: 
 

- Locate the feature points in normalized coordinate 
- Center the converted feature points 
- Select a point randomly 
- Rotate all features to put the selected point on x axis 
- Compute remoteness by differencing the points 

3.1   Feature Points in Normalized Coordinate 

The resolution of each image collection can be vary. To deal with features regardless 
of its resolution, the features should be in normalized coordinate. By applying inverse 
of the calibration matrix to the feature points, we can express the points with the 
points in normalized coordinate. 

As described in [10], the calibration matrix K can be written as  
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where, αx, αy are the scale factor in the x and y coordinate direction, respectively, s is 
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T are the coordinates of the principal point. Normally, we assume 
that the camera has zero skew, the pixels are square, and also the principal point is at 
the image centre. Then, the calibration matrix can be 
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where, f is the focal length of the image and x0 and y0 are the half of the image resolution. 
By multiplying the inverse of calibration matrix, K to the features, the features are 

normalized and we can deal with the normalized features with regardless of the im-
age’s zooming effect(focal length) and size. 

3.2   Center the Features in Normalized Coordinate 

Let the normalized feature points for first and second camera are p̂ and q̂ , respec-

tively, then a centre point is computed by averaging the points. 
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and the centered points by 

qqqppp ii −=′−=′ ˆ,ˆ  

Note that the sum of the centroid points is zero. 

3.3   Compute remoteness 

In order to compute remoteness between two cameras, we should consider the fact 
that the images can be rotated at the random angle. By rotating the selected point to be 
on the x axis, two coordinate systems of features can be the same. By doing this, we 
can overcome the rotation problem of images. 

We can rotate the feature points by multiplying the rotation matrix 
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of the selected point. Then, rotated points can be denoted by 
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Note that we ignore a scale factor to discriminate the camera position from the object. 
The remoteness can be represented by differencing the features 
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Fig. 1 depicts the process for computing the remoteness. The first row of Fig. 1 is 
for the first camera features, the second row is for the second camera and the axes in 
each image indicate image coordinate axes with origin (0, 0). Fig. 1(a) shows points  
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        (a) Features in norm. coord. (b) Rotated features        (c) Pixel difference 

Fig. 1. Process to find the remoteness  

normalized and centered, and randomly selected point and its correspondence to take 
rotation for each image feature. Fig. 1(b) is a result of rotated features to make the 
selected point lie on the x axis by eq(2). Fig. 1(c) is a disparity between normalized 
and rotated features of two images. To make the R be general, R should be divided by 
the number of correspondences. 

4   Experimental Results 

In this section, we apply our algorithm to various cases which can be happened in 
large scale images including zoom case.  

We will not show the result for the cropped, resized and duplicated cases because 
we can easily see the remoteness is nearly zero for these cases.  

 

(a) original image+features (b) features in norm. coord. (c) rotated features 

Fig. 2. Remoteness computation for a zoom in case 
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(a) original image+features (b) features in norm. coord. (c) rotated features 

Fig. 3. Remoteness computation for a close case 

 
 

(a) original image+features (b) features in norm. coord. (c) rotated features 

Fig. 4. Remoteness computation for a distant case 

Fig. 2 is a case to detect that the two images are taken at the same position. The 
remoteness of our method is 0.000304 with 316 features. Fig. 3 and Fig. 4 are the 
cases that the two images are taken at the near position and at the distant position. 
The remoteness of our method is 0.000561 with 2481 features and 0.1229 with 123 
features. The small value of remoteness means they are captured at the near position 
and the pair is not good for reconstruction because of the small baseline.  

Fig. 5 shows that the relationship between remoteness and distances with a se-
lected image. The distance is computed after reconstructing the scene. The reason we 
reconstruct the scene is to demonstrate the relationship between them.  



 Unnecessary Image Pair Detection for a Large Scale Reconstruction 157 

 

Fig. 5. Remoteness vs. distance with selected image 

 

Fig. 6. Superimposed image with registration of cameras to an overhead map 

Fig. 6 is a superimposed image of reconstructed camera locations to an overhead 
map. The reconstruction is performed to show whether our algorithm is good for 
detecting nearest neighboring camera or not. The figure depicts that the results of 
nearest cameras for 5 sample cameras. It shows that we can easily detect nearest cam-
era without reconstruction, hence redundant image pairs for reconstruction are ex-
tracted simply. 

5   Conclusions 

In this paper we proposed algorithms to extract nearest cameras by their 3D location 
without reconstruction. By extracting nearest cameras we can easily remove unneces-
sary image pairs for 3D reconstruction. Since images contain EXIF information, the 
feature points can be located in normalized coordinate by applying inverse of calibra-
tion matrix. By differencing the points in normalized coordinate, remoteness is com-
puted. Of course every pair has different number of correspondences, so we have to 
consider this factor for comparing remoteness with other image pair.  
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Recently most digital cameras have zoom lenses so practically many pictures 
downloaded from the internet are zoomed images even they are taken at the same 
location. In this paper, we showed that we can easily remove many redundant pairs 
including zooming, cropping and resizing cases using proposed algorithm. In addition 
we can partition the cameras by their location using Hierarchical clustering[7] which 
attempts to partition n images into nested clusters. In fact the remoteness is not a 
metric distance since it doesn’t satisfy the triangle inequality. However the nearest 
camera pair can be uniquely determined so we can partition the cameras maintaining 
the closest pair.  

By clustering the cameras we can make efficient graph like skeletal sets and even-
tually the reconstruction is simply performed. Hence efficient structure from motion 
can be achieved by using proposed algorithm and it can be applied for 3D scene re-
construction for various content applications such as virtual reality game, etc.  
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Abstract. In this paper, we proposed an online gaming traffic generator reflect-
ing user behavior patterns. We analyzed the packet size and inter departure time 
distributions of a popular FPS game (Left4Dead) and MMORPG (World of 
Warcraft) for regenerating gaming traffic. The proposed traffic generator gener-
ates an inter departure time and gaming packet based on analytical model of the 
gamer behaviors, then transmits the packet according to the inter departure 
time. Packet generation results show that generated packets of World of War-
craft is much different with analytical model, unlike Left4Dead. It is caused by 
Nagle algorithm and Delayed Acknowledgments of TCP. Thus, we disabled the 
Nagle algorithm in the proposed traffic generator. The generation results show 
that the revised proposed traffic generator guarantees goodness of fit in the gen-
erated traffic distribution. 

Keywords: Traffic generator, online gaming traffic, traffic analysis. 

1   Introduction 

With the recent global explosion of on-line multiplayer gaming, it is becoming more 
important to understand its network behavior and usage. Those are expected to be 
major contributors to World Wide Web traffic. On-line gaming is an increasingly 
popular form of entertainment on the Internet, with the on-line market predicted to be 
worth over $19.7 billion dollars in 2011 [1]. As an example of a popular, money-
making game, World of Warcraft (WOW) has over 11,500,000 subscribers each pay-
ing a monthly fee in December 2008 [2]. Nowadays, in proposition to their success, 
the stability and performance of game servers become major issues in online games. 

With the advances in computing and communication technologies, the issue of 
server testing using virtual user has been attracting interests from the researchers. 
These researches help reduce the costs and time required to test and deploy new ap-
plications and systems. The server testing technology using virtual clients has been 
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studied very actively on file server, web server and etc [3-4]. The industry standard 
load testing solutions such as LoadRunner[5], QALoad[6] and e-Load[7], can emulate 
hundreds or thousands of concurrent users and prevent costly performance problems. 
Recently, online game server testing introduces the new research issues into the server 
testing technology [8-9]. These solutions enable to measure end-to-end performance, 
diagnose application, system bottlenecks and tune for better performance. One of the 
most important steps for these systems is the creation of tools for scalable, tunable, 
representative network traffic generation. Such tools are especially critical in emula-
tion and simulation environments where representative background traffic is needed. 

There are a number of works on the general topics of traffic characterization and 
modeling. Current studies for traffic generation tend to focus on either simple packet 
streams or recreation of a single application specific behavior [10-14]. However, 
interactive game traffic is much different with web or conventional internet traffic 
prevailing on the Internet today. It tends to employ small, highly periodic packets. 
Packets are small since the application requires extremely low latencies which make 
message aggregation and message retransmissions impractical. While conventional 
traffic generation tools are quite useful for evaluating the behavior and performance 
of host systems for traditional internet service, they are often inappropriate for use in 
online game tests. Therefore, in this paper, we propose an online gaming traffic gen-
erator reflecting user behavior patterns. 

The rest of this paper is organized as follows. Section 2 summarizes related works 
for traffic generation. Section 3 provides a brief account of the online gaming traffic 
analysis results. Section 4 describes architecture of the proposed traffic generator and 
operation flow. Section 5 presents the result of traffic generation. And finally, section 
6 draws some conclusions and future works. 

2   Related Work 

There are a number of works on the general topics of Internet traffic characterization 
and modeling. Current studies for traffic generation tend to focus on either simple 
packet streams or recreation of a single application specific behavior. 

Packet streaming methods such as those used in tools like iperf [10] consist of se-
quences of packets separated by a constant interval. These methods form the basis for 
standard router performance tests such as those recommended in RFC 2544 and RFC 
2889. Another example is an infinite FTP source, a commonly used traffic generator 
in simulations. While these approaches provide some insight into network system 
capabilities, they lack nearly all of the richness and diversity of packet streams ob-
served in the live Internet [11]. Several successful application-specific workload gen-
erators have been developed as following. These generate application-level request 
sequences based on network traffic that has the same statistical properties as live 
traffic from the modeled application. 

SURGE (Scalable URL Reference Generator) [12] is the tool for generating HTTP 
workload. One role for HTTP workload generation is as a means for understanding 
how servers and networks respond to variation in load. Empirical studies of operating 
Web servers have shown that they experience highly variable demands, which is ex-
hibited as variability in CPU loads and number of open connections SURGE applies a 
number of observations like server file size distribution, request size distribution, 
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relative file popularity, embedded file references, and idle periods of individual users 
of Web server usage to create a realistic Web workload generation tool which mimics 
a set of real users accessing a server. 

Tmix [13] is a traffic generation system for the widely used ns-2 simulator. As the 
web have evolved, there remains no existing model of HTTP workloads that accounts 
for routine uses of the web for applications such as peer-to-peer file sharing and re-
mote email access. In order to perform realistic network simulations, one needs a 
traffic generator that is capable of generating realistic synthetic traffic in a closed-
loop fashion that “looks like” traffic found on an actual network. Tmix takes as input 
a packet header trace taken from a network link of interest. The trace is “reverse com-
piled” into a source-level characterization of each TCP connection present in the 
trace. The characterization, called a connection vector, is then used as input to an ns 
module called Tmix that emulates the socket-level behavior of the source application 
that created the corresponding connection in the trace. 

D-ITG(Distributed Internet Traffic Generator) [14] is a platform capable to pro-
duce traffic that emulate sources of various protocols: TCP, UDP, ICMP, DNS, Tel-
net and VoIP (G.711, G.723, G.729, Voice Activity Detection, Compressed RTP). D-
ITG produces traffic accurately adheres to patterns defined by the inter departure time 
between packets (IDT) and the packet size (PS) stochastic processes. Also, it can 
perform both one-way-delay (OWD) and round-trip-time (RTT) measurement, packet 
loss evaluation, jitter and throughput measurement. D-ITG improves log-server using 
distributed architecture especially for performance enhancement achieved by the 
sender (in terms of generated data rate) and the receiver (in terms of received data 
rate). Log-server is used by senders and receivers to maintain the information needed 
to compute statistics about the experiment made. 

These typically focus on generating sequences of conventional Internet applica-
tions that result in network traffic that has the same statistical properties as live traffic 
from the modeled application. However, interactive game traffic will be much differ-
ent with web or conventional internet traffic prevailing on the Internet today. It tends 
to employ small, highly periodic packets. Packets are highly periodic as a result of the 
game’s dynamic requirement of frequent, predictable state updates amongst clients 
and servers. While these tools are quite useful for evaluating the behavior and per-
formance of host systems for traditional internet service, they are often inappropriate 
for use in online game tests. Therefore, in this paper, we propose a method suitable 
for modeling and generating MMOG’s traffic. 

3   Traffic Analysis 

In this section, we analyzed the packet size and inter departure time (IDT) for various 
games of different genres, since online gaming traffic has different characteristics 
according to the type of game. Among them, we chose two recent popular online 
games, Left4Dead (L4D) [15] and WOW. The L4D is a cooperative first-person 
shooter (FPS) game by Valve Corporation and the WOW is a massively multiplayer 
online role playing game (MMORPG) by Blizzard Entertainment. FPS games provide 
large-scale gaming, and sometimes team-based combat in a real-time virtual environ-
ment. This is made through games utilizing the character’s point of view, transmitting 
data from the client to the server, and then processing immediately the data received 



 Online Gaming Traffic Generator for Reproducing Gamer Behavior 163 

at that time. MMORPGs are a genre of computer role-playing games in which a very 
large number of players interact with one another within a virtual world. They focus 
on an accurate execution of client inputs, which has an impact on the transport proto-
col used. In the WOW, TCP serves as the transport protocol. TCP is connection ori-
ented and offers reliability. This attribute is well suited for MMORPGs, preventing 
error propagation during long sessions. 

Fig. 1 and 2 show distributions of IDT and packet size for the L4D and WOW, re-
spectively. From the figures, we know that there are clear distinctions between two 
genres. In the fig. 1, mostly IDTs of the L4D are less than 50ms, while there are lots 
of packets with long IDT for the WOW. As a FPS game, the L4D imposes the hardest 
real-time requirements on a network. Since it is very sensitive to interactivity, this 
type of game requires low-latency point-to-point communication as well as directed 
broadcast channels to facilitate its real-time game logic. Therefore, packets are sent 
via UDP since clients should send packets at an interval that is much shorter than the 
time it would take to retransmit lost packets. In the other hand, fig. 2 shows that 
packet sizes of the WOW are less than ones of the L4D. Even though the MMORPG 
uses a TCP connection with long latency caused by error recovery mechanism, it 
reduces the round trip time (RTT) by using small packets. 
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Fig. 1. IDT histograms for (�  left) Left4Dead and (�  right) WOW gaming packets 
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Fig. 2. Packet size histograms for (�  left) Left4Dead and (�  right) WOW gaming packets 
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While there are some differences according to game genre, online gaming traffic 
generally tends to employ small, highly-periodic packets in common. An in-depth 
knowledge of their traffic behavior will certainly assist network game developers and 
publishers to provide services and design their game servers better. In this paper, we 
propose an online gaming traffic generator in order to make available traffic charac-
terizations of popular network games. 

4   Architecture 

In this section, we introduce the architecture of the proposed online gaming traffic 
generator shown in fig. 3. In the figure, Analytical Model is a result of analysis for 
each online game. Since online gaming traffic is typically messy data that is very 
difficult to analyze, we already studied an analytical model designing method for 
gaming traffic in a preliminary work [16]. 

 

Fig. 3. The architecture of the proposed traffic generator 

Packet Generator spawns a specified gaming packet classified by packet size and 
stores it on Packet Queue. The Packet Queue is implemented by double buffer to hold 
a block of data, so that Timer Event Handler will see a complete version of the data, 
rather than a partially-updated version of the data being created by Packet Generator. 
IDT Generator produces an interval, IDT, for triggering a Timer Event Handler that 
pulls out a generated packet. A Timer Event Handler is activated when an IDT is 
expired, and it takes out an IDT from the IDT Queue whenever it terminates execu-
tion. Since the IDT Generator is a producer of the IDT Queue and the Timer Event 
Handler is a consumer of it, we also implemented the IDT Queue as a double buffer. 
Because transmission of each generated packet is controlled by corresponding IDT, 
Packet Queue is synchronized with IDT Queue by IDT-Packet Pair. 

Fig. 4 shows a flow chart of the proposed traffic generator. There are two threads; 
Generator and Transmitter. The former is a producer thread and the other is a con-
sumer thread of IDT & Packet Queue. The producer initially finds a Write_Q and then 
verifies whether it is empty or not. If not, this process is repeated until detecting 
empty queue. In the other case, it generates an IDT and Packet based on Analytical 
Model of the gamer behaviors, and then groups them together prior to enqueue. After 
buffering IDT-Packet Pair, generating, pairing, and enqueueing processes are reiter-
ated until corresponding queue is full. The consumer firstly gets a Read_Q and then 
checks state of queue. If the queue is not empty, it dequeues an IDT-Packet Pair and 
activates Timer Event Handler. The Handler sets timer as the IDT of dequeued  
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Fig. 4. Flow charts for (�  left) Generator and (�  right) Transmitter threads of the proposed 
scheme 

IDT-Packet Pair and transmits the Packet of it after timer expiration. These proce-
dures are continuously performed again until the queue is empty. When detecting 
unfilled queue, the transmitter defines corresponding queue as Write_Q and the other 
queue as Read_Q, respectively. 

5   Evaluation 

In this section, we compared generation results with analytical model based on previ-
ous analyzed gaming traffic. We captured produced packets of L4D and WOW at the 
receiver side and analyzed them into distributions of IDT and packet size as performed 
in the previous section. We show an intuitive comparison between the expected and 
generated histograms in fig. 5 and 6. In the figures, all expected histograms were 
drawn by analytical models for L4D or WOW. Fig. 5 shows that distribution graphs for 
both IDT and packet sizes of L4D are similar to ones of analytical model. 

In spite of traffic generated by analytical model for IDT and packet size of WOW 
in fig. 6, however, there is a large discrepancy between generated packets and analyti-
cal model. It is caused by Nagle algorithm and Delayed Acknowledgments of TCP. 
Nagle algorithm is a means of improving the efficiency of TCP networks by reducing 
the number of packets that need to be sent over the network. It works by combining a 
number of small outgoing messages, and sending them all at once. In the other hand, 
Delayed Acknowledgement is used to reduce the number of packets sent on transmis-
sion media. If the socket layer immediately acked every packet, this would result in a 
lot of wasted acks, as usually the application sends a response shortly after receiving  
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Fig. 5. Histograms for L4D; (�  left-top) expected distribution for IDT, (�  right-top) distribu-
tion of generated packets for IDT, (�  left-bottom) expected distribution for packet size, and 
(�  right-bottom) distribution of generated packets for packet size. 
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Fig. 6. Histograms for WOW; (�  left-top) expected distribution for IDT, (�  right-top) distri-
bution of generated packets for IDT, (�  left-bottom) expected distribution for packet size, (�  
right-bottom) distribution of generated packets for packet size. 
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something, so TCP would be issuing two acknowledgments, one from the socket layer, 
one from the application layer. So the socket layer waits one or two hundred 
milliseconds, and if there is still nothing to send, sends an ack. Due to these techniques, 
even though traffic generator schedules packet transmission according to analytical 
model, TCP stack prevents some packets from leaving for a short time. The fig. 6 
shows IDTs of generated packets are delayed until about 200ms and some small pack-
ets are united into one. Comparing with analytical model, ratio of small packets is 
reduced and some bigger sized packets are emerged. In this example, protocol header 
of WOW consists of TCP, IP, and Ethernet headers and its length is 54bytes. 

From the fig. 6, we know applications expecting real time responses can react 
poorly with Nagle algorithm. Thus, we disabled the Nagle algorithm by setting the 
TCP_NODELAY socket option. Fig. 7 shows histogram for distributions of packets 
generated without Nagle algorithm. After removal of Nagle algorithm, distributions of 
generated packet are close to ones of analytical model. 
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Fig. 7. Histograms for distribution of packets generated without Nagle algorithm; (�  left) IDT 
of WOW and (�  right) packet size of WOW 

Finally, we displayed Q-Q plots of each model for a more detailed comparison. It 
is commonly useful in order to examine whether a generated dataset fits well an ex-
pected distribution. On this plot, the corresponding quartiles of both expected and 
generated distributions are graphed against each other, so that the deviations may be 
easily identified. If the two distributions being compared are similar, the points in the 
Q-Q plot will approximately lie on the line y = x. Fig. 8 shows Q-Q plots for the IDT 
and packet size of generated traffic. 

It shows in detail which parts fit together appropriately. The Q-Q plot shows a pro-
nounced difference among distributions of packets generated for L4D and WOW 
before and after disabling Nagle algorithm. From the fig. 8 (top) and (bottom), we 
know that the revised proposed traffic generator guarantees goodness of fit in the 
measured traffic distribution. Even though we inactivated Nagle algorithm, IDT of 
generated WOW is relatively worse than ones of generated L4D. Since the TCP pro-
vides various traffic control mechanisms, for example, a congestion control, flow 
control service, Delay Acknowledgement, and etc. as well as Nagle algorithm, ar-
ranged IDT of the traffic generator is distorted by TCP. 
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Fig. 8. Q-Q plots for distributions of generated packets; (�  left - top) IDT of L4D, (�  right - 
top) packet size of L4D, (�  left – mid) IDT of WOW, (�  right – mid) packet size of WOW, 
(�  left – bottom) IDT of WOW without Nagle algorithm, and (�  right – bottom) packet size 
of WOW without Nagle algorithm. 

6   Conclusion and Future Work 

In this paper, we proposed an online gaming traffic generator reflecting user behavior 
patterns. We analyzed the packet size and IDT for various games of different genres 
and introduced traffic characterizations of popular network games. The proposed 
traffic generator generates an IDT and packet based on analytical model of the gamer 
behaviors, and then transmits the packet according to the IDT. 

In order to evaluate the proposed traffic generator, we compared generation results 
with analytical model based on previous analyzed gaming traffic. The results showed 
that generated packets of WOW is much different with analytical model while distri-
bution graphs for both IDT and packet sizes of L4D are similar to ones of analytical 
model. It is caused by Nagle algorithm and Delayed Acknowledgments of TCP. Thus, 
we disabled the Nagle algorithm by setting the TCP_NODELAY socket option. The 
results show that the revised traffic generator guarantees goodness of fit in the gener-
ated traffic distribution. However, arranged IDT of the traffic generator is distorted by 
TCP stack, since the TCP provides various traffic control mechanisms, for example, a 
congestion control, flow control service, Delay Acknowledgement, and etc. as well as 
Nagle algorithm. 
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The problem of distortion by TCP stack remains an open research issue in gaming 
traffic generator. In order to improve accuracy for TCP based online game, we need 
to design delay model for various transmission control mechanisms of TCP. As a 
different approach, for bypassing TCP stack, we plan to implement traffic generator 
with a raw socket allowing direct sending and receiving of network packets by 
applications. In addition, we plan to measure workload of online game server accord-
ing to massive gaming traffic generation. 
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Abstract. The motion detection technology used in innovative game controlling 
devices like the Nintendo Wii-Remote® provides experiences of realistic and 
immersive game play. In the present study (N=62) it was tested whether this 
technology may also provoke stronger aggression-related effects than standard 
forms of interaction (i.e., keyboard and mouse). With the aid of a gesture  
recognition algorithm, a violent action role-playing game was developed to 
compare different modes of interaction within an otherwise identical game en-
vironment. In the Embodied Gestures condition participants performed realistic 
striking movements that caused the virtual character to attack and kill other in-
game characters with a club or sword. In the Standard Interaction condition at-
tacks resulted from simple mouse clicks. After the game session, participants 
showed a similar increase in negative feelings in both groups. When provided 
with ambiguous scenarios, however, participants in the Embodied Gestures 
condition tended to show more hostile cognitions (i.e., anger) than the Standard 
Interaction group. Results further corroborate the complexity of aggression-
related effects in violent video games, especially with respect to situational fac-
tors like realistic game controls. 

Keywords: Wii-Remote®, motion detection technology, gesture recognition, 
realistic interaction, violent video games, aggression, experiment. 

1   Introduction 

Video games have come a long way since their first steps some decades ago. Along-
side general technological advances in computer science like, for example, improve-
ments in graphics, so have video games developed into technologically advanced 
entertainment products. One particular aspect in the evolutionary process of human-
computer interaction is the corresponding input and output hardware used in video 
games. For example, current game consoles like Nintendo Wii® combine accelerome-
ter-based motion detection technology and force feedback functions, which aim at 
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providing more direct or immersive gaming experiences. The upcoming Sony Move 
follows a related technological approach, whereas Microsoft’s Xbox 360 add-on Ki-
nect (“Project NATAL”) does not require a controller but tracks whole body gestures 
and records spoken commands via a sensor device. 

In the present study it was empirically tested whether technology realizing embod-
ied gestures (e.g., Wii-Remote® control) may also affect psychological parameters 
more strongly than is the case with standard forms of interaction (i.e., keyboard and 
mouse)1. In particular, we were interested in aggression-related effects of violent 
video games: does performing realistic striking movements aimed at killing in-game 
opponents lead to greater levels of aggression than simply clicking a mouse button for 
the same purpose? To address this, a game was designed that allows for comparing 
different forms of interaction within an otherwise identical game environment. The 
next section describes the theoretical background of this approach. 

2   Design and Implementation of a Test Game Environment 

The design of a test game environment revolved around the idea of combining Wii-
Remote® controls and keyboard/mouse controls in a single game. Commercial Wii 
games typically make exclusive usage of the Wii-Remote® and cannot be altered. 
However, there are several existing methods and toolkits for integration of that con-
troller in other platforms than the Wii. Here we used a Bluetooth adapter to connect 
the Wii-Remote® to a Windows® PC and the C#/.NET/XNA programming environ-
ment for our implementations. 

2.1   Game Analysis and Gesture Design 

For this study we modified the existing open source game Dungeon Quest2. This 
game is an action role-playing game based on physical aggression directed at other in-
game characters. The player navigates a virtual character through an underground 
maze and is forced to kill other humanoid in-game characters by beating them with a 
club or sword to find a hidden treasure.  

The game got several game mechanical modifications. In particular we enhanced it 
by gesture recognition and support for Wii-Remote® usage.In the original version of 
Dungeon Quest the player controls the virtual character with keyboard and mouse. 
Right and left mouse clicks cause two different hitting attacks against other in-game 
characters. These character attacks were mapped onto two corresponding hitting ges-
tures performed by the player (Fig. 1). Each gesture consists of two rapid successive 
movements. Performing them feels natural and is relatively simple, which is in line 
with common gesture recognition criteria [1]. Therefore, we developed a game con-
cept, in which the primary interaction (hitting opponents) can either be initiated by 
conventional mouse clicks or by mimicking the character’s attack animation, moving 
the Wii-Remote® device (which required implementation). 

                                                           
1  The Wii-Remote® controlling device was used because information on this interaction device 

is widely available compared to similar devices respectively approaches. 
2  XnaProjects, Dungeon Quest GDC, http://xnaprojects.exdream.com/Default.aspx?Name= 

Dungeon%20Quest%20GDC, June 2010. 
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Fig. 1. Two hitting attacks in Dungeon Quest were mapped onto corresponding hitting gestures 
for the Wii-Remote® control. 

2.2   Implementation 

The game was set up in a way that allows controlling of game functions either by a 
combination of mouse and keyboard or by using the Wii-Remote®. This includes 
actual attacks as well as moving around, switching weapons or allocating skill points. 
We used the additional buttons of the Wii-Remote® to accomplish independency of 
the standard input devices when playing the game with the Nintendo device. 

Based on a thorough analysis of gesture recognition algorithms in computer sci-
ence, the Dynamic Time Warping (DTW) approach was selected for implementation. 
This algorithm has been used in various fields, including speech and visual pattern 
recognition (cf. [2], [19]). The program code of Dungeon Quest had to be modified to 
integrate the DTW algorithm for recording, filtering and recognition of movement 
data from the controller. Templates for two reference gestures were recorded (section 
2.1) by performing the hitting gestures. Using templates on real performed gesture 
ensures the natural quality of reference patterns. Therefore, the algorithm uses these 
gesture templates to decide whether or not a hitting movement performed with the 
controller is an eligible attack gesture. 

3   Psychological Effects of Video Games 

Psychological studies on media effects have tested various aspects of video games. 
Positive effects have been demonstrated for educational games and entertainment 
games. With regard to spatial skills, for example, video games have been shown to 
facilitate spatial perception and spatial visualization (cf. [3]). 

Generally, however, literature on video game effects more often than not refers to 
negative consequences, which have mostly been analyzed with regard to the impact of 
violent game content. Having said this, numerous studies tested whether or not game 



174 A. Melzer et al. 

violence leads to an increase in real aggression3. There is ample evidence in the litera-
ture that exposure and active use of violent video games has negative effects on sev-
eral dimensions. Compared to nonviolent games violent video games increase nega-
tive affect, aggressive thoughts, physiological arousal, and aggressive behavior, but 
reduce pro-social behavior in the players (e.g., [5]). 

The General Aggression Model (GAM, [6]) may serve as a theoretical framework 
for the effects of violent video games. According to GAM, aggressive behavior re-
sults from either short-term or cumulated long-term internal processes. These may be 
triggered by person factors and situational factors. However, simply being exposed to 
situational factors like violent video games does not directly cause aggression. Rather, 
interacting internal state variables like arousal, feelings and thoughts mediate the 
effects. Compared to nonviolent games, for example, violent video games are known 
to make aggressive concepts more accessible, resulting in faster identification of ag-
gressively connoted words [7] or greater availability of aggressive thoughts [8]. 

4   Experimental Study 

In contrast to research that typically focuses on game content, the present study tested 
the effects of violent video game exposure from a technologically oriented perspec-
tive: does the technology-based simulation of violent behavior increase aggressive 
thoughts, feelings, and even cultivate enactive bodily representations that may be 
recoded into aggressive gaming behavior? We were especially interested in the mod-
erating role of the type of I/O-device used when playing violent video games. I/O-
devices directly affect the interactivity of video games; a hallmark of this medium, 
which also makes it unique among other media [9]. Interactivity provides the player 
with a bi-directional, contingent flow of information between the actively involved 
player and the feedback of the game’s underlying software. Psychologically, interac-
tivity facilitates experiences of causality and self-efficacy [10]. 

To date, only few studies have addressed the role of technological form dimensions 
in game effects, and knowledge is still sparse. Compared to older games, for example, 
technological advancement (i.e., newer games) was shown to increase players’ sense 
of presence, involvement, and arousal [11]. In addition, virtual reality (VR) provides 
higher levels of involvement and immersion compared to video games that were 
played using a standard desktop interface [12]. These findings are of particular impor-
tance for research on media violence, because involvement and immersion are known 
to favor the player’s identification with a violently acting character—an important 
factor that is associated with learned aggression [13]. 

Are there any differences in psychological effects of video games with regard to 
I/O-devices? Does playing a violent game with a motion detection device cause more 
aggression than utilizing keyboard and mouse? To our knowledge, only one study 
directly tested this but reported zero findings [14]; playing the violent video game 
Manhunt 2 utilizing the Wii-Remote® did not lead to more aggressive cognitions than 
using a traditional game controller for the same game. 

                                                           
3 Typically, aggression is defined as any behavior that is intended to harm another individual, 

whereas the target individual is motivated to avoid the harm [4]. 
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Of course, it is premature to dispel concerns about the potentially negative effects 
of motion detection controls based on a single study. For example, Markey and 
Scherer [14] tested cognitive effects, but not behavioral measures players’ affect. 
Compared to nonviolent games, violent VR games were found to increase aggressive 
feelings, game success, and fun [12]. Apparently, thus, technological form dimensions 
affect both psychological factors (i.e., emotion and cognition) and objective parame-
ters (i.e., game success). The present study therefore tested whether motion detection 
controls make violent in-game behavior more efficient and lead to greater levels of 
negative affect and aggressive cognition than standard forms of interaction. 

4.1   Method 

To address these hypotheses, a violent action role-playing game called Wii Remote 
Dungeon Quest was developed that allows for comparing the effects of different 
modes of interaction within an otherwise identical game environment. In a third per-
son view, the player navigates a virtual character through an underground maze to 
find a hidden treasure. Participants either performed realistic striking movements with 
the Wii-Remote® causing the virtual character to attack other in-game characters with 
a club or sword, or, when playing in the Standard Interaction condition, they initiated 
attacks by pointing and clicking (section 2.1). In addition, an automatic logging func-
tion in Wii Remote Dungeon Quest rendered objective parameters how the game is 
played. These parameters include “number of opponents killed” and “total score”. 
The game strategy participants pursued was also automatically recorded: skill points 
during the game may be invested into Attack, Defense, or Speed that significantly 
changes the behavior of the character controlled by the player. 

4.1.1   Design and Participants 
A one-factorial design was used. Type of interaction served as a between-subjects 
variable. Thus, participants played the violent video game Wii Remote Dungeon Quest 
either performing gestures using a Wii-Remote® (henceforth called Gesture condi-
tion) or keyboard and mouse (Standard Interaction condition). 

A total of 62 students from different faculties at the University of Luxembourg 
took part in the experiment. In each of the two conditions, 16 females and 15 males 
participated, who were naïve to the experiment. The overall mean age was 21.33 
(standard deviation [SD] = 2.12). Students were paid 5 Euros for their participation. 

4.1.2   Materials 
In this section, the game used in the present study will be described (4.1.2.1), together 
with the measuring instruments for the dependent psychological variables (4.1.2.2). 

4.1.2.1   Wii Remote Dungeon Quest 
Wii Remote Dungeon Quest provides two different modes of game control; Wii  
Remote® or keyboard and mouse. With the help of the additional configurator tool 
several parameters may be adjusted. Depending on the setting, for example, gesture 
recognition may either be run with the unmodified reference gesture or the mirrored 
gesture, thus allowing both left-handed and right-handed users to play the game. 



176 A. Melzer et al. 

An important parameter of Wii Remote Dungeon Quest is the tolerance (i.e., the 
threshold values) of the gesture recognition. Tolerance may be set to values as low as 
500 and as high as 3,000, with the latter requiring just a slight shake of the wrist to be 
sufficient to initiate an attack. It was determined through testing that, on average, 
well-performed gestures resulted in a comparison value of about 1,500 or less (cf. 
section 2.2). This value required participants to perform arm movements using the 
Wii-Remote®, which are similar to realistic striking movements. Hence, a value of 
1,500 was set as the default value for both gestures in the present study. 

4.1.2.2   Measuring Instruments 
The Positive and Negative Affect Schedule (PANAS, [15]) was used to measure posi-
tive and negative emotional experience. Each of the two dimensions comprises ten 
emotional adjectives (e.g., active, proud, afraid, hostile). We used the PANAS to 
assess relatively short-term fluctuations in mood (i.e., state affect). Therefore, partici-
pants rated each item on a 5-point scale ranging from 1=very slightly or not at all to 
5=extremely reflecting the extent to which they experienced the emotion at the very 
moment (1) they entered the experimental lab, and (2) directly after the game. Internal 
consistency measures (α1=.80 and α2=.85) were within the expected range. 

The so-called vignette technique was used to measure cognitive effects of violent 
video games. Participants were presented with four ambiguous conflict scenarios. 
Situations might be interpreted either as accidental or as intended acts of aggression. 
For example, participants were asked to imagine themselves being bumped into by 
another person carrying a cup of coffee resulting in large coffee stains on their white 
shirt. Participants rated each scenario on dimensions of anger (“I feel angry”), hostile 
attribution (“the person did it on purpose”), and desire for revenge (“want to pay her 
back”) on a 5-point scale ranging from 1=no to 5=yes (α=.74-.80). 

It would be grossly negligent to rely on short-term indicators of aggression without 
paying attention to long-term characteristics that might moderate the results. Hence, 
individual trait aggression was measured using scales for anger (six items, e.g., “At 
times I feel like a bomb ready to explode”, α=.77) and physical aggression (eight 
items, e.g., “If somebody hits me, I hit back”, α=.75) from the Anger and Aggression 
Questionnaire [16]. Higher ratings on the 5-point scale indicated stronger affirmation. 

4.1.3   Procedure 
The experiment comprised, in chronological order, participants’ ratings of their emo-
tional state at the very moment they entered the lab, the training session in which 
participants learned how to utilize game controls, the study session in which they 
played Wii Remote Dungeon Quest, participants’ ratings of their emotional state di-
rectly after playing, and the concluding questionnaire session that comprised demo-
graphical factors and ambiguous conflict scenarios. To control for potential sequential 
effects, half of the participants filled in trait aggression before game session whereas 
the other half received the trait measure after the game session. 

Up to two participants were tested at the same time. By drawing a slip of paper 
they assigned themselves either to the Gesture condition or the Standard Interaction 
condition. They were then told that they would participate in testing a novel game. 
Neither the violent nature of the game, nor our interest in its effects was mentioned. 
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Fig. 2. Playing Wii Remote Dungeon Quest in the Standard Interaction condition using key-
board and mouse (left). Using the Wii-Remote® control in the Gesture condition (right) to 
perform striking movements causes corresponding hits performed by the in-game character. 

Next, participants indicated their current positive and negative emotions by filling 
in the PANAS. They were then guided to a Dell PC equipped with Sennheiser HD212 
pro headphones and a 22-inch Dell LCD display. In the Gesture condition, a slide-
show explained how to use the Wii-Remote® control. In particular, the slideshow 
introduced two striking movements that cause the in-game character to perform the 
corresponding attack (section 2.1). In the Standard Interaction condition, instructions 
were presented how to play the game with keyboard and mouse. Attacks were initi-
ated by pressing either the left or right mouse button. Participants were allowed five 
minutes to make themselves familiar with controls before they played the game for 15 
minutes (Fig. 2). Immediately after the game session, participants filled in the 
PANAS again and provided details on demographical factors (e.g., age, gender, level 
of perceived game violence). They were then presented with the conflict scenarios 
and the trait aggression scales. The entire experiment took 40 to 50 minutes. 

4.2   Results 

Participants’ trait aggression in the two experimental conditions will be described first 
(4.2.1). Next, analyses on the effects of type of interaction will be reported; partici-
pants’ game performance (4.2.2), emotional experiences (4.2.3), and state aggression 
(i.e., cognitive effect; 4.2.4) will be compared between the Gesture and the Standard 
Interaction condition. Finally, additional findings will be presented (4.2.5). 

4.2.1   Trait Aggression 
The two experimental conditions were compared based on mean scorings in the trait 
aggression scales. As expected, two-sided t-tests (α=.05) revealed that there was no 
group difference with regard to trait anger (MGesture=2.49, SD=0.74; MStandard Interac-

tion=2.61, SD=0.82; p=.55) or trait physical aggression (MGesture=1.90, SD=0.49; MStan-

dard Interaction=1.80, SD=0.77; p=.54). Therefore, any differences in state aggression 
between groups are not reflecting stable individual characteristics. Rather, differences 
have to be attributed to influences caused by the type of interaction. 
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4.2.2   Game Performance: Objective Parameters 
Analyses of game success showed that, in general, participants in the Standard Inter-
action condition were unexpectedly more successful than in the Gesture condition, 
t(60)=2.41, p=.02 (Table 1). This was also reflected by the number of opponents 
killed by their in-game character, t(60)=3.59, p<.01. 

Participants in the Standard Interaction condition showed a greater tendency to 
strengthen their character’s defense skills than their colleagues in the Gesture condi-
tion, t(60)=1.95, p=.06. With regard to attack and speed, however, both conditions 
showed similar patterns of game strategy, ps≥.39. 

Table 1. Mean overall score, number of opponents killed and number of skill points allocated 
to the in-game characters’ attack, speed, or defense skills in the two experimental conditions. 

 Gesture condition 
M SD 

Standard Interaction 
M SD 

Overall score 962.71 355.67 1216.06 17.22 
# of opponents killed   54.48 464.70     75.77 28.23 
Attack     3.71    3.48      5.45 4.84 
Speed     1.16    2.34      1.03 1.64 
Defense     3.23    4.14      5.45 4.84 

4.2.3   Emotional Experiences: PANAS 
Apparently, playing Wii Remote Dungeon Quest did not affect participants’ level of 
positive emotions (M=3.00, SD=0.77) compared to their reports when they had en-
tered the lab (M=3.10, SD=0.60), t(59)=1.00, p=.32. In contrast, negative emotions 
were clearly affected; after playing the violent game (M=1.61, SD=0.58) participants 
felt significantly worse than before (M=1.31, SD=0.41), t(59)=-4.38, p<.01. Re-
markably, this was true for both experimental groups; participants in the Standard 
Interaction condition (M=1.72, SD=0.63) and in the Gesture condition (M=1.48, 
SD=0.48) reported almost similar levels of negative feelings, t(60)=1.70, p=.09. 

4.2.4   State Aggression: Cognitive Effects 
Participants’ responses to conflict scenarios were separately calculated with regard to 
anger, hostile attribution, and desire for revenge (Table 2). Participants in the Gesture 
condition tended to respond to ambiguous scenarios with greater anger than partici-
pants in the Standard Interaction group, t(60)=-1.49, p=.06. Although group means 
were in the same direction both hostile attribution (t=1.50) and desire for revenge 
(t=1.08) failed to reach the level of significance, ps≥.14. 

Table 2. Mean responses to ambiguous conflict scenarios with regard to anger, hostile attribu-
tion, and desire for revenge in the two experimental conditions. 

 Gesture condition 
M SD 

Standard Interaction 
M SD 

Anger 3.54 0.75 3.14 0.88 
Hostile Attribution 2.85 0.71 2.56 0.81 
Desire for Revenge 2.10 0.92 1.84 0.96 
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4.2.5   Additional Findings 
Gender effects were analyzed with a 2 x 2 analysis of variance (ANOVA) with type of 
interaction and gender serving as between-subjects variables and overall score as an 
indicator of game performance. Both main effects were significant, F(1, 61)≥7.12, 
p≤.01. More importantly, the interaction barely missed significance, F(1, 61)=3.94, 
p=.05. With regard to game success, the advantage for male gamers over female gam-
ers was most prominent when the game is played utilizing a traditional form of game 
controls (i.e., keyboard and mouse). With regard to utilizing the Wii-Remote®, gender 
differences are less pronounced (Fig. 3). 

An additional 2 x 2 ANOVA with perceived level of game violence serving as the 
dependent variable revealed only one significant result; female participants (M=2.17, 
SD=0.62) perceived Wii Remote Dungeon Quest as significantly more violent4 than 
male participants (M=2.77, SD=0.86), F(1, 61)=9.62, p<.01, for the main effect (all 
other ps≥.67). Type of game controls did not affect ratings; participants in the Gesture 
condition (M=2.43, SD=0.67) and in the Standard Interaction condition (M=2.51, 
SD=0.81) reported similar levels of perceived game violence. 

 

 

Fig. 3. Mean scores for female and male players of Wii Remote Dungeon Quest as a function 
of game controls. Error bars indicate standard deviations. 

5   Discussion 

The present study aimed at analyzing the effects of different forms of videogame 
controls on behavior, emotion, and cognition. Compared to traditional game controls 
(e.g., keyboard and mouse), motion detection controls have been suspected of boost-
ing the negative effects reported for violent video games [14]. To test this hypothesis, 
an action role-playing game was modified that allowed for comparing the effects of 
different modes of interaction within an otherwise identical game environment. In the 
game, physical aggression aimed at killing in-game characters was exerted either by 
mouse clicks or by performing realistic striking movements using motion detection 
controls (i.e., Wii-Remote® control). 
                                                           
4  The item “how violent do you think this game was?” was inversely coded with larger num-

bers indicating lesser degrees of perceived violence. 
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In contrast to studies that reported greater game success with technologies that also 
provide high levels of involvement and immersion ([12]), our results clearly indicated 
greater game success in the Standard Interaction condition. With regard to behavioral 
consequences, thus, traditional forms of playing violent video games that utilize key-
board and mouse appear to be more efficient than realistic yet time-consuming forms 
of interaction based on performing realistic striking movements. 

However, being less efficient in attacking and killing in a violent video game does 
not at all imply that players will also be less affected otherwise. Rather, when pre-
sented with ambiguous conflict scenarios participants in the Gesture group showed 
more hostile cognitions (i.e., anger) than in the Standard Interaction condition. The 
same numerical pattern was found for the other two indicators of aggression (i.e., 
hostile attribution and desire for revenge). 

Performing striking movements is likely to produce greater levels of physiological 
arousal than pushing mouse buttons, which may result in greater hostility. We know 
from aggression research that, according to excitation transfer, physiological arousal 
from previous bodily exertion will intensify subsequent anger reactions in conflict 
situations, which, in turn, makes aggressive responses of the person more likely [17]. 

It is important to note that self-reports on emotion clearly indicate that less game 
success in the Gesture group did not entail greater negative affect (e.g., frustration) 
compared to Standard Interaction. Rather, individual game success and the amount of 
reported negative emotions were significantly positively correlated in both conditions 
(r=.26, p=.04); higher scores were thus associated with stronger negative feelings. 

Taken together, performing realistic striking movements with motion detection 
controls in a violent video game might be inefficient in terms of scores, but increases 
cognitive effects of aggression compared to standard forms of interaction. In addition, 
players in both conditions were put into bad mood after playing the game. The present 
study thus is in line with previous findings that playing violent video games increases 
negative feelings per se (e.g., [5]). 

Unfortunately, however, we cannot decide whether the emotional effects in the 
present study result from game content or type of interaction. Because only a violent 
game was used, a follow-up study is needed that contrasts the effects of playing a 
nonviolent game (e.g., sport activities) using either motion detection controls or key-
board and mouse. This would clarify whether the increase in negative affect is a gen-
eral by-product of the greater bodily exertion when performing natural movements 
(i.e., type of interaction effect), or whether it may be specific for violent video games 
(i.e., effect of game content). 

The present study also revealed interesting insights with regard to gender differ-
ences. We found that the “general male superiority” in game success almost disap-
peared when participants utilized the Wii-Remote® control. This was the case because 
male players’ game performance dropped when they utilized the Wii-Remote® in-
stead of keyboard and mouse. This finding is likely to reflect differences in learned 
behavior based on gender specific game preferences; when exposed to a game that 
allows for transfer of learned forms of game controls, male players are likely to bene-
fit from previous game experiences. There is ample evidence that previous experi-
ences with action games positively transfer to performance in visual tasks (e.g., [18]).  
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However, when a game requires interaction patterns, which substantially differ from 
previous experiences such that there is no transfer of learned behavioral patterns (as 
was the case in the present study with the Wii-Remote® control), gender differences 
disappear. 

6   Concluding Remarks 

It has been argued that higher levels of involvement and immersion in motion detec-
tion controls compared to standard game interfaces affect both psychological factors 
(i.e., emotion and cognition) and objective parameters (i.e., game success). As to 
violent video games, this effect is thought to be resulting from performing aggressive 
activities such as hitting virtual persons utilizing motion detection controls. However, 
a previous study did not find any indication that motion detection controls affect play-
ers more negatively than using traditional forms of game interfaces [14]. 

In the present study, however, a general increase in negative affect was shown for 
both groups, and cognitive effects were prominent in the Gesture group—especially 
with regard to anger reactions in conflict situations. Current models of human aggres-
sion like GAM [6] hypothesize that interacting internal state variables like arousal, 
feelings, and thoughts play a major role in triggering real-life aggressive behavior. 
Based on our findings, thus, giving the all-clear for I/O-devices like the Wii-Remote® 
control would be clearly premature. Rather, future studies will show whether or not 
the simulation of violent behavior with motion detection controls is indeed psycho-
logically more dangerous than other game interfaces. It will be particularly interesting 
to test the effects of upcoming entertainment concepts. These include gestural gaming 
interfaces like Sony’s Move or Microsoft’s controller-free Kinect technology (“Project 
Natal”), which potentially provides even greater experiences of game immersion. 
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Abstract. Various new forms of entertainment using information and media 
technologies have emerged and been accepted among people all over the world. 
Casual and serious games, as well as communication using mobile phones, 
blogs, and Twitter, are such kinds of new entertainment. It is important to dis-
cuss the basic characteristics of such entertainment and to understand the direc-
tion to which these new forms are leading human societies. This paper provides 
a comparative study of entertainment between developing countries and devel-
oped countries, and between ancient times and the present day. The future rela-
tionship between entertainment and society is also described.  

1   Introduction 

New network, information, and media technologies are rapidly changing our society, 
including human relationships, lifestyles, and communication. Entertainment is one 
area that these new technologies are strongly influencing. One good example is 
games. Playing computer and video games is a common daily activity for people, 
especially for younger generations. In particular, online games have become very 
popular in both the U.S. and Asian countries. Another good example is communica-
tion. People communicate with their families and friends through e-mail, mobile 
phones, texting, Twitter, and other means.  Until the 1980s, communication media 
such as telephones were mainly used for business communication. Today, however, 
communication extends beyond business conversations and has become a form of 
everyday entertainment. 

There are many discussions on these phenomena, but most of them merely observe 
what is happening in society and report the fact that more people are spending more 
time on these new forms of entertainment. Unfortunately, however, there has been 
little consideration of the basic reasons why these new forms have been accepted by 
people all over the world. One fundamental questions is whether this a totally new 
phenomenon within our long history. Another question is which aspects of society are 
changing through the introduction of these new forms of entertainment, and how 
much those aspects are changing. Another, more difficult question is the direction to 
which such entertainment is leading our society. In other words, what will be the 
future of our society, where people are expected to spend more time on entertainment 
than they do now. 



184 R. Nakatsu 

In this paper, I try to answer these questions by starting from the question of what 
entertainment is. It will be clarified that over the long course of human history, people 
have tried to clearly separate logical and emotional aspects of our behaviors, in other 
words, the logos and pathos, respectively. Consequently, we have succeeded in con-
fining the great power of emotion to only the private aspects of our lives. 

New media such as games and mobile phones, however, have strongly affected this 
relationship between logos and pathos and have partly destroyed it. Today, people are 
showing the emotional aspect of their behaviors even in formal situations. A more 
distinctive point is that this tendency is more obvious in Western countries. 

Finally, given these considerations, I anticipate the direction to which our society is 
headed. I also discuss what we should do to maintain our basic identity as human 
beings. 

2   The Nature of Entertainment 

2.1   What Is Entertainment? 

At least one billon people currently face starvation all over the world. For these peo-
ple it is crucial to obtain food for tomorrow or even today. This problem has been one 
of the most serious topics at global conferences and meetings such as World Eco-
nomic Forum [1]. 

On the other hand, in developed countries new types of entertainment have 
emerged, such as chat on mobile phones and games on game systems and PCs. People 
in those countries are tending to spend more and more time enjoying such forms of 
entertainment. There have been significant concerns and complaints about this trend. 
The basic logic of such complaints is that compared with other human activities, such 
as education, business, industrial production, and so on, entertainment is not produc-
tive. In other words, the complaints suggest that entertainment is only a waste of time. 

An important question, however, is whether this is actually true, when the estab-
lished entertainment industry is huge and includes the movie, game, sports, and other 
businesses. Another question is why the demand and markets for such entertainment 
are so huge. The issue of whether entertainment is a waste of time clearly requires care. 

2.2   Origin of Entertainment 

What is happening now is not a totally new phenomenon. In earlier times, human life 
was simple. Humans farmed or hunted to survive. When people were not occupied 
with these tasks, they entertained themselves by various means. In other words, we can 
say that food is strongly related to our physical sustainability, yet at the same time, we 
can point out that entertainment is related to our mental and spiritual sustainability. 

Then the era of civilization began. People introduced various novel types of activi-
ties, such as art, business, learning and teaching, and religion. Because of these activi-
ties, entertainment came to be considered as a secondary activity in human life.  
Although entertainment remained a certain part of our everyday life, it has not been 
considered an essential part. Figure 1 illustrates these changes in our physical and 
mental sustainability.  
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Fig. 1. Changes in the physical and mental sustainability of human beings 

2.3   Our Life and Entertainment 

Even now sometimes that fact that entertainment is an important part of our life be-
comes apparent. Consider passengers on an airplane. During a flight, most people 
sleep, eat, or entertain themselves by watching movies, reading novels, and so forth. 
Only a few people work during a flight. This means that in a simple situation, our 
lifestyle consists of three basic activities: sleeping, eating, and entertaining ourselves. 

What is happening now is, in one sense, an “entertainment renaissance.” The intro-
duction of new technologies, especially interactive technologies, into traditional forms 
of entertainment has totally renewed and strengthened those forms. People are again 
noticing the basic strength and meaning of entertainment and recognizing that it is a 
substantial part of their lives. This is a key point in trying to understand such substan-
tial issues as the role of entertainment in developed and developing countries and the 
future direction of entertainment. 

3   Entertainment in Developing and Developed Countries 

3.1   Entertainment in Developing Countries 

The importance of entertainment in developing countries has been underestimated. As 
described above, entertainment has been, from its origin, an essential part of our life. 
In once sense, its importance is almost second only to survival. Even though few 
people in developing countries use PCs, mobile phones, or game systems, they intui-
tively know the importance of entertainment. This is the key point. 
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Leaders and academics in the developed world have wondered and struggled with 
how to introduce a higher level of development into developing countries. For exam-
ple, it was considered difficult to teach the importance of activities such as education, 
religion, and business to people facing starvation. What is happening in developed 
countries, however, can simplify this. In developed countries it is observed that an 
emerging phenomenon of the merger of entertainment with other activities such as 
education and business. In other words, many activities commonplace in the devel-
oped world are becoming forms of entertainment. This is, in one sense, a fundamental 
change in business model for various human behaviors and activities. Another impor-
tant point is that this new business model works even without utilizing cutting-edge 
technologies. 

3.2   An Entertainment Renaissance 

In other words, the border between entertainment and activities such as education and 
business is going to disappear. This is why the current phenomenon could be regarded 
as an “entertainment renaissance.” 

This means that many serious human activities contain the essence of entertain-
ment and could be enjoyed. This could make it easier to promote such activities as 
various types of entertainment to people in developing countries. This would lead to 
greater participation in activities such as education and business, because these activi-
ties could now be interpreted as a form of entertainment and would thus be more 
familiar.  

On the other hand, we should carefully examine the new forms of entertainment 
enthusiastically accepted by younger generations in developed countries. The ques-
tion is whether these are actually new types of entertainment or not. When we exam-
ined new entertainment types in detail, we found that most of them have their origins 
in older forms of entertainment. For example, the experience of playing role-playing 
games is almost the same as the experience of reading fantasy novels. Another good 
example is new types of communication. Communication via chat, texting, or Twitter, 
using mobile phones, is actually a reshaped form of everyday conversation among 
family members and friends. 

This means that new information and media technologies have reshaped traditional 
entertainment while keeping the same basic concept. Because of this, while the game 
market expanded with surprisingly great speed in the early days of video and PC 
games, it has now apparently reached a certain level of saturation, and various new 
forms of entertainment face the problem of sustainability. We should probably under-
stand the core concept of entertainment and the future directions of the game industry 
by studying how people in developing countries entertain themselves.  

4   Logos, Pathos, and Entertainment 

4.1   Logos and Pathos 

What is happening in developed countries is actually deep and substantial. Through 
the emergence of new forms of entertainment, our societies and lifestyles are experi-
encing a fundamental change.  
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Fig. 2. Logos and pathos 

Here, we recall the ancient Greek origin of Western philosophy. Plato compared 
the human spirit to a carriage with two horses and one driver in his Republic [2]. 
Here, as illustrated in Fig. 2, the driver is a metaphor for the rational aspect of the 
human spirit, called the “logos.” On the other hand, the two horses are a metaphor for 
the emotional aspect, called the “pathos.” The former could be linked to the formal 
parts of our lives, and the latter, to the private parts. Furthermore, one of the horses 
represents passion, while the other represents the instinctive aspect of emotion. 

Plato admired logos as the basis of rational human behaviors. As for pathos, pas-
sion was admired as the source of creative behaviors, but instinct was despised as 
undeveloped and representing the dark side of behavior. Plato also expected that logos 
could control the dark side of pathos, instinct, with help from the bright side of pa-
thos, passion. 

This definition and statement by Plato determined the initial direction of philoso-
phy and morality in the Western world. Since the ancient Greek era, people have been 
trying to separate logos and pathos in their lives. In other words, they have been try-
ing to separate the logical and emotional aspects of living. 

4.2   Formal and Informal Aspects of Life 

In the long history of Western society, starting with Plato’s philosophical considera-
tions, logos has been considered related to the formal aspects of human behaviors, in 
social situations and in business scenes, for example. On the other hand, pathos has 
been related to the private aspects of human activities. Westerners have long and 
eagerly sought to clearly separate these two aspects. In addition, people have tried to 
emphasize the importance of logos while neglecting pathos. 

Asian languages also make such a distinction. For example, in Japan the formal as-
pect of behavior is called honne, while the informal aspect is called tatemae.  In terms 
of honne and tatemae, Japanese people have been accused of having a double stan-
dard of behavior. As the above observation of Western society shows, however, this is 
not correct. All humans have both formal and private aspects of their behavior, in 
other words, honne and tatemae. The problem is that because people in Asian socie-
ties have not been very conscious of these two aspects, they have not been good at 
clearly separating these two types of behavior. In other words, Japanese people could 
be said to present confusion of the formal and private aspects of behavior. 
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One good example is that of the former prime minster, Mr. Asoh. He once de-
clared at the Japanese parliament that he was actually against privatization of Japan’s 
Post Office when he was a member of the previous Koizumi cabinet. The problem 
with his behavior is that, because he was a member of the cabinet and this formal 
decision was made within the cabinet, it was inappropriate to express his private 
opinion in a formal situation. What was worse was that he thought he was being 
honest by expressing his private opinion and could not understand why people ac-
cused him of expressing honne. 

4.3   Approach between Logos and Pathos 

In contrast with the above situation, the introduction of new media and forms of enter-
tainment has invaded deeply into our lives and changed our behaviors. It was long 
considered civilized and sophisticated to act logically and hide the emotional aspect 
of behavior. Now, however, people tend to expose their emotions even in the formal 
parts of their lives. A good example is means of communication. It has become com-
mon for people to communicate even with close friends or family members by using 
mobile phones or PCs even during meetings or during dinner. This is surprising be-
cause communication with people close to us has typically been a private, emotional 
behavior. 

This means that in our everyday life emotional behaviors have again become influ-
ential and can play a major role, after long years of separation between logos and 
pathos and the higher priority of logos over pathos in formal situations. In one sense, 
our behaviors are returning to those in ancient times. Moreover, this phenomenon has 
another important aspect. In observing the phenomenon, we notice two fundamental, 
distinctive features. First, human behaviors in the Western and Eastern worlds are 
becoming more similar. Second, human behaviors in developed countries and devel-
oping countries are also becoming more similar. In other words, differences in human 
behavior styles between Western and Asian countries, and between developed and 
developing countries, are disappearing. People are beginning to share the same ways 
of thinking and cultural principles and rules. In one sense, this is good because it will 
lower barriers between different people and countries. At the same time, however, we 
are losing the local features of cultures, which have long been preserved over the 
course of history. 

5   Media and Entertainment 

5.1   History of Media 

It is important to consider why we are losing the separation between formal and in-
formal aspects of our behaviors. As indicated above, the arrival of new media strongly 
influences this phenomenon. 

To explain this, consider the history of significant media inventions. The two most 
impactful media inventions are written characters and the invention of printing typog-
raphy. These remarkable inventions have enabled people to think, memorize, discuss, 
and describe by using language. In other words, these inventions have made people 
more left-brain dependent. It is noteworthy that this mainly happened in Western 
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countries, as shown by the long history of Western philosophy, as represented by 
Plato. What happened in Asian counties is somewhat different.  Somehow people did 
not try to clearly separate rational and emotional actions. The reason for this is an 
interesting research topic and is discussed elsewhere. In any case, however, for Asian 
people the concept of separation between logos and pathos has not been so clear. 

5.2   Influence of Movies and Telephones 

Two more impactful inventions in the recent history of media are telephones  
and movies. Today we tend to focus on recent inventions such as video games, 
mobile phones, e-mail, blogs, and Twitter. Unfortunately, we have almost forgot-
ten the major impact telephones and movies have had on the basic changes in our 
behavior. 

Before the invention of the telephone, the formal and emotional aspects of our be-
havior were clearly separated. For emotional behaviors, mental distance and special 
distance were closely related. When we are together with people to whom we are 
close, such as family members and friends, we expose our private, emotional behav-
iors. We have a strong instinct to be connected with familiar people. Before the inven-
tion of the telephone, however, when we were spatially separated from such people, 
because we had no method of communicating with them, we had to hide our emo-
tional aspects and behave formally, as in business situations. Then, after the telephone 
was invented, it enabled us to be connected to familiar people even though we were 
spatially separated. Since that time, people have gradually tended to mix the formal 
and emotional aspects of our lives. This is the fundamental reason why now, even 
during meetings, dinner, or other situations, people want to continue communicating 
with people to whom they are close by using mobile phones and smart phones. In 
other words, the telephone has initiated confusion between the rational and emotional 
aspects of our behavior. The development of mobile phones and other recent media is 
only accelerating this trend. 

The invention of movies has had a similar effect. Before the invention of movies, 
people were trained to be left-brain dependent, and reading and writing were the ma-
jor intellectual and communication behaviors. The invention of movies, however, 
introduced images as an important communication medium. Images have a strong 
power to directly influence the emotional part of the brain, the right brain. Therefore, 
after long years of training to rationally use the left brain, people began to depend 
more on using the right brain. This means that people have gradually become emo-
tionally dependent instead of rationally dependent. The recent trend toward excessive 
use of computer graphics and animation originated with the invention of movies. 
These newer technologies are merely accelerating the trend.  

5.3   Future of Entertainment and Media   

As described above, after long years of separation between logos and pathos in human 
behavior, these two aspects are moving back together, we can expect that they will 
merge again in the future, as illustrated in Fig. 3. 



190 R. Nakatsu 

 
Fig. 3. Transitions of the relationship between logos and pathos 

Regarding what this means for the future, it can be pointed out that an interesting 
and important phenomenon would happen. That is the behaviors of Westerners and 
Asians could become more alike and even become identical. As described above, in 
Asian countries a clear separation of logos and pathos has somehow not reached con-
scious awareness or discussion. Because of this, Asian people have been accused of 
being underdeveloped as human beings. In Western countries, however, people’s 
behaviors are becoming more like those of Asian people [3]. A good example is 
communication behaviors. Today, even during such formal events as classes, meet-
ings, discussions, or dinner, people often tend to check e-mail on their mobile phones 
and try to communicate with people to whom they are close. When a plane lands and 
arrives at a gate, the first thing many people do is take out their mobile phones, turn 
them on, and check e-mail or start calling family members. In this regard, there is no 
distinctive difference between the behaviors of Westerners and Asians. 

5.4   Future of Human Beings 

In one sense, this phenomenon is good, as various gaps between the West and Asia 
have long been headaches for cultural understanding. We can probably regard this as 
a bright side of globalization, but on the other side there is a danger. Each country and 
each ethnicity has developed its own culture, resulting in a rich variety of cultures all 
over the world. This is a major human accomplishment. The merger of behaviors 
between the West and Asia, however, could destroy this rich variety of cultural differ-
ences among different countries [4]. It is difficult to anticipate a future in which there 
are no cultural differences and people all over the world are connected to the network 
all the time and repeatedly receive and send shallow text messages. It could be like 
the virtual reality shown in the movie The Matrix. 

There is another interpretation of the merger of logos and pathos. Animals lack any 
distinction of logos and pathos; rather, the two are tightly merged. Therefore, the 
merger of logos and pathos might mean that human beings will revert to an animal-
like state. This would another bad outcome, in which we return to a very ancient time 
when human beings was not yet well developed and our behaviors were almost the 
same as those of other animals. 

Instead, we probably should learn from our history. In both the Western world and 
the Asian world, there were eras when logos and pathos were not so clearly separated, 
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yet people used to live fully human lives. For example, in the era of Homer’s Iliad [5], 
logos and pathos were not clearly separated but the characters behaved honestly, 
bravely, and heroically. We should compare the behaviors of heroes and heroines in 
classical antiquity with those of modern people and determine from such comparisons 
what our behaviors should be in the future. 

On the other hand, in Japan we have The Tale of Genji [6], the world’s oldest 
novel. In once sense, the behaviors of the heroes and heroines in this novel are some-
what similar to those of current, younger generations. In the classic novel, men and 
women frequently exchange short poems, called waka, as a method of communica-
tion. Similarly, young people today frequently exchange short messages or post to 
Twitter accounts by using mobile phones. Probably the biggest difference, then, be-
tween these ancient and modern behaviors, is that the exchange of poems is a form of 
art creation, whereas message exchange using e-mail and Twitter does not involve art. 
The major question is how we can ennoble the communication behaviors of people in 
the network age. A good outcome would be to achieve the way of life described in 
The Tale of Genji but over a network using new media.   

6   Conclusion 

Various types of new entertainment, such as games and mobile phone applications, 
have been introduced into our society, rapidly changing our lifestyle. It seems we are 
in the era of chaos, and it is not certain what kind of lifestyle and society we will have 
in the future. In this situation, it is important to carefully observe the phenomena 
happening around us and extract findings, trends, tendencies, and so forth. 

In this paper, by trying to answer the question of what entertainment is, I have tried 
to clarify the basic trends underlying various surface phenomena. It was first clarified 
that human behavior consists of two aspects, the logical and the emotional, and that 
entertainment is closely related to the emotional aspect. 

Then, I discussed how Plato tried to separate the logical and emotional aspects of 
human behavior. Plato’s efforts originated the long history of Western philosophy. 
Because entertainment is closely connected to the emotional side of behavior, it has 
been considered an informal aspect of behavior and thus hidden, even though enter-
tainment is an essential aspect of our lives, like eating and sleeping. 

It was also pointed out that the recent development of information and media tech-
nologies has raised the importance of the emotional aspect of life. In this sense, we 
are experiencing an entertainment renaissance. On the other hand, this means that 
logos and pathos, which have been clearly separated through history, are approaching 
each other and could even merge together. 

There are several dangers in this trend. One is that the cultural differences that have 
enriched human history might fade away. Another is that human behaviors could 
revert to those of animals. 

So far, there are no clear solutions to overcoming these dangers. One way to ad-
dress this difficult situation, however, is to look back and learn from our history. 
There have been several eras when logos and pathos were joined together, as in the 
times described in the Iliad and The Tale of Genji. By learning from the behaviors 
detailed in these famous classics, we could perhaps imagine the future to which we 
are headed. 
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Abstract. We have created a novel computer-based 3D puzzle, named Video 
Cube Puzzle to investigate human beings' temporal coordination abilities. Ten 
adult participants were studied solving ten cubic video puzzles of varying diffi-
culties using a within-subject design. The ten puzzles have two segmentation 
variations, 2x2x2 and 3x3x3, and five texture variations, solid colours and four 
videos of drastically different contents. Only 60% of the subjects were able to 
complete the entire problem set. The results indicate that random imagery and 
“active” videos make for easier Video Cube Puzzles. Similarly, a geometric in-
crease in difficulty was noted as the number of segments in the puzzle in-
creased. The challenging nature of temporal video cube puzzles appears to be 
partly due to people’s poor ability to process temporal information when using 
a spatial representation of the timeline using a three dimensional volume. Addi-
tional studies are suggested to explore this further. As a new type of game how-
ever, the Video Cube Puzzle allows the complexity of the puzzle to be easily 
varied from simple to extremely complex providing a way to have a continuous 
pathway to skill and control leading to a satisfying experience when the puzzle 
is solved.  

Keywords: Multimedia, Video Game, Video Cubism, tx-transform, Slit-scan, 
Puzzle, ePuzzle. 

1   Introduction 

Jigsaw puzzles have been around since the 18th century. The most common way we 
see them today is in the form of cut-out cardboard pieces that, when assembled in the 
correct way, will reproduce a given 2D image. In addition to taking different layouts 
in 2D, jigsaw puzzles have also taken many shapes and forms throughout its history – 
they can be categorized into the physical and virtual departments. In the physical 
department, there are, for example, double-sided jigsaws, puzzles showing optical 
illusions, 3D jigsaw puzzles that assemble to a castle and various other objects, and a 
subgroup of 3D jigsaws that are spherical and are also known as puzzle globes. The 
virtual department, with the help of computer processing, provides even richer vari-
ety. For instance, there are virtual puzzles that simply translate the physical ones  
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Fig. 1. The faces of a Video Cube, loaded with a countdown video, arranged in paper-model-
like fashion. The usually “hidden” sides of the video become a source of interesting visual 
artifacts exploited by the Video Cube Puzzle. 

 

Fig. 2. Interface of the Video Cube Puzzle. The larger view in the middle shows the puzzle 
portion that the player interacts and solves, whereas the smaller view at the corner shows the 
reference that the player tries to match. 

directly into a virtual environment, popular puzzle video games like Tetris1 and the 
Puyo Puyo series2 which are spin-offs of the central concept, and an audio version 
that splits up a soundtrack into scrambled segments and requires players to use their 
ears to solve the puzzle [1]. Despite the diversity in representations, however, the 
underlying concept has remained grossly unchanged – identify the spatial relation-
ships between puzzle pieces and assemble or rearrange these pieces to achieve a vis-
ual goal. In other words, they mainly challenge our spatial coordination. 
                                                           
1 Tetris is a popular puzzle video game that uses falling tetrominoes as its game pieces in a grid. 

The objectives are to manipulate and stack the falling game pieces to fill and erase as many 
horizontal lines as possible to collect points and to avoid stacking over the grid. 

2 Puyo Puyo is a popular Japanese falling pieces puzzler. The game is always played against at 
least one opponent, computer or human. The objective is to outlast your opponent by connect-
ing as many sets of four same-coloured puyos as possible so that they can disappear from 
your grid and become obstacles on the opponent’s grid. 
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Given the efficiency and effectiveness of the human race in solving such spatial 
riddles, the objective of this paper is to investigate and discover human beings' abili-
ties to solve a novel virtual puzzle called Video Cube Puzzle (VCP), written using 
OpenSceneGraph (OSG) that has an added temporal dimension of difficulty. 

A Video Cube is a virtual cube that hosts video frames in its volume rendering  
it a cubic video player. It is inspired by the work done on Interactive Video Cubism 
[7, 8]. The front and back faces mark the ends of the video. So, when seen from the 
front face, the cube appears as a movie screen displaying the first frame of the video. 
The video can be played on the cube. That is, a parallel, invisible cut-plane passes 
through the cube from front to back at a constant rate while also stepping through the 
video frames at the same rate. This way, the entire clip will appear as being played on 
the cube as it is being consumed. The edges of the video frames form the side images 
of the cube. These side images are non-existent when the video played in the tradi-
tional 2D fashion and, thus, are an interesting artifact of the Video Cube. 

An example is shown in Fig. 1. This Video Cube is loaded with a countdown video 
often seen in films, and its texture-mapped faces are arranged in a paper-model-like 
fashion for clarity. As clearly seen, all faces, except for the front and back, display 
strange images that one would not expect to see in a countdown video; yet, these side 
images are created from the often-ignored edge pixels from the same clip. 

The puzzle is formed by segmenting the cube into smaller, equal-sized sub-cubes 
after which they are randomly displaced in both positions and orientations. Because 
the video plays only along one direction of the cube, a strange visual effect known as 
tx-transform [14] or slit-scan [12, 15] can be observed on disoriented sub-cubes. 
Players are asked to rearrange the sub-cubes to resemble the given solution much like 
the objective of the Rubik's Cube. But the similarity ends there because, unlike the 
Rubik's Cube, players must manipulate the cubes individually for this puzzle. The 
allowable operations are 90-degree rotations around the three principle axes and posi-
tions swapping between two cubes. Players are asked to take advantage of the contin-
uum of the video source to solve the puzzle. 

In addition to being an interesting artifact, the side images also provide temporal 
cues that aid in solving the VCP. Although in static form they appear as surface 
mapped texture that seems to carry only spatial information, these temporal-data-
formed images are usually random, irregular, and confusing to a point that would not 
make sense unless put in a dynamic, temporal context. These temporal cues can effec-
tively convey the subtle dynamic changes of the video clip. 

Like traditional jigsaw puzzles, the difficulty of the VCP can be raised by increas-
ing the number of segmentation. Moreover, difficulty can be further raised by choos-
ing a video source with low spatial and/or temporal variations. 

2   Related Work 

As mentioned previously, there are many varieties in the world of virtual jigsaw puz-
zles. Many of these computer-based adaptations are considerably easier than their 
physical counterparts because they do not allow pieces to be rotated, thus reducing the 
number of degrees of freedom. For example, all the puzzles on the popular website 
JigZone.com are in that nature. Contrarily, there is a popular kind of on-line jigsaw 
puzzle, called moving video jigsaw puzzle, that uses a constantly looping video as 
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their image source and, as a result, makes for a more challenging and interesting ex-
perience [3]. This is an example of an integration of a video source with a puzzle. 

Cube is a common element used in puzzles and games. Some of the interesting ap-
plications that use cubes as their main puzzle element include Crazy Cube [2], the 
Virtual Kanji Puzzle Game [10], and the Cubed Electronic Puzzle Game from Think-
Geek.com [4, 13]. 

Crazy Cube is an on-line game where players are asked to “[u]se [their] mouse 
pointer to link every pair of like coloured markers on the cube faces” [2]. 

The Virtual Kanji Puzzle Game is an augmented reality application that requires 
the player to put together basic Kanji parts to form a more complicated one. The idea 
is to help players learn and practice Kanji. 

The Cubed Electronic Puzzle Game, unlike the above two, is a physical puzzle 
game. It “is composed of four electronic cubes. Each one is surrounded on four sides 
by magnetic connectors, and each displays 1/4 of the puzzle on its LCD screen.” [13]. 
The objective of the game is to connect the four cubes together so that the combined 
image will form a meaningful shape or a word. 

In summary, there are puzzles that use videos as their image source and there are 
both virtual and physical puzzles and games that take the form of a cube, but there is 
no puzzles quite like what is proposed. Also, these puzzles and games are used mainly 
for entertainment purposes only. Although the moving video jigsaw has an obvious 
temporal component, no academic studies have been done to leverage that feature.  

The following examples are neither puzzles nor games, but they are worth men-
tioning because they are relevant to the subject. 

YouCube is a web application that allows users to map YouTube videos of their 
choice onto the surfaces of an interactive cube. Besides it not being a puzzle, it is 
different than the Video Cube Puzzle in that it shows multiple videos concurrently 
and it uses surfaces, not the entire volume, of the cube to show them [11]. 

Also not a puzzle, but Cubee [17] and other similar devices, such as pCubee [16] 
and a view-dependent, polyhedral 3D display [9], are cubic fish tank VR displays. 
The former two are superior in the sense that they are interactive and can act as input 
devices, as well as displays. They can be interesting displays and more intuitive input 
devices than the keyboard and mouse for the VCP. And since both of them use OSG 
to render their graphics, integration ought to be trivial. 

Observations and analyses made from this study can potentially inspire design of a 
new genre of toys and puzzles [5]. Furthermore, insights gained from this study may 
also inspire creative applications for new displays such as Cubee and the like. 

The remainder of this paper is organized in the following manner: Section 3 de-
scribes the Video Cube Puzzle and methodology used to conduct the experiment, 
Section 4 reports results collected from the user study, Section 5 discusses any unap-
parent findings and observations from the results, Section 6 draws logical conclusions 
based on the study results, and, finally, Section 7 concludes this article by suggesting 
future improvements to the proposed application. 

3   Study of Human’s Effective Use of Temporal Cues 

The research question to be studied is simple: Can human beings effectively utilize 
temporal cues provided in the form of video to help them solve a novel 3D puzzle? 



 The Video Cube Puzzle: On Investigating Temporal Coordination 197 

3.1   System 

The experiments were conducted run-
ning the Video Cube Puzzle on either 
an IBM ThinkPad with hardware accel-
erated graphics or on a Windows virtual 
machine running on an Apple Macin-
tosh. The principle methods of human 
computer interaction were with a mouse 
and keyboard, the former is responsible 
for the manipulation of the individual 
cubes, while the latter is primarily 
tasked with program control. Fig. 3 
depicts a participant engaging in a test 
session. 

3.1.1   Design 
As mentioned previously, the Video Cube Puzzle is written using OSG. The interface 
is developed with user-friendliness in mind and it is kept to be as clean and unclut-
tered as possible. The default interface has two views – a puzzle view, which takes up 
the majority of the screen real estate, and a much smaller solution view on the bot-
tom-right corner of the screen (Fig. 2). Each view has its own event handlers and 
camera manipulator. 

The OSG built-in trackball manipulator is adopted for camera manipulation. Also, 
users can select, rotate, and swap sub-cubes using the mouse. Fig. 4 shows a selected 
sub-cube with its rotation handles exposed. 

In addition to the mouse inputs, there is a set of keyboard commands that apply to 
the puzzle. Examples include the ‘e’ key, which toggles the puzzle's expansion feature 
to expose all faces of the sub-cubes (Fig. 5), and the ‘p’ key, which plays the loaded 
video on the cube (Fig. 6). 

3.2   Experimental Protocol 

To mitigate the effects of the “learning curve”, much effort has been made to tune the 
user interactions via keyboard and mouse for the Video Cube Puzzle. For instance, 
left-clicking on a sub-cube selects it and exposes its rotation handles; right-clicking 
on the rotation handle rotates the sub-cube in the indicated direction; right-clicking 
another sub-cube while one is selected swaps the two; left-clicking-and-dragging 
rotates the camera around the puzzle; right-clicking-and-dragging pans the camera; 
and wheel-scrolling zooms the view in and out. Furthermore, tuning of the interface 
was done at all stages of development so as to continually refine the user experience. 

Nevertheless, the user interface requires a certain level of training. As such, before 
the trials are conducted users are allowed practice “runs” through the system using 
first a colour only cube, and then with several very trivial cases of the Video Cube, 
where segmentation variation is held to 2x2x2 and the videos are relatively simple. 
Users are allowed to repeat such practice runs until they become completely comfort-
able with the interface. 

Fig. 3. Participant engaging in a test session 
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Fig. 4. A screenshot showing a sub-cube being selected, exposing the rotation handles 

 

Fig. 5. A screenshot showing the VCP in the expanded state 

 

Fig. 6. A screenshot of a video being played on the VCP 

3.2.1   Baseline 
A baseline is established to create a common ground where results collected from 
users of varying puzzle solving experiences can be compared. 

The trial procedure starts with solving a simple 2x2x2 and 3x3x3 cubic puzzles 
with only solid colours for textures (Fig. 7). This allows the development of a percent 
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difference for each trial, whereby a comparison can be made with the baseline colour 
puzzle and any particular video textured puzzle. This is done using the standard per-
cent difference equation applied to a particular trial as follows: 

% diff = |tbaseline – ttrial| / (tbaseline + ttrial) · 200 . (1) 

This puzzle uses a simple colouring scheme, with six solid colours (i.e. red, blue, 
orange, yellow, white and cyan) for its six faces, and a solution is reached when all 
faces are a continuous single colour, as described in [6]. 

 

 
Fig. 7. The Baseline colour cube puzzles against which each of the trials is compared; from left 
to right are the 2x2x2, 3x3x3, and the completed puzzle 

3.2.2   Surveys 
To support the quantitative evaluation outlined in Section 3.2.1, entrance surveys 
were prepared for each of the candidates in order to assess their previous experience 
with traditional jigsaw type puzzles, as well as their experience with virtual puzzles. 
The surveys are designed to determine the user's experience with this type of puzzle, 
as well as their perception of their own skill at them. 

In addition to the entrance surveys, exit surveys are given which have been de-
signed to assess the candidate's feeling with regard to the overall difficulty of the 
puzzles presented, how they rated the relative increase in the puzzle's difficulty with 
increased segmentation, and finally how useful the additional temporal element was 
in solving the puzzle. 

3.2.3   Trials 
The video were selected to give a broad range of video types from highly regular and 
predictable to highly random. The goal of selecting these video types was to ascertain 
the level to which the temporal cues are used as opposed to simply pattern matching 
the faces of the sub-cubes with the reference cube. Examples of these video puzzles 
are shown in Fig. 8. 

What follows is a description of the trial procedure used to collect the experimental 
data. 

1. Users were given an entrance survey as outlined in Section 3.2.2 to determine their 
experience with puzzles. 

2. Users were given a learning period as described in Section 3.2 to acclimatize them-
selves with the user interface, and the puzzle in general. 

3.  Users were given a 2x2x2 and a 3x3x3 colour-only puzzle to establish a baseline 
for comparison as described in Section 3.2 and shown in Fig. 7. 
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4.  Users were given a puzzle which depicts a setting sun on the horizon this video 
shows constant but highly predictable change in every pixel, this puzzle was given 
in 2x2x2 and 3x3x3. 

5.  Users were given a puzzle which depicts a typical film lead in countdown. This 
video is highly normalized in so far as most areas of the frame remain constant for 
large periods of time. This puzzle was given in 2x2x2 and 3x3x3. 

6.  Users were given a puzzle which depicts a rock band playing in a psychedelic 
forest. This video is highly irregular showing large amounts of variation over time. 
This puzzle was given in 2x2x2 and 3x3x3. 

7.  Users were given a puzzle which depicts a murder of crows flying against a grey and 
highly regular sky. This video creates a non-discernible pattern on all sides of the Video 
Cube, both spatially and temporally. This puzzle was given in 2x2x2 and 3x3x3. 

8.  Users were given an exit survey to determine some qualitative measures about their 
interaction with the Video Cube Puzzle, and the efficacy of temporal information. 

 

 
Fig. 8. Examples of the Video Cube Puzzles used 

4   Results 

Ten trials were conducted on a broad range of subjects with varying experience with 
puzzle solving. A chart of results of the average performances is shown in Fig. 9. 

 

 
 

Fig. 9. This chart shows the average times, in minutes, subjects took to complete the puzzles 
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4.1   Surveys 

Based on our entrance surveys collected from the participants, the average perceived 
efficacy with standard jigsaw type puzzles was found to be 7.25 (1 being terrible and 
10 being very effective), with a standard deviation of 0.71. Furthermore the average 
proficiency with virtual puzzles (i.e. computer-based puzzles) was 7.625, with a stan-
dard deviation of 0.75.  

The results of the exit surveys, which pertained specifically to the difficulty of the 
puzzle, are as follows: 

1. Compared to a traditional jigsaw puzzle, on a scale of 1 to 10 rank the relative 
difficulty of the Video Cube Puzzle (1 being trivial, 10 being extremely difficult). 
The average response of the candidates was a 7, with a standard deviation of 0.8. 

2. If the 2x2x2 Video Cube Puzzle has a difficulty of 1, how would you rate the diffi-
culty of the 3x3x3 (1 being the same, 10 being extremely difficult)? The mean re-
sponse was 7.4 with a standard deviation of 1.78. 

3. How useful did you find the temporal cues given by the video (1 being useless, 10 
being critical)? The mean usefulness was seen to be 6.1 with a standard deviation 
of 2.18. 

5   Discussion 

While the number of trials conducted seems small, it should be noted that the mean 
time for completion of the full problem set was 2.9 hours. Furthermore, several can-
didates found the video puzzle prohibitively difficult to the point of failing to com-
plete the entire problem set. The total mean completion time for a study, finished or 
unfinished, was 2.42 hours with a standard deviation of 1.06 hours. 

Using the formula outlined in Section 3.2.1, relative percent difference calculations 
were made for each of the trials. A chart of these results is shown in Fig. 10. 

 

 

Fig. 10. This chart shows the percent differences of the averages of video cube results and their 
corresponding averaged baseline solid-colour results 
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While the surveyed results show that subjects seemed on average to think the tem-
poral cues were somewhat helpful, observations made by the test givers suggest they 
seemed more inclined to treat the puzzle as sub-jigsaw puzzles. Furthermore, subjects 
would often fail to realize the continuum from one sub-cube to another, that is to say 
two consecutive cubes would have similar textures on their opposing faces. This con-
tinuity can be leveraged to more easily solve the puzzle. 

The poor performances may also be attributed to an unaccustomed user interface. 
Two out of ten subjects interviewed expressed frustration with the UI complaining 
that it did not operate according to conventions established by the CAD tools they 
were accustomed. Refinement and modification are to be made in a future version to 
address this issue.  

A couple of interesting observations are made from the results: first of all, majority 
of the participants found the first video-textured cube, namely the Sunset, extremely 
hard, and then many found the Cherub Rock much easier than the rest. For the Sunset, 
its results may partly be attributed to it being the first encounter of temporal data and 
partly to the fact that it is a, both spatially and temporally, slowly varying video; sev-
eral participants complained about the clouds in the video looking the same across 
frames. This assertion is further reinforced by the results of the Cherub Rock, which 
is the video with the most activities and best overall performance. Additional tests 
using similarly “active” videos will verify this assertion. 

6   Conclusions 

The results from the experiment have made any conclusive assertions difficult. First 
and foremost, the fact that 40% of subjects were incapable of completing the puzzle, 
and those that did take on average 3.05 hours to complete, seems to indicate that, in 
the general case, randomly selected humans were incapable of leveraging the tempo-
ral data provided to assist them in the solving of the puzzle. For a frame of reference, 
the developers, on average, took 1.66 hours to complete the problem set; however, 
they had a high degree of familiarity with both the nature of the puzzle and the me-
chanics of the interface. 

The videos chosen were an attempt to ascertain which type of video data would 
provide the most assistance, and conversely which video data would make the puzzle 
the most difficult. The Sunset puzzle was seen to be highly temporal, where each 
pixel in the movie changed in a highly predictable manner, the Cherub Rock video 
was seen as entirely random thus providing little to no useful temporal data, and the 
Crows video was seen as containing minimal amounts of temporal data. Based on the 
results, it appears that the more random and “active” videos provided less of a chal-
lenge to the users than the more linear and “predictably” changing videos. Similarly, 
it was noted that there was a geometric increase in difficulty as the number of seg-
ments in the puzzle increased. 

Due to the limited sample set, it is at this point not possible to make a definitive as-
sertion about the overall ability of humans to process temporal information when 
presented in a three dimensional volume. It is the hope of the authors that a future 
study with a greater sample set could be conducted to obtain more definitive results. 
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7   Future Work 

7.1   Interface 

Exit interviews with the candidates resulted in a common feature request – the ability 
to “lock'' elements of the puzzle once they had been situated. In addition, the controls 
for rotating individual sub-cubes were said to be too fine, and prone to either mis-
clicks, or double-clicks. Refinements on both of these controls and other re-mapping 
suggested by test participants are required to get more accurate results from users. 

7.2   Puzzle Design 

The authors have assumed, without grounds, cubic puzzle pieces are appropriate for 
this study. This fact is to be verified in future studies. Testing using several different 
geometries, such as pyramids and octagonal prisms, is necessary to gain scientific 
insights. 

Additionally, as discussed in Section 5 testing using more videos, particularly 
highly varying ones, is required to verify the assertion made about which types of 
videos would make easier/harder Video Cube Puzzles. 
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Abstract. In the paper the idea is presented that emotions are the result of a 
high dimensional optimization process happening in the unconscious mapped 
onto the low dimensional conscious. Instead of framing emotions as a separate 
subcomponent of our cognitive architecture, we argue for emotions as the main 
characteristic of the communication between the unconscious and the con-
scious. We see emotions as the conscious experiences of affect based on com-
plex internal states. Based on this holistic view we recommend a different  
design and architecture for entertainment robots and other entertainment prod-
ucts with ‘emotional’ behavior. Intuition is the powerful information processing 
function of the unconscious while emotion is the result of this process commu-
nicated to the conscious. Emotions are the perception of the mapping from the 
high dimensional problem solving space of the unconscious to the low dimen-
sional space of the conscious. 

Keywords: emotion, intuition, unconscious, conscious, mapping. 

1   Introduction 

A lot of concepts and frameworks about emotions are already available [1-2]. A good 
definition of "emotion" is a notorious problem. Depending on the conceptualization 
and operationalization of the phenomenon to be studied, different kind of research is 
not sufficiently progressing towards consensus. These contributions challenge re-
searchers in the behavioral and cognitive sciences in the importance of definitions and 
their consequences for distinguishing related but fundamentally different affective 
processes, states, and traits.  

In this paper we argue for a new holistic view of the relation between the uncon-
scious and the conscious information processing part of our brain. Although a lot of 
research has been done since the 80s of last century, still important questions are 
unanswered [3]. The most accepted view on emotion is that it is a modular subcom-
ponent of our cognitive system linked and related to a lot of cognitive functions [4]. 
This conceptualization is also leading the design and architecture of entertainment 
robots [5]. We will argue for a different view so that designers of such kind of sys-
tems are better supported than nowadays.  

Several of the main characteristics of emotions are their richness, heterogeneity, 
vagueness and openness for multiple interpretations [6]. This is one of the most inter-
esting but also often overlooked and underestimated aspect of emotions. We will 
argue for a new way of how to conceptualize emotions as a central aspect between the 
unconscious and the conscious information processing. 



206 M. Rauterberg 

2   Emotion, Unconscious and the Mapping Problem 

In this section throughout we discuss the state of art and beyond for concepts about 
emotion, unconscious and mappings from high dimensional spaces to low dimen-
sional spaces. 

2.1   Concepts of Emotions: The State of Art 

Several cognitive functions can be ordered according to their required internal proc-
essing time throughout life span (from milliseconds for reflexes till months for moods 
and drives; see Figure 1). Proper design of entertainment systems has the potential to 
stimulate and influence most of these functions. The primary cognitive functions are: 
reflexes, sensations, thoughts, dreams, emotions, moods, and drives. 

 

Fig. 1. Time scale of some cognitive functions (adopted from [7]) 

These different cognitive functions are linked to different control systems (bold 
black in Figure 2) of our body. In turn, these links help us design the right interaction 
(italic in Figure 2) through various body parts and control systems. To achieve users’ 
emotional involvement, one needs to address these interactions with the right chan-
nels (as the examples given to the right of Figure 2). “Emotional states are defined by 
myriad changes in the body’s chemical profile; by changes in the state of viscera; and 
by changes in the degree of concentration of varied striated muscles of the face, 
throat, trunk, and limbs. But they are also defined by changes in the collection of 
neural structures which cause those changes to occur in the first place and which also 
cause other significant changes in the state of several neural circuits within the brain 
itself” [2, p. 282]. The human unconscious can be framed by the genetic reproduction 
system, the peripheral nervous system (PNS) and the central nervous system (CNS). 
These three distinct systems contribute to unconscious information processing. Each 
of them has certain subsystems which are directly related to emotional feelings (see 
Figure 2). One of the main differences between these subsystems is the cycle time to 
process incoming signals to actions executed (from milliseconds to hours or even 
months; see Figure 1). All of these processes are related in one or the other way to 
affects and emotions [8]. 

Research in psychology has tried to structure prototypical emotional feelings into 
discrete basic categories [9-10]. Because emotions are complex, diverse and with 
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multiple facets there are different ways to construct these basic categories. The boun-
daries of the phenomenon emotion are so blurry that almost every feeling, mood and 
other internal perceptions can be categorized as an emotion. The phenomenon emo-
tion is too broad to fit into one single scientific category. Emotions vary along certain 
dimensions (i.e. intensity, amount of pleasure, degree of activation, etc.). 

 

Fig. 2. From human control mechanisms to entertainment [Central Nervous System (CNS), 
Peripheral Nervous System (PNS)] (adopted from [7]) 

One of the most prominent models is based on two dimensions: ‘unpleasant-
pleasant’ and ‘activation-deactivation’ as the core affect [11]. “Emotion categories do 
not cluster at the axes, and thus the structure of emotion has been said to be a circum-
plex. Nevertheless, although we are among those who emphasize such findings, we 
now believe this dimensional structure represents and is limited to the core affect 
involved. Prototypical emotional episodes fall into only certain regions of the circum-
plex” [9, p. 807] (see Figure 3). 

The combination of the two object-less dimensions ‘pleasure-displeasure’ and ‘ac-
tivation-deactivation’ might capture most emotions but certainly not all. Cognitive 
information processing, intuition and behavioral planning can account for the myriad 
manifestations of emotions. The approach so far to capture emotions is dimensional 
and in addition limited. “The process of changing core affect is not fully understood, 
but the important point here is the complexity of the causal story” [12, p. 148].  

Lane [13] goes even a step further by relating neural correlates to conscious emo-
tional experience. He put forward a hierarchical model as follows [neuroanatomical 
structure/psychological function; however a one-to-one mapping between neuro-
anatomy and psychology is not intended]: brainstem/visceral activation, diencepha-
lon/action tendencies, limbic/discrete emotion, paralimbic/blends of emotion, and 
prefrontal cortex/blends of blends. We can conclude that emotions can be based on 
conscious and unconscious information processing. Both processes have influences 
on actual behavior, behavior control and internal adaptation through learning. 
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Although emotions are complex phenomena and rich in content, main stream psy-
chology tries to capture them in less complex models and frameworks. If we want to 
maintain the richness in our understanding of emotions, we probably have to change our 
view. Before we come back to this we will first introduce the unconscious cognitive 
functions. 

 

 

Fig. 3. The two dimensional core affect model (adapted from [12]) 

2.2   The Power of the Unconscious 

When we think of being conscious, we think of being awake and aware of our sur-
roundings (see [14] for more). Being conscious also means being aware of ourselves 
as individuals. Mostly, people tend to think of being conscious as being alive. We 
tend to think that the person should be responsive to the surrounding environment to 
be conscious. Being in a coma is considered to be the opposite of conscious, so called 
non-conscious or unconsciousness. There are at least three forms of consciousness for 
humans: (1) the conscious state; (2) the subconscious state; and (3) the unconscious 
state. In the scope of this paper the unconscious state is fully operational and func-
tional for a normal human living as a parallel background process of our mind and 
body, we are just not aware of, e.g. activities of the cerebellum. The subconscious can 
be turned into conscious (i.e. by paying attention to subconscious activities); the un-
conscious normally is not available to the conscious. The remaining question is how –
if at all- does the unconscious communicate with the conscious? 

The conscious part of the brain is investigated already for a long time. One of the im-
portant results is the limitations of the information processing capacity of the short-term 
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memory [15]. In his classic paper Miller [16] found that the conscious information 
processing capacity is limited to seven (plus or minus two) chunks or dimensions [17]. 
This conscious part is mainly described as the short-term or working memory to empha-
size its role in decision making and controlling behavior.  

Consciousness is a topic for which either there exist no acceptable description, de-
finition and explanation or, and this depends on one’s point of view, there are far too 
many and far too divergent ones. Most definitions from the Western world are result-
ing in a dualism [18]. This dualism has created a schism between mind and body that 
does not necessarily exist and that has been a key, not necessarily a correct one, in the 
Western world understanding of consciousness. Even today’s literature is full of ref-
erence to the mind and the body as if it has been established beyond doubt that there 
was indeed a separation [19]. The illusory Cartesian self is more and more challenged 
by biological and neurofunctional evidences that point to consciousness as an emer-
gent property of competing and successive brain processes. Unconscious and con-
scious play a role in the initiation and performance of voluntary actions [20-22]. Both 
action and expression originate in the unconscious [23]. They are probably then  
vetoed by emotions and moods [24]. Actions and expressions not vetoed are then 
performed [25]. 

In the dualist approach, the mind is conscious and the body unconscious. Outside 
cognitive and brain sciences was and still is a primacy of conscious over unconscious 
[1]. Interestingly enough, recently one of the pioneers of artificial intelligence started 
to recognize the importance of the sub-, respectively the unconscious [26]. The un-
conscious activities of the human mind are hidden under and are controlled by con-
sciousness (the word oppressed is often used). In the emergent view however, there is 
no such separation between mind and body and consciousness is said to be an emerg-
ing property of unconsciousness. It is moving away from the concept of conscious 
oppression of perception and expression into the concept of emerging perception and 
expression. Nakatsu, Rauterberg and Salem [22] show a model of the different views 
of the relationship between human consciousness and sub-consciousness, now (dualist 
view) and in the future (emergent view). 

An iceberg can serve as a useful metaphor to understand the unconscious mind 
[27-28]. As an iceberg floats in the water, the huge mass of it remains below the sur-
face. Only a small percentage of the whole iceberg is visible above the surface. In this 
way, the iceberg is like the mind. The conscious mind is what we notice above the 
surface while the sub- and unconscious mind, the largest and most powerful part, 
remains unseen below the surface. The unconscious mind holds all awareness that is 
not presently in the conscious mind. All activities, memories and thoughts that are out 
of conscious awareness are by definition sub- or even unconscious. Scherer [28] as-
sumes that a large part of emotions functions in an unconscious mode and only some 
parts will emerge into conscious. But what does this relationship between uncon-
scious and conscious look like? 

Recent investigation in cognitive psychology of the conscious and unconscious are 
promising. Most of the brain’s energy consumption is not used for processing 
responses to external stimuli as usually assumed; but what is this enormous amount of 
brain energy then for? [29-30] One promising aspect of unconscious information 
processing is finding optimal solutions in the multidimensional sensor and knowledge 
space of the unconscious for controlling behavior by situated forecasting throughout 
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the near and far future. But how does the unconscious communicate these ‘solutions’ 
to the conscious? Before we can provide an answer, we have to introduce the 
‘mapping problem’ from a high (i.e. unconscious) to a low dimensional (i.e. 
conscious) processing space. The following chapter is purely metaphorical, all 
introduces concepts have no technical meaning in the context of this paper. 

2.3   Mapping from High to Low Dimensional Spaces 

A standard problem in several research areas is the visualization of results found in a 
high dimensional space into the two dimensional (2D) space of a plane surface. This 
problem is quite old and several solutions are already developed, depending on the 
particular mapping problem [31-33]. To introduce into these approaches we will 
shortly discuss this classic 3D-2D example. Abbott [34] wrote the book ‘Flatland’. 
Flatland has only two dimensions, and is populated with lines (females), triangles, 
squares, polygons, and circles; these inhabitants perceive their 2D environment dif-
ferently than we do perceive our three dimensional (3D) environment. The basic idea 
is to explain the main differences about a fourth dimension beyond our 3D world. 
Flatlanders cannot understand a third dimension, and we have the same trouble with 
4D, and even for higher dimensions. In Flatland for example is the ball from a 3D 
world perceived as changing sizes of circles, the 2D ‘shadow’ (see Figure 4). 

 

 

Fig. 4. The projection of a ball shaped 3D object on a 2D surface results in its form of a flat 
circle (from http://mdchristian.com/Normal_Projections.html) 

Rucker [35] goes beyond Abbott's idea by taking the 2D world of the Flatlanders 
into curved space, black holes, and beyond. Banchoff [36] describes the problem of 
mappings between different dimensional spaces in more technical terms, applying 
several mapping methods to the design of computer graphics and other graphical 
shapes. He uses techniques of slices, projections, shadows, and generalization. The 
most practical part is learning to count the number of faces, vertices, and edges in a 4D 
(and higher) hypercube. The mapping downwards into a three dimensional space of a 
hypercube results in eight different cubes. If we now assume that the unconscious 
information processing often described as intuition [37-38] takes place in a high di-
mensional space, then we have to question how the solutions found in this high dimen-
sional space can be mapped into a low dimensional space, the conscious reasoning? 
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3   From Unconscious to Conscious 

Decades ago, Dreyfus questioned already the rational approach of cognitivism by 
excluding intuition, etc. [39]. Since then luckily a lot of research – in particular in 
psychology –have shown the growing interests in phenomena like tacit knowledge 
[40], intuition [37-38] and the unconscious [41]. Scherer assumes that a large majority 
of cognitive processes related to emotions are unconscious and “that only some of 
these processes (or their outcomes) will emerge into consciousness for some time” 
[28, p. 312]. First we have to show that the conscious and the unconscious are sepa-
rated but related. Kahneman clearly operates on the assumption that both systems are 
distinct [42], and the unconscious is fallible. He describes the unconscious as ‘intui-
tion’ and the conscious as ‘reasoning’; both systems have clear complementary char-
acteristics (see Table 1). Dienes and Scott conclude that the structural knowledge is 
really divided between the unconscious and the conscious [43].  

Table 1. The two primary cognitive systems: intuition/unconscious and reasoning/conscious. 
(Adapted from [42, p. 1451]) 

INTUITION REASONING 
Fast processing Slow processing 
Parallel processing Serial processing 
Automatic processing Conscious controlled 
Effortless Effortful 
Associative Rule governed 
Slow learning Flexible, adaptive 
Emotional / ‘hot’ Neutral / ‘cold’ 

 
Recent investigations in cognitive psychology of the nature of conscious and un-

conscious information processing are promising. Most of the brain’s energy 
consumption is not used for processing responses to external stimuli; but what is this 
brain energy then for? [29-30]. One possible answer is for sub- or even unconscious 
information processing that guides behavior through situated forcasting. “Emotions 
are part of the biological solution to the problem of how to plan and carry out action 
aimed at satisfying multiple goals in environments which are not perfectly 
predictable” [11, p. 35]. According to the ‘deliberation-without-attention’ effect [44] 
it is not always advantageous to engage in intensive conscious ‘decision making’ 
alone. On the basis of recent insights into the characteristics of conscious and uncon-
scious thought, Dijksterhuis et al. [27] tested the hypothesis that simple choices pro-
duce better results after conscious information processing, but that choices in complex 
situations should be left to unconscious information processing. It was confirmed in 
several studies on consumer choice that purchases of complex products were viewed 
more favorably when decisions had been made in the absence of attentive delibera-
tion. In addition, Dijksterhuis, Bos, Nordgren, and van Baaren [30, 45] could show 
the advantages of the unconscious information processing for complex processing, 
and therefore they open a door to a new view on the relationship towards the power of 
the unconscious [22, 44, 46]. Dienes and Scott showed in their experiments that 



212 M. Rauterberg 

conscious structural knowledge is associated with greater consistency in making 
errors than the unconscious [43, p. 348].  

4   Discussion and Conclusions 

The emotion experience and other cognitive activities are not separate, independent 
and distinctive processes, but should be conceptualized as a gradient in the interaction 
between cognitive activities (i.e. thoughts, memories, beliefs, etc.) [6]. “Brain struc-
tures at the heart of neural circuitry for emotion (e.g., the amygdale) impact cognitive 
processing from early attention allocation through perceptual processing to memory” 
[6, p. 390]. It seems not possible to explain how neural activities instantiates emotions 
if we conceptualize emotions as an independent cognitive process.  

If we assume that emotions are perceived as important aspects in relation with oth-
er cognitive functions than we could go so far to conceptualize emotions as the ap-
pearance of these cognitive processes to our conscious. This is an internal perception 
loop about the own mental and bodily states [11, 47]. If we assume further that the 
information processing capacity of the unconscious is several magnitudes higher than 
the conscious, and both systems are somehow separate systems, we have to answer 
the question how do these two systems communicate with each other. Our idea is that 
emotions can play this role as the ‘voice of the unconscious’ in telling the conscious 
the solutions found in a high dimensional space. Anecdotal evidence shows that ex-
cellent ideas (i.e. Eureka experiences) are accompanied by very positive emotions. 
This is a way of our unconscious telling us something great is happening [48]. We see 
emotions as the conscious experiences of affect based on unconscious complex inter-
nal states and processes. This unconscious processing ends in an emotion as the result 
of a high dimensional optimization process to be further processed by the conscious 
part. But these emotions are not only to inform the conscious, they also communicate 
to the social context around us. Our whole body language is also part of the emotional 
expression space for the adjustment of social relations [11, 49].  

Applying this view to the design of entertainment systems, in particular entertain-
ment robots with human like behavior, we recommend implementing a high dimen-
sional processing unit (mainly sensor data input related to models of the systems itself 
as of the environment) that maps the found solution of situated forecasting into a  
low dimensional action control unit, instead of implementing a separate emotion unit 
[4-5]. This mapping is ‘colored’ as emotions, primarily for external purposes in social 
communication expressed via the nonverbal behavior of the entertainment system. In 
this sense non-verbal expressions are communicating directly to the unconscious of 
the ‘social’ environment. 

5   Future Work 

To realize the conclusions above in entertainment or other interactive products we 
have to change our whole view on how to design such kind of systems. Although a lot 
of bio inspired software and hardware architectures are already part of the state of art, 
we recommend to focus first on the split between unconscious (UPU) versus con-
scious processing units (CPU) (‘intuition’ versus ‘reasoning’ as described in Table 1). 
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The UPU is mainly characterized by fast, parallel processing based on associative 
principles [50-51] with an associative memory structure [52]. The main functions of 
this UPU are problem solving in a high dimensional space and the situational fore-
casting [14]. Due to the time required for sensor input, signal processing and actuator 
output the system is always time wise behind reality. To bridge this (even small) time 
lack forecasting based on situational models of the environment (incl. most important 
events and objects in it) is needed (similar to [53]). For the CPU standard software 
and hardware architectures are probably sufficient. The communication between UPU 
and CPU has to be expressed on the system’s surface as a kind of non-verbal expres-
sions with emotional values [54]. The main remaining question is how to specify and 
implement the communication between UPU and CPU, the voice of the unconscious. 
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Abstract. We describe and analyze emergent behavior and its effect for a class of 
prey-predators’ simulation models. The simulation uses rule-based agent behavior 
and follows a prey-predator structure modulated by a number of user-assigned  
parameters. As part of our analysis, we present key parameter estimations for 
mapping the prey-predators’ simulation parameters to a functional relationship 
with the LV(Lotka-Volterra) model, and how the parameters interact and drive the 
evolution of the simulation. 

Keywords: prey-predator systems, Lotka-Volterra model, agent-based simula-
tion, emergent behavior, simulation games, parameter estimation. 

1   Introduction 

Simulation games have become a widely accepted and needed tool for training in 
government agencies and the military. For example, commercial simulation games 
have had a dramatic effect on the military’s education and training programs [1]. 
Particularly, in computer games, whether entertainment or educational games, NPCs 
are agents whose behavior is scripted and automated. In this paper, we develop and 
test a framework for estimating the impact of specific behavior traits on the overall 
evolution of game worlds. We restrict to the important subclass of prey-predator si-
mulations that have applications in ecology, biology, economics and sociology, and 
for which mathematical concepts can be formulated that summarize system proper-
ties. For instance, [2] reports a discrete simulation tool to simulate the behavior of 
predator programs and computer viruses in small scale (1600 node) computer net-
works. Multi-behavioral games between predators and prey have been studied that 
integrated pre-encounter and post-encounter behaviors [6]. Mitchell and Lima [8] 
investigated the shell game using an individual-based model that allows predators to 
update information about prey location. Huige [9] presented results to predict that 
very little overlap will occur between the players’ waiting distributions and that the 
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predator will rarely outwait the prey. We have applied game theory differently, with 
prey searching for grazing and predators hunting prey in packs. We show that food 
availability and predators’ densities influence patterns of prey distribution. We ap-
proach the problem by relating the (extended) Lotka-Volterra (LV) equations [3], [7] 
to expose essential characteristics of prey-predators simulations. Illustrating our con-
cepts, we relate quantitative parameters, such as birth rate, life span, time to starvation 
and so on, to the mathematical model, and so try to clarify how changing the driving 
parameters impacts the simulation.   

2   Relationship to the Lotka-Volterra Model 

2.1   Simulation Specifications  

Our basic simulation program has been described in [3]. It uses the OpenSteeer li-
brary [4] to implement basic motion algorithms. The parameter set is as in [3]. For 
example, using subscript 0 to indicate that the parameter applies to prey, and subscript 
1 to indicate that it applies to predators we have: 

 
• Birth, aging and death: The  is the maximum life span; no agent lives 

longer than that. Moreover,  is the adulthood fraction, that is, the fraction 
of  spent as an adult. The concept here is that juvenile agents have fewer 
capabilities, qualitatively or quantitatively, than adults.  In particular, juve-
niles do not have offspring as yet. The  is the current age, normalized to 
be between 0 and 1 as the fraction current age : max lifetime. The  is the 
hunger rate, measuring the speed with which an agent becomes hungry 
again, and H is the hunger value. The agent dies if 1 or if 1 and 0,  .  Here r is a random number between 0 and 1, with uniform 
distribution.  Death from hunger depends on H.  Initially, if 0 then hun-
ger is incremented by 

                ∆ ∆ min (1, )  .                                    (1) 

 
A death due to hunger occurs if 0 and   where r is a random 
number in 0,1 .  Feeding diminishes the hunger. 

2.2   The Lotka-Volterra Model 

The LV differential equations express the global behavior of a prey-predator system 
under the assumption of unlimited food supply for prey. Excluding the trivial steady 
state in which one or both population types are extinct, the steady state is a dynamic 
balance of the two populations and is given to a cyclic boom-bust cycle.  The equa-
tions are                                 α  .                                                    (2) 

                           .                                                   (3) 
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where  and  are the populations of prey and predators, respectively. The factor  
represents the growth rate of the prey population absent predation and so accounts for 
the birth rate as well as for the rate of death from old age;  is the impact of preda-
tion, accounting for death of prey due to being killed by predators. The assumption of 
unlimited food supply is manifest in that  only assumes death from natural causes. 
The factor  quantifies the rate of predators’ death from natural causes;  measures 
the growth rate of the predator population due to the realized food supply, i.e., due to 
hunting.  Again, change rates are assumed to depend linearly on the population sizes.  
Assuming nonzero population sizes, steady state is achieved by a zero change rate; 
that is, when 

                                      .                                                                          (4) 

                                      .                                                                            (5) 

See also [5]. The factors  and  measure intrinsic characteristics of prey and preda-
tors: prey life span and fertility determine , and predator life span only determines . 
The presence of  in the term  implies that predators’ fertility depends on the 
food supply , an assumption justified in many situations. The simulation architecture 
assumes a limited food supply for prey, so the equations have to be modified accor-
dingly. We assume a stable prey population size , absent predation, that is due to 
the carrying capacity of the environment.  Once reached, birth and natural death rates 
of prey should become equal, without predation. Assuming linearity, we modify the 
LV equations to incorporate these considerations: 

                         1 .                                                          (6) 

                                 .                                                                         (7) 

If we assume no predators, then the first equation becomes the logistics equation: 

                         1  .                                                                     (8) 

Assuming the continuous case, the solution is: 

                                ( )  (0) (0) (0)⁄   .                         (9) 

Here ( ) is the population at time t.   

2.3   Carrying Capacity Determination and Base Configuration 

Beginning with the logistic equation, we note that the ratio of population size to carry-
ing capacity, for 0, is 1 in the limit. If 0, then the ratio goes to zero. The 
assumption 0 is the case where the population persists and reaches the carrying 
capacity of the environment, while for negative  the prey becomes extinct.  In the 
following, we assume that 0. Note that the magnitude of  only affects how fast  
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the system reaches the carrying capacity. In the stochastic case, we expect that the 
population at first grows past the carrying capacity and subsequently collapses due to 
environmental exhaustion.   

2.4   Determination of α, β, γ, δ 

To determine , we can run the simulation in the base configuration without any pre-
dators.  Then the parameter  tracks the average difference of the number of births 
and deaths at each time step. That is, the intrinsic rate of prey population increase can 
be estimated as ( ) ( ( ) ( ))/ ( ), where ( ) is the number of births and ( ) is the number of deaths (due to hunger or old age) of the prey, at time t.  We can 
use a moving average to compute this estimate.  Since the environment has limited 
food supply, however, the estimate needs to take into account the logistical equation.  
The formula is then 

                                    ( ) ( ( ) ( )) ( ( )) ( )  .                                                  (10) 

When ( ) approaches  the denominator vanishes and the coefficient ( ) cannot 
be determined. Thus, we have to estimate  by measuring population growth with 
infinite food supply. To accomplish this, we set the food growth parameters to instan-
taneous regeneration and set the hunger value to zero. The result is an exponential 
increase in population size where we determine the value of  by fitting the exponen-
tial ( ) (0) · (1 ) . This should be done for several initial population sizes, 
arriving at an average value for .  

The factor  measures the impact of predation on the prey population. The equa-
tions assume linearity in both predators’ and prey densities.  We determine the factor 
using the procedure of Sharov [7]: we run the simulation with one predator for a 
number of time steps during which no new predators are born.1  The k-values [7] of  
for a single time step are averaged over the simulation interval  , .  With N the 
number of steps we obtain 

                                       ln(1 ( )) ∑ ln 1 ( )( ) /  .                      (11) 

At start-up, the simulation requires a number of steps to reach a semi-stable state.  
Therefore, we have programmed the possibility of running the simulation for a pre-
determined number of steps before introducing the predators at a random location. 
The parameters  and  measure the attrition of the predator population by natural 
causes, that is, death from old age and hunger, and the effect on the population when 
prey is available. The parameters are estimated as follows:  

 

1) For fixed population size  run the simulation for 
    some time, holding the prey population size constant.  
2) For , estimate the aggregate predator growth rate r 
    from ( ) (0)(1 ) . 
 

                                                           
1 We assume asexual reproduction for simplicity of the model. 
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Here, ( ) is the predator population size at time t. This is done for a number of 
different population sizes . Having determined r, for different prey population siz-
es, the parameters for the predator population dynamics is found by fitting a line to 
the data provided by the ( , ) data: 

                                     ( )  .                                                             (12) 

2.5   Fitness Metrics 

Intuitively, a growth in  indicates improving hunting skills of the predators, while a 
decrease of  indicates that prey is better able to evade predators and defend them-
selves against predation.  We can therefore use  as a competitive fitness metric by 
which to quantify the survivability of the two agent populations. Similarly, the other 
parameters can be considered as indirectly contributing to the competitiveness: Larger 

 implies greater resilience under predation as well as greater impact on the environ-
ment; an increase in | | implies greater mortality of predators, and larger  indicates a 
greater dependence on prey. 

3   Experimental Results 

3.1   Parameter Determination 

We determine how the many simulation parameters impact the prey-predator system 
by estimating the coefficients of the mathematical model of Section 2. This provides 
guidance when seeking to fine-tune a simulation scenario. In our model, each food 
square in the environment, upon depletion, lies fallow for a time determined by the 
food-growth-delay and then vegetation grows back at a speed set by the food-growth-
rate parameter. These parameters govern the amount of consumable food per time 
unit, and directly impact the carrying capacity. Fig.1a shows the correlation fixing all 
other parameters.  The base configuration values are indicated in red. 

The graphs are relatively straightforward. For instance, the carrying capacity first 
goes up almost linearly with the food growth rate. However, as the food-growth rate 
increases, the carrying capacity does not continue to increase linearly and instead 
approaches a limit value induced by the food-growth-delay. The reason for this is as 
follows: Beyond a certain rate, re-growth is essentially instantaneous.  But grazing 
takes time and then the food patch has to be fallow for the time specified by the food-
growth-delay parameter.  This means that the total amount of consumable food cannot 
exceed a maximum imposed by the rate at which prey grazes and the delay before the 
food values is fully restored. Fig. 1(a) and (b) show the dependence of carrying capac-
ity on the re-growth speed and regeneration delay. For the base configuration the 
carrying capacity is about 158. Fig. 2 (a) shows the various measured quantities 
throughout the simulation of the base configuration. 

Fig. 2(b) shows that the simulation of prey-predators’ problem implements the 
model described above. We initialized each simulation with 40 prey and 10 predators 
and ran the simulation until both the prey and predators’ populations became extinct. 
The square represents the world used in our experiments. The grey patches represent  
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         (a)                                                            (b) 
 

   
                              (c)                                                               (d)  

Fig. 1. Effect of environmental settings on the carrying capacity (a). Prey characteristics and 
their effect (b-d).  The red circle marks the base configuration values. 

 

 
                                 (a)                                                                            (b)  

Fig. 2. The prey population (black curve) and average hunger value (green) of prey. The aver-
age age (blue) shows large variation initially accounting for significant fluctuations in (a). The 
models of simulation game; Red triangles represent live prey while yellow triangles indicate 
dead prey (b). 
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food content for the prey. The brightness of a patch indicates its food value. As prey 
consume a patch, the food value slowly fades out and only grows back after a certain 
period of time. The agents are represented by the triangular shapes with the red ones 
prey and the turquoise and pink ones predators. When a prey dies it remains on the 
screen for some time, turning yellow and slowly fading out. This does not happen for 
the predators.  

3.2   Estimation of the LV Parameters  

In Section 2.1 we determined the carrying capacity in the base configuration from a 
number of simulation runs, without predators, obtaining 158 . Following the 
method described in Sharov[7] the four key parameters, in the base configuration, are 
about 0.075 , 0.00543 , 0.0689 , and 0.0031 . We integrated the 
modified LV equations, for a more intense world, with 0.21 , 0.024 , 0.23, and 0.002.  These values are the result of more concentrated food 
growth and hungrier predators.  The predicted system evolution is shown in Fig.3 (a):  

 

 
                                  (a)                                                                        (b)  

Fig. 3. Predicted evolution: The first peak of predator population (red curve) is 42 after about 
40 time steps; the crossover of the predator and prey populations (black curve) is 40 after an x-
value of about 65 time steps. Carrying capacity is 703 (a). Observed evolution: Predator popu-
lation peaks at 46, holding steady between time steps 25 and 120; crossover is at time step 57 
with 45 individuals (b). 

The predictions are in reasonable agreement with the observation, accounting for 
stochasticity of the simulation. The observed times of extinction are reasonably close 
considering that, unlike in the equation model, we deal with integer values in the 
simulation.  We have run additional observations and predictions.                

4   Discussion and Conclusions  

We have investigated and estimated experimentally four key parameters from expe-
riments with the prey-predator simulations that allow predicting the fluctuations of the 
populations using the augmented LV equation. The configuration space expressing 
the system evolution as function of the parameter assignments is a high-dimensional 
manifold, so local exploration around a particular configuration is an expedient way 
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to assess the survival value resulting from the various parameter settings when mak-
ing adjustments.  

Our simulation differs from many other studies by basing prey behavior on Rey-
nolds’s flocking algorithms [3]. It is known that the parameter settings of the three 
basic rules of flocking impact the emergent behavior of a flock [10]. This can influ-
ence herd size and cohesion and, with them, the effectiveness of grazing: a large herd 
could exhaust a sector of the environment so quickly, that not all herd members would 
have adequate grazing.  So, as the herd moves to a new square, the followers in the 
herd could conceivably starve. Thus, it might be better for prey to roam the environ-
ment in herds that are smaller and split and explore in different directions searching 
for food. Such geometric considerations can be analyzed using our approach.                   
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Abstract. In many computer games narrative is a core component with the game
centering on an unfolding, interactive storyline which both motivates and is
driven by the game-play. Analyzing narratives to ensure good properties is thus
important, but scalability remains a barrier to practical use. Here we develop a
formal analysis system for interactive fiction narratives. Our approach is based
on a relatively high-level game language, and borrows analysis techniques from
compiler optimization to improve performance. We demonstrate our system on a
variety of non-trivial narratives analyzing a basic reachability problem, the path
to win the game. We are able to analyze narratives orders of magnitude larger
than the previous state-of-the-art based on lower-level representations. This level
of performance allows for verification of narrative properties at practical scales.

Keywords: game narrative,verification,optimization,performance analysis.

1 Introduction

Narrative is a central feature of many computer games, extending from text-based inter-
active fiction to current adventure, RPG, and mixed genres. For such games a number of
narrative properties become important to an immersive game experience, including log-
ical consistency, continuity of story elements [1], level of “tension” or atmosphere [2],
as well as game-play issues such as ensuring player progress, and adequate coverage of
potential player choices [3,4]. The complexity of larger narratives, however, can make
formal analysis of narratives difficult. For analysis of long game segments or existing,
complete narratives the combinatorial explosion implied by a rich set of player choices
and game content elements results in scaling issues, limiting conservative verification
of narrative properties.

In this work we develop an efficient system for analyzing complex game narratives.
Our approach is based on an exhaustive analysis of the narrative state-space, and thus
applies to general reachability problems. To improve scalability, we extract high-level
game information from game code by applying program analysis techniques more tra-
ditionally found in the compiler optimization domain. This information is used within
an optimized search to reduce the branching factor and improve performance.

We illustrate our design by examining a fundamental example of reachability, the
path to win the game. In this context we analyze a variety of non-trivial narratives
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derived from both commercial and amateur interactive fiction games. Using our opti-
mized state search we are able to determine winnability within seconds to minutes on
a modern machine. These results dramatically improve on previous, low-level work on
formal winnability analysis, which has been limited to narrative inputs orders of mag-
nitude smaller [5]. The ability to perform reachability analyses on narratives of much
larger scales shows that formal verificaton of a wide variety of properties can be feasibly
performed on non-trivial, industrial-size game narratives.

Contributions of our work include the design of a complete system for reachability
analysis of computer game narratives, an optimized search based on a novel dataflow
analysis, and non-trivial experimental investigation of basic winnability. In the sections
that follow we give related work and contextual background for our research, followed
by our system design and results.

2 Related Work

Our approach to game narratives aims at analysis/verification in order to improve de-
sign and thus player experience. A number of other works have also identified and
formalized narrative properties that players find pleasing, disruptive, or which may im-
prove story generation. Adams, for instance, proposed basic guidelines for industry
developers in a series of online articles [3], where among many other properties the
problem of narrative game-play being allowed past the point of winnability was pre-
sented; Verbrugge formalized this notion as “pointlessness.” [4]. Barros and Musse pro-
posed a model designed to ensure pace/tension [2], and Nelson et al. defined properties
related to the spatial locality of actions, as well as motivational or logical continuity of
events [1]. Logic-based approaches are popular in this context, and have been applied
to verify the time-line of a non-linear story [6], and ensure logical correctness and con-
tinuity of events [7]. Petri net models have also been proposed and used to represent
narratives for both story construction and analysis [4,8,9,10]. Our work here builds on
previous experience in winnability analysis, applying a generic SAT-based solver to a
Petri net model of game narratives [5].

In this work we post-facto analyze narratives manually developed as text-based, in-
teractive fiction adventures. Although text-based IF games are an older genre, they have
had as a whole a strong influence on more modern interactive fiction, adventure, and
RPG game design. An active community continues to exist as well, and a number of IF
authoring kits are available as products on their own [11,12] or in terms of extensions
built on older commercial offerings [13]. To limit technical complexity in isolating
narrative structure, we have based our design on the PNFG language for interactive
fiction [5].

3 Narrative Model

Analysis of game narratives assumes of course a suitable representation. As mentioned
in the previous section, we make use of a language for constructing interactive fic-
tion (IF) games, PNFG [5]. The IF genre has the advantage of consisting of complex
narratives, relatively easily extracted from the game architecture. The PNFG format is
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preferred over more full-featured languages such as Inform [13] as a simplified, but
complete IF language with a well-defined semantics and reduced syntax.

IF Properties. An interactive fiction narrative provides a minimal, typically text-based
virtual environment. A player avatar is controlled through textual input forming game
commands, and the current or resulting game state is reported by textual output. Game-
play is turn-based, and usually involves exploration of an interconnected series of
rooms, wherein the player (avatar) may examine, move, and otherwise manipulate game
objects. Appropriate actions unlock or control narrative progress, moving the player
from an initial state to either a winning or losing conclusion.

Basic game control flow is straightforward. After initialization, the game waits in
an idle state for user input; user commands trigger game actions, which can result in
either a game win, loss, or (more typically) a return to the idle state following any post-
turn processing. The complexity of game state is an important property to analysis.
In IF games critical game state consists of simple object properties, such as a room
being lit or unlit, as well as the object containment hierarchy—the location of each
object, including the player’s inventory. Counters and dynamic object allocation can
add further complexity, although games are usually finitely bounded, with a small limits
on counters and a fixed maximum number of available game objects.

PNFG. The PNFG language provides a minimal model of IF game structure. Game
objects and rooms are defined along with boolean state variables, and containment is
internally represented by further boolean state (x (not) in y for all objects x and lo-
cations y). User commands invoke code which can set and unset object states, move
objects between locations, as well as branch conditionally on object state or location.
Syntatic sugar is provided for a number of further common IF constructs, including
finite counters, scoping of game commands; more language details can be found in [5].

4 Narrative Analysis

Our overall approach to narrative analysis is illustrated in Figure 1. PNFG game spec-
ifications are subject to initial, high-level analysis, which is then used in conjunction
with the game’s interpretable (compiled “NFG”) form as part of an optimized search of
the game state space. The subsections below describe the basic search behaviour and
our optimization.

Fig. 1. Overall system design

As an example of useful narrative analysis,
and to give our study a specific analysis goal,
we investigate the general problem of comput-
ing “winnability.” This involves identifying the
sequence of commands that bring a player from
an initial state to a winning game completion. As
well as verifying a fundamental game property
(the game should be winnable), finding one or all
“winning paths” is an instance of the more general
problem of efficiently determining state reachabil-
ity, and our techniques can be easily abstracted from the winnability goal and applied
to other search problems.
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4.1 Basic Search

The basic state-space search proceeds as a back-tracking, depth-first search of reachable
game states, applying all possible game commands at each state. Game state is inter-
nally stored in terms of the state of the internal NFG representation, but is not directly
accessed by the search system. Reachability and progress are instead determined by the
ability of a game interpreter incorporated into the system to apply a given command,
monitoring for win, lose or error conditions.

A number of generic optimizations improve performance of this naı̈ve, brute-force
approach. Cycle detection is an effective tool for most narratives. Many games, for ex-
ample, tend to permit a variety of commands such as “look,” “examine,” or command
sequences such as “take x, drop x” that do not overall modify game state, but never-
theless contribute to the branching factor and lengthen search paths. Our system thus
maintains a stack of states during its DFS activity, and truncates searches containing
states previously encountered in the current game search path. Caching is also used
across search branches in order to avoid “dead-ends,” or states which have no legal
actions that can lead to a game win (i.e., all actions lead to either losing, errors, or
dead-ends). These states are cached, and used to further prune the state space search.

Although these optimizations are effective, larger narratives have many commands
and objects as well as potentially long solution depths, and for practical analysis a
very small branching factor and/or good search heuristics are required. Our approach
applies dataflow analysis techniques more typically used in compiler optimization to
extract game information in order to further improve performance. Below we describe
our primary techniques for optimizing the search process.

4.2 Pre/Post-condition Analysis

To reduce back-tracking in the search it helps to know ahead of time which commands
may follow each other. Even if illegal combinations are quickly pruned during search
the large branching factor of a naı̈ve search limits scalability.

In the PNFG language, many of the operators that modify game state, either by
changing boolean variables or by moving an object from one location to another, as-
sume a specific input state. For example, the command to change a game object variable
from false to true (+object.var) requires the variable be initially false, and similarly,
the object move statement (move x from y to z) assumes the object x is currently
in y. Note that successful execution also guarantees the resulting output state: in the
first example object.var is certainly true if the statement completes without error,
and in the second x will be in z.

These observations drive two basic analyses which we then combine in order to
prune the branching factor. We first analyze each action in a backward direction, com-
puting a conservative approximation of the minimal necessary conditions for the action
to execute correctly. We then perform a very similar analysis in a forward direction, con-
servatively computing the output conditions. In order for one action to follow another
then, output of the first must be compatible with the input requirements of the second.

In a formal sense these form symmetric dataflow problems. If we consider our for-
ward, post-condition analysis, we associate with each object variable and x, y object
location state (x in y) a value from the domain {true,false,�}; i.e., the (incomparable)
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elements true and false, along with a greatest element �, representing a state which
may be either true or false.

The dataflow technique propagates these pairings through all code paths starting
from the action code entry (or exit) with all variables in unknown/inconsistent states
(�), modifying the associated domain values according to the game action. The state-
ment +object.var, for example, will in a forward sense result in an output pairing
object.var:true, and in a backward sense the pairing object.var:false. At
conditionals information is duplicated along each branch, and at join points merged
by setting object.state:� whenever object.var is not the same on both sides.

A short example of the application of post-condition analysis is shown in Figure 2. In
this case post-condition analysis is reasonably effective, determining the location and
the state of the candle, although not the state of the player. Pre-condition analysis is
symmetric, performed in the reverse direction.

(you,take,candle) { candle-in-box:�, candle-in-you:�, candle.lit:�, you.hurt:�
move candle from box to you; candle-in-box:false, candle-in-you:true, candle.lit:�, you.hurt:�
if (!candle.lit) { candle-in-box:false, candle-in-you:true, candle.lit:false, you.hurt:�

+candle.lit; candle-in-box:false, candle-in-you:true, candle.lit:true, you.hurt:�
} else { candle-in-box:false, candle-in-you:true, candle.lit:true, you.hurt:�

+you.hurt; candle-in-box:false, candle-in-you:true, candle.lit:true, you.hurt:true
}} candle-in-box:false, candle-in-you:true, candle.lit:true, you.hurt:�

Fig. 2. An example of post-condition analysis: dataflow information (on the right) is propagated
in a forward direction

Upon completion of this analysis, each action has calculated pre and post-conditions.
A variable with a post-condition of true is necessarily true on action exit, and a variable
with a pre-condition of true must be true on input if the action is to execute correctly;
symmetric for false of course. For each action pair compatibility can thus be easily
tested: if the post-conditions of action A include object.var:a and pre-conditions of
B have object.var:b for a given object variable, then action B can follow action A
as long as a � b or b � a. Actions available at each point in the state search are thus
selected according to these restrictions.

5 Experimental Analysis

We have implemented our system and examined the effects of our optimized search on
a variety of moderate size narratives, roughly the size of a commercial game chapter. In
each case we measure the performance of the analysis system as it is applied to a basic
winning path problem. Below we describe our benchmark suite, discuss our measure-
ment strategy, and present experimental results and accompanying observations.

5.1 Benchmarks

Benchmarks are drawn from two main sources: the well-known commercial game, Re-
turn to Zork, where we have modeled the first two chapters in PNFG, and
several new narratives developed directly in PNFG by undergraduate and graduate stu-
dents as part of a course assignment. The latter represent amateur efforts, but were re-
quired to respect some basic complexity measures, including lower bounds on number
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of objects, commands, solution complexity and length. Table 1 summarizes interest-
ing, static properties of our benchmarks. Naı̈vely, the state graph to be searched will
have a branching factor given by the number of commands (global and room-specific),
and a depth at least of the solution depth. Assuming any object can be in any room
and any room can be in any other room, the overall state space is bounded in size by
|Rooms||Objs| × (|Rooms| − 1)|Rooms| × 2|Vars|.

Table 1. Benchmarks and properties: lines of code, total number of rooms, objects, boolean object
variables, commands (global and room-local), and minimum solution depth

Benchmark LoC Rooms Objs Vars Global Room Depth
Cmds Cmds

ageorg15 1230 9 16 33 15 45 17
dprykh 1472 8 11 23 40 29 13
hsafad 387 10 14 18 2 39 12
mcheva 775 14 10 6 0 62 26
RTZ Chap 1 583 11 20 10 5 42 11
RTZ Chap 2 1113 22 37 16 4 118 19

5.2 Measurements

We measure performance of winnability analysis on our benchmarks using our opti-
mized analysis. Measurement of winnability analysis is complicated by several factors.
An exhaustive test, reporting every winning path up to a given depth would, for instance,
provide a deterministic workload. Complete enumeration of winning solutions, how-
ever, is not practical—the number of possible solutions grows very quickly as search
depth increases, resulting in performance being quickly dominated more by reporting
time than analysis. We avoid this problem at the cost of greater variance by measuring
only the time to find the first winning solution. In order to avoid skew introduced by
the order in which nodes are examined in the search, we also randomize the order of
actions considered as each node is expanded in the search.

Timing results are shown in the graph on the left in Figure 3. For each benchmark and
for a range of maximum search depths, a series of 10 analysis attempts are performed
and the average time plotted. Note that while general trends are stable variance can be
significant, as a fortunate or unfortunate node ordering during search can have a large
impact on an individual experiment. All results were gathered on the same quad-core
Xeon 2.3GHz machine with 16GB RAM, Debian 2.6.18, using Java HotSpot 1.5.0 14
and a 1.5GB heap, and were limited to 5 minutes per search (except for DPRYKH at
6 minutes). It is important to note that these results represent orders of magnitude im-
provement over previous work in this area using a generic, SAT-based solver, which
was not able to complete given several days of execution time for RTZ CHAPTER 1,
our smallest (in terms of solution depth) benchmark [5].

Impact of optimization. Our optimized search process has varying performance, but
has overall impressive efficiency, finding solutions within our time bounds for all of
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Fig. 3. Search performance on benchmarks

our benchmarks at most search depths. This is particularly evident at larger depths. The
DPRYKH benchmark poses the most significant challenge for our analysis, mainly due
to the high number of player commands that remain even in the optimized search cases,
and hence large branching factor. This can also be seen in the table on the right of
Figure 3, which shows the average branching factor for naı̈ve and optimized searches.
Optimization is able to reduce this dramatically for most benchmarks, but for DPRYKH

the use of many global actions (see Table 1) limits the effectiveness.

Inherent winnability. A striking, and initially counter-intuitive feature of all our data
sets is the way search times tend to decrease as maximum search depth is increased.
Since the state space is exponential in the search depth, our expectation was that in-
creasing depth would uniformly increase search time. The data in Figure 3 show this is
not the case, and we may even conclude that merely increasing search depth is a feasible
search optimization strategy, if minimal solutions are not required.

This behaviour can be explained in relation to a few main factors. In a general sense
finding a minimum length solution is a harder problem than just finding any solution.
Minimum length solutions tend to be few, and the number of solution permutations
grows very quickly if lattitude is given to contain extra sub-optimal actions or orderings.
This may increase the relative solution density as depth grows, and patterns in solution
densities can cause periodicity in the search performance as well, partially explaining
the less monotonic search performance of MCHEVA and AGEORG15. For smaller narra-
tives, such as RTZ CHAPTER 1, our optimized search may also have reduced the state
space to the point where it could be feasibly exhausted. Although this is unlikely in
general, and certainly not true for larger games, we note that most IF games are both
finite and designed to be eventually won. Narrative games are often time-intensive and
have relatively low replayability—good game design avoids the need for the player to
save and reload earlier states, and thus a player who plays the game without repetition
and without losing should always be able to eventually win.
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6 Conclusions and Future Work

Narrative analysis has many potential applications. Here we have investigated and
shown the practical feasibility of a basic reachability problem, but pre/post-condition
analysis is relatively independent of goal and our design could be easily extended to
apply to a variety of interesting narrative verification questions. Properties more gener-
ically depending on game paths or state relations, such as “pointlessness” [4], or con-
straints on spatial locality [1] are search-related problems, and could be examined using
our techniques. Further application is found in determining the path to more immediate
game goals (such as how to open the next door), where search speed improvements
are essential for developing online and interactive but generic and automated game hint
systems.
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Abstract. The author is carrying out technology studies to explore and expand 
human emotions, sensibility, and consciousness by making innovative use of ar-
tistic creativity. We develop interfaces for experiencing and expressing the "es-
sence of culture'' such as human feelings, ethnicity, and story. History has 
shown that human cultures have common and unique forms such as behavior 
and grammar. We suggest a computer model for that process and a method of 
interactive expression and experiencing cultural understanding using IT called 
"cultural computing". We particularly examine Japanese culture, although it is 
only a small subject of computing. 
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1   Introduction 

“The ethnic crisis, the urban crisis, and the education crisis are interrelated. If viewed 
comprehensively all three can be seen as different facets of a larger crisis, a natural 
outgrowth of man’s having developed a new dimension – the cultural dimension – 
most of which is hidden from view. The question is, How long can man afford to 
consciously ignore his own dimension?” This phrase is from “The Hidden Dimen-
sion” by cultural anthropologist Edward T. Hall, 1966. 

Nowadays, computers play an important roll in various ways in our life. Cellular 
phones, e-mails, websites, games as well as PCs are almost parts of our life, and they 
became the daily items or media. Computers were only ‘machines to calculate some-
thing’ at first, but now they are ‘media for thinking and memorization support.’ 

Let us see the relation between traditional customs and computers. Computers are 
typically used for calculation to restore something or for historical simulation. Ar-
chiving the fading cultures with using computers are barely in the use of thinking and 
memorization support, but it isn’t an effective application of the ability of computers 
which now treats multimedia and are connected in network. The present ages often 
communicate with someone who has another cultural background, so they are needed 
to understand the history of their culture and other cultures. Because the typical way 
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to understand them is to read the books or to go to the museum, understanding an-
other culture with picking appropriate information is not so easy. Can we understand 
the culture using computers as ‘media for thinking and memorization support’which 
became more suitable for network, mobile, and two-way communication by the de-
velopment of information technology? This paper describes basic methodology of 
cultural computing, that is, to treat the essences of the deep-inside culture like sensi-
tivity, national traits, or narratives. And it integrates them into verbal and nonverbal 
information, proposing the prosperity of the field that treats the experience of ex-
change between cultural experiences and culture models by using computer. The 
cultural computing, which is essential for the communication ability of future com-
puter, introduces you to this new field which defines what humans have stored in each 
culture and it’s history in forms of actions or grammars are sharing common or pecu-
liar forms by showing some concrete methodology and some examples. 

2   Media for Thinking and Memorization Support 

2.1   The Transcending Artist 

What is the aim of arts? This is very huge and heavy question, but if I dare to answer, 
it is ‘the visualization of the status of someone’s heart’ in a word.  

The value of arts is in contrary of the one of technologies. Great art works are hav-
ing universal values that have not faded yet. On the other hand, old technologies are 
often selected and surpassed by other new ones. Media arts does transcend them, 
making new relationship between art and technology, and affecting to other various 
fields. In other words, arts transcend technologies and technologies transcend arts. 

I was conscious of my way as a transcending artist, and determined to obtain 
global viewpoint instead of local, Japanese culture as the next step. I moved my base 
of research activity to Massachusetts Institute of Technology, USA. However, I faced 
the difference between cultures there. I noticed that there were the differences not 
only in our daily life, but also in the feelings, memories, sign, unconscious communi-
cations that are strongly related to their cultures. I noticed that extremely Japanese-
characterized expressions as well as global express had also been used in my works, 
although I had tried to express my artworks generally. 

I have tried to assimilate myself into America at first, but it was difficult and I 
strongly realized that I am Japanese. I paid attention to actions and grammars that are 
seemed as ‘Japanese culture’ in America. I tried to expression the difference between 
American behaviors or grammars and Japanese ones in the arts. 

At that time, I have met Sansui ink paintings (Japanese landscape paintings) of 
Sesshu. Sansui paintings are not landscape painting, but they are imagined scenery. 
This is in relation to the unconsciousness of occidental Jung’s psychology. I discov-
ered the way of unconscious communication to understand other cultures by using the 
components of unconsciousness in Sansui paintings. 

I succeeded to create an interactive artwork,《ZENetic Computer》by modeling 
the structure of Zen and Sansui, which are thought the very Japanese culture.  
After that, I created the Kanji inspiration《i.plot》which gives relations between 
psychological associations and graphical images of ideograms. Furthermore, I  
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produced《Hitch Haiku》system which supports creating the Haiku from several 
Kanji (Chinese character) input, using the template of 5 – 7 – 5 characters. 

Surprisingly, when I exhibited these works in overseas, for example MIT, many 
Americans understood these works. This shows that these arts, transcending the time 
as history or culture, and the space as nations, became the media which people in 
other culture can understand, by picking up the structure of peculiar traditional Japa-
nese culture through the computer.  

2.2   Cultural Poiesis 

By continuing these studies, I discovered that I could precede the methods of art and 
technology. That is, interactive works with computer modeling of Japanese culture 
can be brand new media that enable everyone to understand other cultures by touch-
ing them. Thus, obstacles between Japanese traditional culture that was thought as 
peculiar and other cultures were slowly disappeared. 

To express a core of a culture based on the traditional culture model, by using 
computer. Many people from around the world can create their own Haiku or Zen, 
and send them to the world by the computer using traditional cultural model through 
the metaphor. Of course, computers can model not only Japanese cultural metaphor 
but also the world theater of Shakespeare, and it is possible to create Kabuki com-
posed by the metaphor of the Globe Theatre. I think this can be called as the creation 
of the culture, the cultural computing. 

I noticed that computers have a feature appropriate to create the new culture. Com-
puter processes are divided into algorithms and data. We can seem them as types and 
contents! Handling the culture by the computer would lead to the creation of the new 
culture. The culture in that context is a poiesis (that means creation in Greek) of 
communication between different cultures. 

3   From Occidental Unconsciousness to Eastern Sansui Paintings 

3.1   We Cannot Take Our Culture Off 

Have you had impatience about communication and thought, “Communications usu-
ally succeed, but why do they occasionally fail?” It fails because you communicate 
with someone supposing that they should be able to understand you. Communications 
are needed, however, for they cannot understand you. If you get it, you will find how 
to communicate with them calmly. 

If we have understood all of us already, we do not need to communicate with each 
other. Japanese people has a strong pride of homogeneous race, so we apt to have 
relatively the same feelings, impressions and opinions about someone’s actions, phe-
nomena and a course of our society. As they typically call it a ‘direct communication 
from mind to mind (Ishin-denshin in Japanese)’, we are prone to think  something 
supposing that they should understand us. 

The characteristic of Japanese becomes obvious when we go abroad. That’s be-
cause we face the condition that we cannot make ourselves understood even if we 
have thought they should be able to understand. Many other Japanese looks hard to be 
normal, like herbivorous animal living with carnivorous animals.  
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In America, however, especially Anglo-Americans often communicate with con-
sidering that a person cannot understand them, I think. Actually, I had colleagues 
from Germany, Greece, Lebanon, Japanese, Chinese, French and Anglo-America. 
Southern Europeans usually use a nonverbal communication like Japanese, which 
makes me feel a sense of closeness. However, Anglo-Americans keep a distance 
when they communicate. Somehow, they do not open their hearts, or they tend to 
hesitate at showing their feelings. This fact shows that they communicate with con-
sidering that a person cannot understand them. 

The same situation sometimes occurs when we communicate with a computer as 
well as a person. 

In Boston, audio response systems often answer when we call to enter into con-
tracts with a telephone or a gas service. Computers ask us, “My name is Alice (e.g.), 
please answer me to register.” “May I ask your name, please?” “May I ask your ad-
dress?” Those questions continue. And what is worse, the speech recognition some-
times fail. Then the computer says, “I couldn’t recognize, please repeat that again?” 
Answering it three times will be the limits of our patience. One of what are good 
about American frontier spirit is this big-hearted and trendy disposition. 

“Do people here really patient about computer operators?” I asked my friend and 
she advised me , “In that case, you should wait while human operator appears.” She 
says that various things (computers or humans) meddle in phenomena, and extended 
the time we decide something. This analysis also shows the difference between Japa-
nese who accustomed to communicate tacitly and Americans who accustomed not to 
communicate tacitly. 

While I stayed at Boston, I realized by my experience that we should  think  com-
munications occur only when people can’t understand each other, considering the 
difference of their culture. Many times I experienced satisfaction of sympathy with 
someone whom I thought was not understandable, which is beyond expression. We 
cannot communicate freshly without this moment. If we communicate not only with 
discovering our errors, differences or sympathies but also with exchanging and am-
plifing our knowledge and feelings, the communication will transchend each cultures. 

We obtained global comunication by adopting medica technologies in face-to-face 
communication which had been limited to a small community. E-mails, social net-
works, blogs enabled us to communicate more easily with people from around the 
world, beyond barriers of distance and culture. On the other hand, many people feel 
communications being more and more shallow these days. Rather, these shallow 
communications brought a recent typical face-to-face conversation, “Did you read my 
message?” Communications may be turning into extremely superficial communica-
tions, with taking off the tastes of cultures. 

Ignoring this tendency will cause the decline in our communication ability which 
we have had as the basic instinct from ancient times. We immediately need the new 
communication media which can convey one’s depth of feeling crossing the border of 
cultures. I knew it is realizable during my 2 years stay in Boston. 

I wanted to create the communication media with which we can communicate deep 
feelings transcending the culture. As the result of my stay in Boston, I had this strong 
idea. 
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3.2   Technologies Combined with the Spirit 

I visited Western China for 10 days, in the later July 2002. The aim of this trip was to 
discuss with Tibetan doctors and philosophers, and to complete the fieldwork for my 
research theme that looks for the problems about arts, technologies and hearts. 

Tibetans naturally have an idea that the medicine and the philosophy is the same. 
Doctors are philosophers, and are Buddhist priests at the same time. I was impressed 
by the nature that doctors see what is wrong in patient’s heart at first. 

Tibetan philosophy has an faith to give freedom to all the afflicted lives. Their 
thought is deeply related to consciousness, feelings, the space and lives, centering the 
bowels of mercy and wisdom. The cosmic view has to do with our essential problems, 
the wheel of life and the existence. Many cultures in Tibet include Buddhist Tantrism 
as the appreciation of the idea that life cycles. 

We visited Arura Tibetan Medical Center. We discussed with five people including 
famous Dr. Denchi, the hierach and Buddhist philosopher, and Dr. Tanjinja who is 
nyingma (specialists for sadhana in Tibetan cabala). When we referred our spirituality 
of arts and the possibility of fusion between art and technology, they identified with 
us and said, “It is a possible idea as one of the figure of future religion.” This encour-
aged us so much. 

Tibetan Buddhists set the sprit of bodhisattva very important. This means to put off 
their tenacity to themselves and self-love, to have altruistic love. I noticed that this 
spirit is deeply related into interactive art. 

Interactivity in art is shallow and the value is low if the purpose is up to self-
assertive or communication of feeling. What is important is the interaction with hav-
ing the sprit of bodhisattva and altruistic love. That is, if computer systems succeed to 
interact with having the sprit of bodhisattva, the interactivity of the system can deeply 
resonate the high spirit with other people. 

I knew in my visit to Tibet that the Buddhism, which was born in India, has stayed 
in Tibet adjusting to the climate there and that the global consciousness is remaining 
there. I was impressed with the fact that we Japanese and Tibetan Buddhist are able to 
understand each other at a deep side of our spirit. I hoped to create something that 
Westerners can also understand the Buddhism, as a media expression using technolo-
gies. I just met the Sesshu, which critically affected my artworks after that. 

3.3   Meeting the Sansui 

I met the Sesshu at the exhibition “Sesshu – special exhibition at 500th anniversary of 
his death” (Kyoto National Museum, 2002). I was fascinated with the world Sesshu 
had created. I did not have a special interest in Japanese culture before. For some 
reason, the Sansui world of Sesshu in that exhibition seemed a virtual reality which 
expressed his heart! 

In old China, a Sansui picture was once about a landscape we wanted to watch for-
ever, a place we wanted to go to play, a place we wanted to live, and a hometown of 
our heart in which we wanted to pass away. The Sansui picture is imagined scenery 
like that. Its bleeding, cracked, feathering lines of ink brush draw the movement of the 
heart. It makes us feel the color even if it is monochrome. 
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I had an inspiration to compute the Sansui picture typically by Sesshu and the 
world of Zen which was expressed in Sansui picture. Zen makes us feel Japanese 
culture by its absence of absolutes, beauty sense of “Wabi-Sabi”, and getting rid of 
the water from the Chinese garden with taking the Asian culture in. Many elements in 
Japanese culture are gathered in Sansui, like the Ume-Sansui (Sansui with Japanese 
aprlicot). I wanted to express the Sansui picture and Zen culture, centering the Japa-
nese Zen. 

Cultures consist of ‘the God, the Buddhist image, a view of Life, a view of world’. 
They have been created, changed, opposed and fused with each other, and are irra-
tional and rational. They, which have both irrationality and rationality, have seemed 
difficult to handle. 

There was no research to make use of the hierarchy of Japanese culture to the com-
puter logic in the existent computer technology. This is the reason why there are no 
arts expressing the deep historical ‘culture’ in large scale yet. Another reason is that 
everyone have paid attention to the uniqueness of Japanese culture and seemed the 
Japanese culture as Japanese superficial expressions. 

On the other hand, technologies finds the mechanism of phenomena, and analyzes 
the elements of them with the structure. And the study finds new relationship between 
different things and constructs them, by reconstructing them, trying some combina-
tion of them and comparing them. 

What we can make use of in creating new media arts are extracting the basic struc-
ture or thoughts of Japanese culture, modeling them or using them as tools with using 
the technology. Fresh media works or art works would likely be created by that. This 
method will bring about a great possibility to the advancement in media arts and in-
teractive arts hereafter. 

Thanks to the cooperation of Seigo Matsuoka, who is a researcher of Japanese Cul-
ture in Editorial Engineering Laboratory, we took a little advantage in this difficult 
challenge that we reconstruct the world of Zen which was expressed in Sansui picture 
on the computer. Though we needed three years, we reached to the unique system 
named《ZENetic Computer》 as the result.  

We succeeded to construct the extremely futuristic interactive system by projecting 
a part of allegory or symbol in Sansui pictures, Yamato-e (Japanese traditional paint-
ings), Haikus, Kimonos that reminds of the Japanese culture – the structure of the 
oriental thought, the structure of Buddhist philosophy and the mechanism of Japanese 
traditional culture – which rarely have featured by the computers before. 

This system uses various symbols and allegories that are included in Buddhism, an 
oriental thought and the Japanese culture. This is because they include a plenty of 
implications, and they have extraordinary terms, figures or colors. There are many 
rules in Sansui pictures and the world of Zen. We discovered that computers can han-
dle them, if we can select and extract them. For example, there are ‘San-En’ which is 
an expression of Sansui pictures, and ‘Go-Un’ (five elements which form a self-
existence) which is a function to recognize the human in Buddhism and so on. 

The first exhibition of this system was in MIT museum. I wondered whether West-
erners understand it or not. As a result, however, it was accepted by many Westerners 
and won the great popularity. Westerners had felt that Sansui pictures and Zen is 
extremely oriental and hard to approach, but they gave me impressions that they could 
understand them through the interaction with this system. I myself had an impression 
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that we could achieved the initial goal to express Japanese culture in media, when I 
saw a American child interacting joyfully with this system.  

After that, it was exhibited in SIGGRAPH, the international conference of CG, and 
Kodaiji, a Zen temple in Kyoto. Each exhibition won great popularity. This success of 
the experiment using this system made me certain that the ‘cultural computing’ which 
computes the culture is reasonable to set to my research goal. 

4   Structure of the Culture Becomes a Communication Technology 

4.1   An Interaction to Reach the Racial Memory 

I was encouraged by the success of 《ZENetic Computer》, and felt that interaction 
that reaches the deep-inside racial memory was the research I wanted to realize as the 
next stage. From the dry interaction of computers to the friendly and impressive inter-
action. How to realize this challenge? 

I tried to classify the types, structures and relationship of what supports racial 
memories in Japanese culture with my co-researcher, Seigo Matsuoka. Below is the 
detail: 
 

1. Japanese natural climate: Japanese transient weather and nature, thought of tran-
sience like ‘Monono-Aware’, beauty senses like ‘Wabi-Sabi’, existential thought 
that loves present situation.  

2. Relationships between Japanese culture and Asian one : Transformation from 
Chinese Sansui pictures to Japanese ones, Chinese gardens and grove gardens to 
the Japanese Rock Garden. 

3. The syncretization of Shinto and Buddhism: The cultural structure that was re-
constructed as a belief system, mixing the native faith and the Buddhism. 

4. Characteristics of Japanese language: Waka poem, Haiku poem, Noh thater, and 
the script of Kabuki. And as applications, Honka-Dori, Uta-Makura, Kakari-
Musubi, etc. 

5. Japanese Design: Japanese designs are the most popular. Two-dimensional de-
signs are Mon (armorital bearings), Ori (pattern of textiles), colors, paper pat-
terns, lines for example. Three-dimensional dynamic designs are the design of 
Noh, Kabuki, etc. 

On these bases, we can consult on various racial types of Japanese culture and the 
rear communication. 

4.2   Computers Do Not Have a Cultural Information Hierarchy 

Scientific technologies have developed Web2.0 like Google, Youtube, Wikipedia and 
SNS by which we can send our information more easily. Robot technologies are also 
developing new basic techniques to realize the superior functions that living things 
have. More specifically, they are global communication technologies including the 
movement functionality, manipulation system, distributed autonomous system for 
upgrading the intelligence. 
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There is, however, no cultural information hierarchy that is needed to live with 
humans. Adding the local cultural information by cultural computing to here may 
contribute to create higher-level communication systems. 

5   Conclusion 

These methods of ‘cultural computing’ enables us to model and structure the deep-
inside essentials of culture like sensitivity, intuition, racial characteristics and narra-
tives that we have not able to quantification. I have set my goal to realize the commu-
nication that moves one’s racial characteristic expanding the present computer’s 
communication ability to have an ability to reflect the difference in feelings, con-
sciousness and memories, based on the culture. If these systems are realized, social 
practical and cultural information expression systems through the languages, voices 
and movies will be realized in various fields. 
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Abstract. Mobile games are based on the physical movement of players in a 
game world, combining real world with virtual dimensions. As the real world 
defies control, the magic circle, the border of the game world, becomes perme-
able for influences of everyday life. Neither the players nor the designers nor 
the researchers are able to foresee and fully control the consequences of players' 
actions in this world. In our paper we introduce a case study. Within this em-
pirical study the difference between the game as a system on the one hand and 
the context of play on the other hand becomes discernable as a source of emer-
gent game play. We then elaborate on its meaning for the process-oriented 
method. 

Keywords: mobile games, system, context, process-oriented method, emergent 
game play, quantitative method, qualitative method. 

1   Introduction 

Mobile games are based on the physical movement of players within a game world that 
merges real world with virtual dimensions. This kind of games has been spread mean-
while worldwide embodied by numerous prototypes and accompanied by various de-
bates on the nature of these games: location-based, context-aware, ubiquitous, aug-
mented reality and pervasive [1]. Since 2007 mobile games are becoming commer-
cially relevant, see for example GPS Mission, fastfoot challenge, Parallel Kingdom or 
locative social media like foursquare and Gowalla. Accordingly the issue of evaluating 
mobile applications has been put forward [2]. However, evaluating mobile applications 
researchers face unprecedented theoretical, methodological and organizational issues. 
Mobile games are situated in the everyday world. As the real world is only partly fore-
seeable and controllable, players, designers, and researchers of mobile games encoun-
ter manifold aspects of everyday life they have to deal with playing, designing and 
evaluating the game. Similar to Juul [3] we assume each single object, action, and 
player of game play to be defined by the game system and the context of play (p. 514). 
We see this difference between system and context as the source of emergent game 
play, which have to be taken into account methodologically when it comes to study 
play experiences and to evaluate a mobile game. Today researchers deploy traditional 
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HCI methods and seek to adapt them to the novel situation [4]. Ethnographers around 
Crabtree and the Mixed Reality Lab Nottingham conceive game play as the result of 
players’ actions and consequently look for the particular methods players employ to 
organize their play action within their own context [5], [6]. Reid et al. propose an 
emergence-driven research methodology by combining field trials and experiments to 
discover emergent facets of game play [7]. In this paper we contribute to these studies 
by zooming in an actual game play process. We want to make the difference between 
the game system and the context of play empirically discernable as a source of emer-
gent game play and to elaborate on its methodical meaning for the process-oriented 
method we use for evaluating mobile games. 

2   A Case Study 

In 2006 and 2007 we several times play-tested the mobile game On the Streets we 
have had developed as a prototype from 2004 to 2007 Meanwhile up to 500 players 
played the game. In the following we introduce and compare two different, very brief 
mobile fight events [8], which happened during two small play-tests, one with Chi-
nese players and one with German players. It might be important to note that the goal 
of our comparison is not to study and explain the cultural difference, but to demon-
strate the difference between the game system and the context of play as a source of 
emergent game play. 

2.1   The Mobile Game On the Streets 

The mobile game On the Streets is played in an urban area divided into squares, we 
call fields. Players are organized in gangs. A gang consists of one to five runners and 
a boss who is physically sitting at a Personal Computer in an office and virtually lo-
cated in the home base of the gang. The goal of the game for each gang is to gain 
power and influence by capturing as much territory as possible that means fields, and 
particularly the home base of the other gangs. All runners have a map of the game 
territory displayed on their PDA’s, where they can retrieve detailed information about 
the field they are currently in as well as about the eight surrounding fields and by 
which they take action like attacking the opponent. 

2.2   The Play Test – Settings and Observations 

In the late summer 2007 we organized two particular play tests: one with six Chinese 
players and one with six German players. With regard to our question here, we found 
that the cultural difference becomes discernable as a difference between the game 
system, identical for all players, and the context of play, culturally different for the 
players. Both games have been played with two gangs, each with two runners and one 
boss, in the urban area around our university. The playground consisted of 16 fields, 
each of them 30 by 30 meters. 
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Fig. 1. Fight Mechanics - sequence of fight screens on PDA 

The fight mechanics, a component of the game logic, and of the underlying tech-
nology, has been used from both player groups. To conquer a field a player has to 
move into that field. As soon as an opponent player is within the same field each 
player has the possibility to decide whether he wants to attack or to flee. To attack the 
opponent they have to identify their enemy physically and to choose the appropriate 
virtual symbol of their enemy to start the fight. 

 

 

Fig. 2. The Chinese fight  

The fight action enabled by the fight mechanics takes place virtually only. Each 
fight consists of a sequence of rounds, which a player quits by fleeing. The game 
logic the players deployed was identical.  
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However, the players of both groups fought quite differently. The Chinese players 
fought in a charily manner, kept physical distance to each other and focused on the 
virtual level. The German players fought in an offensive, expressive manner. They 
pestered each other, and focused on both, the virtual and the real level, compare Table 1. 

 

 

Fig. 3. The German fight 

We prefer to describe the different behavior and hesitate to explain it. We tended to 
assign the behavioral difference to the different culture. Meanwhile having discussed 
the case study with further researchers from different cultural background, German 
and Chinese, we perceive the different behavior to reflect the culturally different bor-
der between the private and the public sphere: while the German players play the 
game within their native world, within which they do not hesitate to express their 
emotion directly, the Chinese players play within a foreign world, carefully hiding 
their emotion. 

Table 1. The fights – structure and context dimension of the play activity 

 Fight Mechanics - game logic Fight Mode - context 
 
Chinese o Chary  

o Kept physical distance  

o Focus: virtual level 

 
German 

 

o Enter the field physically 

o Identify the enemy physically 

o Attack and defend virtually 

 o Offensive, expressive 

o Pestered each other  

o Focus: virtual & real level 
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3   The Process-Oriented Method 

In the following we briefly introduce the process-oriented method and the way we 
applied it in our analyses of each play-test, before we particularly elaborate the me-
thodical meaning of the difference between system and context for the process-
oriented method. 

The goal of the process-oriented method is to study change within the process, 
within which it happens. We usually do this by means of an iterative cycle consisting 
of five analytically separable steps, cf. [10] 

1. Understand the play process and the steps by which it is unfolding. 
2. Identify game events, which either irritate you or change the course of the process.  
3. Identify the state before and the state after the irritating or process-changing event. 
4. Analyze both dimensions of the play process and the game event included: the 

goal oriented structure of the play process on the one side, and the varying context 
of play on the other side. 

5. Understand the change in the process by means of the results gained in steps 3 and 4. 

In the case study we report here, we applied all five steps iteratively to understand 
each game play process sequentially.  

3.1   Data Collection and Analysis 

We aimed for collecting data, allowing us to access the process of the game play: proc-
ess data streams. We looked for the minimum of these streams, required to understand 
the game at the level of the whole game, the level of the gang, and the level of the 
single player: server log-files of all game events, and client log-files of the step-by-step 
interaction, a re-playable visualization of all runner movements and game logical 
events during the game play on the map, video-recordings of four runners’ play activi-
ties, video-recordings of the facial expressions of one boss, Automatic screen-capture 
of this boss’ PC, audio-recordings of the internal gang communications. 
 

Step 1: First, understand the game process as a whole at the level of the game and the 
level of the gang, watch the recordings several times, particularly the visualization of 
runners' movements throughout the game. Leadings questions are: who is the winner, 
how does the game unfold, what are the main phases; how is the game unfolding from 
the perspective of the different gangs; how does the win/loss ratio change for each gang 
over time. The outcome of this step is a sequence of meaningful main game phases, 
often visualized by a time line of events. Second, understand the game process as a 
whole at the level of a single player: watch the available observation videos of single 
players, and understand the player’s communication with other players. The outcome is 
a temporal sequence of meaningful phases of the process for the single player.  
 

Step 2: Identify single game events, which are irritating, surprising or differing from 
the expected or planned behavior from the perspective of the player or of the re-
searcher. In the reported play-tests surprising were the fight events and the different 
behavior of the German and the Chinese players. 
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Step 3: Analyze the process state before and the state after of the event. If the single 
event changes the course of the game you have to understand, what, why and how the 
change happens. What was the course of the game process and what was the player’s 
intention before the change. What is the effect of the event on the further course? For 
example in the German play-test reported here: after the observed fight both German 
players concentrated on fighting against each other again and again, ignoring other 
play possibilities and own strategies outlined before the event. Another outcome at the 
research process level: After this case study we changed our idea of social interaction 
in mobile games. We assumed from the beginning a strong physical dimension of 
social interaction, what we assigned to empirical phenomena resembling the German 
fight mode [10]. The Chinese fight mode kind of irritated and surprised us. Their 
social interaction is characterized by a different physical quality like distance, caution, 
focus on the virtual level, we have not imagined designing the fight mechanics.  
 

Step 4: Analyze both dimensions of the process, the event included: the goal oriented 
structure and the context of play. A possible outcome of the structural analysis is a 
temporal sequence of play actions, which follow the game logic, and in line with 
player intentions, which of course may also deviate from the game logic. The purpose 
of the contextual analysis is to understand the varying situations. An outcome is both, 
analytical categories, which evolve throughout the analysis, and empirical indices of 
behavioral differences, to describe the unexpected behavior, unexpected by the player 
or the researcher. As the main purpose of this paragraph on the process-oriented 
method is to understand the methodical meaning of this fourth element of the five 
steps we refer to the next section.  
 

Step 5: Describe and try to develop an explanation of the observed behavior by using 
the results of step 3 and 4, see for example chapter 2 in this paper. 

3.2   On the Methodical Meaning of System and Context 

In the current paragraph we particularly emphasize one element of the process-
oriented method, the step 4, which we applied to compare two fights from different 
play-tests. The goal of the comparison was to understand how the interplay of the 
game system and the context of play works. The goal now is to elaborate on its me-
thodical meaning.  

The process-oriented method we use to study play experiences and to evaluate mo-
bile games takes into account that time matters: every time a game is played, it is 
played differently. As Salen and Zimmerman [11] state: “How does pleasure emerge 
and evolve over time in a game? All of the possible states and experiences of a game 
are contained within the theoretical construct called the space of possibility. A game 
player begins his or her journey through the space of possibility at the same place 
every time: the start of the game. But the experiential path that a player takes through 
the space will vary each time the game is played. Every play of the game will be 
unique, even though the rules of the game, its formal structure, remain fixed. This 
quality of games, that a game provides the same consistent structure each time but a 
different experience and outcome every time it is played, is a powerful engine that 
sustains and encourages play. We refer to this concept by the shorthand term 
same−but−different.” P. 340. 
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What is valid with regard to the sequential repetition of a game by one person, in 
that the person follows the logic of the same processing game system, however, in 
different ways, is valid in our case with regard to the parallel repetition of a game by 
different persons. They follow the logic of the same processing game system, how-
ever, in different ways. 

The requirement of the fourth step of the process-oriented method in the case we 
presented here was to analyze the goal-oriented structure of the process here the fight 
mechanics sequentially applied by the opponents, and the changing context of play, 
here the very different fight modes.  

The methodical meaning is first that we are able to analyze the game process by 
means of quantitative methods as far as it is organized by the game logic, second that 
we have to apply qualitative methods if we want to understand the context of play 
and third, that the concrete fight event allows to understand how both methods work 
together.  

4   On the Relevance of Studying Emergent Game Play  

Players have the power to change the logic of a game. Hardcore players often try to 
outsmart the system, see for example [12]. And even being a naive casual player you 
apply the game system to your particular context. Emergent game play is the first 
step of transforming a game logic. The identical fight mechanics in our case study 
worked with different cause-effect relations established within the emerging context 
of play. Repeated over time players develop implicit rituals and rules by means of 
which they adapt the game logic to their particular context of play. Families playing 
a card game do that all time. These implicit rules become explicit as soon as an out-
sider suddenly interrupts the flow and a conflict on how to interpret the rules has to 
be resolved by negotiation. Operative rules may result in a redefined game within 
which the old logic becomes a restructured part of a new system implemented either 
socially and/or technically. 

5   Summary and Conclusion 

We presented a comparison of two fights, which worked with the same fight mechan-
ics and different play modes and made the difference between system and context of 
play discernable. We introduced the process-oriented method and elaborated on the 
methodical meaning of the difference between system and the context of play. We 
finally pointed to the relevance of studying game play process-oriented.  

To study game play processes by means of the process-oriented method allows re-
searchers to understand concretely the power of players inventing play possibilities 
and even changing a game. To play-test game prototypes and studying the process of 
play step by step allows the game designer to learn from players. Longitudinal studies 
of continuously running mobile game play processes will become an important in-
strument of future game design. 



 System and Context – On a Discernable Source of Emergent Game Play 247 

References 

1. Montola, M., Stenros, J., Waern, A.: Pervasive Games. Theory and Design. Morgan Kauf-
mann, San Francisco (2009) 

2. Barnard, L., Yi, J.S., Jacko, J.A., Sears, A.: Capturing the effects of context on human per-
formance in mobile computing systems. Personal and Ubiquitous Computing 11(2), 81–96 
(2007) 

3. Juul, J.: A Certain Level of Abstraction. In: Baba, A. (ed.) Situated Play: DiGRA 2007 
Conference Proceedings, pp. 510–515. DiGRA, Tokyo (2007),  
http://www.jesperjuul.net/text/acertainlevel/ 

4. de sá, M., Carrico, L., Duarte, L., Reis, T.: A framework for mobile evaluation. In: Proc. 
ACM CHI 2008, April 5-10, pp. 2673–2678 (2008) 

5. Crabtree, M., Benford, S., Greenhalgh, C., Tennent, P., Chalmers, M., Brown, B.: Support-
ing Ethnographic Studies of Ubiquitous Computing in the Wild. In: Proceedings of the 
ACM Conference on Designing Interactive Systems, DIS 2006, pp. 60–69 (2006) 

6. Sherwood, S., Reeves, S., Maitland, J., Morrison, A., Chalmers, M.: Adapting Evaluation 
to Study Behaviour in Context. International Journal of Mobile Human Computer Interac-
tion 1(2), 37–55 (2009) 

7. Reid, J., Hull, R., Clayton, B., Melamed, T., Stenton, P.: A research methodology for 
evaluating location aware experiences. International Journal Personal and Ubiquitous 
Computing Theme Issue: Player Experiences in Location Aware Games – Methodological 
Issues (to be published in 2010) 

8. Binder, D., Wang, L.: Chinese and German players playing on the Streets. Collaborative 
Master theses; Binder, D.: Cultural diversity and its impact on media design. Hochschule 
Bremen (2008); Wang. L.: Mobile Games: Interfaces and the cultural context of their use. 
Universität Bremen (2008) 

9. Grüter, B.M., Breuer, H., Wollenberg, A.: Genese von Wissen in aufgabenorientierten 
Gruppen. Eine Fallstudie zur Wissensarbeit in der kommerziellen Softwareentwicklung. 
In: Witte, E.H. (Hrsg.) Leistungsverbesserungen in aufgabenorientierten Kleingruppen, pp. 
S149–S179. Pabst Science Publishers, Lengerich (2000) 

10. Grüter, B., Oks, M.: On the Physical Dimension of Social Interaction in Mobile Games. In: 
Magerkurth, C., Åkesson, K.-P., Bernhaupt, R., Björk, S., Lindt, I., Ljungstrand, P., 
Waern, A. (eds.) PerGames 2007. Proceedings of the 4th International Symposium on Per-
vasive Gaming Applications, Salzburg, Austria, June 11-12 (2007),  
http://www.informatik.hs-bremen.de/gob/daten/ 
texte/grueter_oks.pdf 

11. Salen, K., Zimmerman, E.: Rules of Play. In: Game Design Fundamentals, The MIT Press, 
Cambridge (2004) 

12. Aarseth, E.: I Fought the Law: Transgressive Play and the Implied Player. In: Baba, A. 
(ed.) Situated Play. Proc. DiGRA 2007, September 24-28, pp. 130–133. The University of 
Tokyo, Tokyo (2007) 



H.S. Yang et al. (Eds.): ICEC 2010, LNCS 6243, pp. 248–253, 2010. 
© IFIP International Federation for Information Processing 2010 

Re-envisioning the Museum Experience:  
Combining New Technology with Social-Networking 

Madhuri Koushik, Eun Jung Lee, Laura Pieroni,  
Emily Sun, and Chun-Wei Yeh 

Carnegie Mellon University  
Entertainment Technology Center  

Silicon Valley Campus, Spring 2010 
madhuri.koushik@gmail.com, ejleeart@gmail.com, 

lpieroni@andrew.cmu.edu, emilysun@andrew.cmu.edu,  
glaciedge@gmail.com 

 
Client: California Academy of Sciences 

Abstract. The goal of the project was to design an integrated system for the 
California Academy of Sciences that combined new technology with a social-
networking based website to promote educational learning. Five mini-games 
were developed for the iPad and connected to a series of websites through a da-
tabase. The use of new technology drew in users that would not have otherwise 
engaged in the experience. Connecting with a social-networking website opens 
up many future possible implications for expanding edutainment.  

Keywords: edutainment, new genres of entertainment technology, social-
networking, enhanced museum experience. 

1   Introduction 

Museums have been expanding to incorporate technologies that allow visitors a more 
interactive experience [1]. Interactivity not only further engages users, but also pro-
vides the opportunity for continued learning. Museums like the Exploratorium en-
hanced the museum experience using RFID tags [2]. The San Jose Tech Museum uses 
barcodes on their admissions tickets so that visitors can view photographs and the 
activities they participated in on a website at home. More recently, the Cooper-
Hewitt, National Design Museum distributed to each museum guest an iPod Touch 
that provided access to interviews and slideshows relevant to the exhibit. While these 
museums have used these technologies to further enhance the museum experience, 
there has not been adequate research into what effect the technologies themselves 
have in drawing in guests.   

At the same time that museums have been expanding their connection to virtual in-
formation, a recent surge in social-networking games has connected people through 
websites. In November of 2009, Facebook-game creation company, Zynga, reached 
100 million unique visitors per month. Social-networking games have been especially 
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successful because of the inherent sociability, spontaneity, narrativity, and playfulness 
framework used [3]. While there has been research into the possible use of Facebook 
for higher educational purposes [4], there has not been focus on creating educational 
social-networking sites.  

Thus far, museums have not capitalized on the success of social-networking sites, 
nor tested the boundaries of using consumer-hyped technology. The goal of the pro-
ject was to design an integrated system for the California Academy of Sciences that 
combined new technology with a social-networking based website to promote educa-
tional learning. 

2   Overview of System 

Although the demographic of guests visiting the California Academy of Sciences var-
ied largely, we decided to focus our target demographic to 6th and 7th-grade students.  

The experience begins when museum visitors create profiles on the California 
Academy of Sciences website. Initially they are able to personalize a limited number 
of characteristics of their avatars. Once they visit the museum, they play mini-games 
on iPad kiosks to accumulate points on their accounts. These points can then be re-
deemed at home by returning to the California Academy of Sciences website. Access-
ing the website from home allows the user to further personalize an avatar, learn more 
facts, and compare their scores on the mini-games and their avatar with those of their 
peers. Points can be redeemed to upgrade the avatar’s available attributes and uni-
forms. The general system architecture can be seen in Fig. 1.  

 

 

Fig. 1. System architecture connecting data collected from the mini-games in the Academy to 
the website accessible from home 

2.1   Mini-Games 

We created five mini-games and developed them for the iPad. The release date of the 
iPad was April 3, 2010, and the opening of our project was scheduled for April 22, 
2010. Based on the popularity and demand for previous Apple products, we antici-
pated that releasing our games on the iPad, a new technology, would increase the 
interest in our product. We also wanted to take advantage of the iPad functions, like 
the accelerometer, that would increase the interactivity of our games.  
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The five games were placed in relevant areas of the California Academy of Sci-
ences and contained educational material inherent in the games. For the game in the 
Aquarium, museum guests were presented with a variety of photographs of camou-
flaged animals and had to tap the animal before time ran out. The name and a fact 
about each animal were displayed.  

In the African Hall mini-game, guests get the opportunity to design their own pen-
guin by altering its height, weight, fin length, and color and see how it fared in the South 
African wild. Penguins could either be eaten by a shark, drown, or survive. The purpose 
of this game was to educate students about the difficulties that penguins face every day.  

The Altered State Exhibit had guests tap the iPad to move the character to collect 
the garbage. Tilting the iPad shifted the garbage to allow for easier collection. More 
points were awarded for collecting toxic waste.  

After watching the Planetarium show, guests were invited to test their knowledge 
of the constellations by finding them in photographs of the night sky. Each game 
would give the guest the opportunity to find one of six constellations after briefly 
being shown the constellation (see Fig. 2).  

 

 

Fig. 2. Example of constellation game and educational fact 

Guests guided the blue morpho butterfly in the Rainforest game. By tilting the 
iPad, users controlled the butterfly’s height and had to avoid the arowana fish as well 
as the silver-beaked tanager bird. They gained extra points by collecting fruit along 
the way.  

At the end of each of the games, the total points and a “did you know” fact were 
displayed. 
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2.2   Social-Networking Website 

Fundamental to many social-networking games is the creation of the personal identity 
that represents the user in the virtual world. For the avatars for the social-networking 
aspect of our project, we had users create their own personal explorer that could have 
different science-related occupations such as diver and botanist (see Fig. 3). Users 
redeemed their points from the iPad games to unlock outfits and other attributes for 
their explorers. 

To enforce the connection between the website and the mini-games, a different ex-
plorer appeared in each of the mini-games in the California Academy of Sciences. 
Also, the discover tab was divided into the different areas of the museum where the 
iPads were located. Within each tab, users were able to find more information relating 
to the exhibit.    

 

 

Fig. 3. Screenshot of avatar creation portion of social-networking website 

On the website, users were able to add their friends and compare their explorers 
with those of their peers. The “Stats” tab showed the names and explorers of the users 
with the top three highest scores on each of the iPad games, as well as the user’s 
highest score and rank on each of the games.  

3   User Response 

User testing was conducted at a school on 50 students ranging from fourth to eight 
grade. Students were brought in groups of five and each played a different game on 
the iPad (see Fig. 4). 72% of the students said they would be interested in redeeming 
their points online. They also had the opportunity to write a fact that they learned 
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from the game. 67% of students that played the camouflage game (n=12) were able to 
state a fact that they learned from the game. Example responses to this prompt for all 
the games include “I learned to make your penguin black or it will be eaten by a 
shark,” “the bird is the enemy of the butterfly,” and “animals, such as lizards, camou-
flage themselves.”  

 

 

Fig. 4. Photographs from playtesting session at school 

From our opening on April 22, 2010, we had over 300 museum guests play with 
the iPad games (see Fig. 5). At both the user testing session as well as opening, much 
of the excitement came from the fact that they were getting to use a new technology. 
Many museum visitors would play the game based on the sole desire to try out the 
iPad.   

 

 

Fig. 5. Photograph from the opening at the California Academy of Sciences 

While it is unreasonable to expect museums to pour their resources into always 
maintaining the most current technological inventions, capitalizing on the opportunity 
to develop on commercially hyped technology could jumpstart interest. For something 
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like a socially-networked website, the most difficult part is getting users to initially 
engage and create a profile. Users are more inclined to join a website that already has 
a wide following and even more so if their friends are already playing on the website. 
Once users have spent time and effort on the site, they are more likely to return.  Util-
izing new technologies is an opportunity to increase the number of initial users that 
create profiles on a new social-networking game website.  

4   Conclusion 

This project combined the use of mini-games on iPads in the California Academy of 
Sciences with a social-networking website to create an engaging, educational experi-
ence. There is much more research that can be done to determine the extent of the 
educational effect of a system like this. For example, how might the experience of 
learning at the museum, enforcing that learning at home, and repeating through return 
visits to the website affect retention of facts? As interactive devices and social-
networking gaming continue to expand, museums should take advantage of the tech-
nology as an opportunity to further educate visitors. It is our hope that this research 
spurs discussion on the value of educational research in museums and the. 
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Abstract. The research paper exemplifies upon a series of real-time information 
exchange driven design-research experiments conducted by the Hyperbody re-
search group (HRG), Faculty of Architecture, TU Delft. These interactive spatial 
prototypes, while successfully integrating the digital with the physical domains, 
foster multiple usability of space and are appropriately termed as  ‘The Muscle 
Projects’ based on the pneumatic muscle driven actuation technologies used per 
project. The interactive nature of the projects is realized through harnessing a 
synergistic merger between the fields of ambient sensing, control systems, archi-
tectural design, pneumatic systems and computation (real-time game design 
techniques). The prototypes are thus visualized as complex adaptive systems, 
continually engaged in activities of data-exchange and optimal augmentation of 
their morphologies in accordance with contextual variations. 

Keywords: Interaction design, Multi-disciplinary, Real-time data exchange, 
Control systems, Dynamic structures. 

1   Underpinning 

The design-research experiments developed at Hyperbody, TU Delft, Faculty of Ar-
chitecture focus on the emerging inter-disciplinary field of Interactive Architecture 
focusing on developing real-time information exchanging architectural spaces. These 
interactive spaces demonstrate a fusion between the material, the electronic and the 
digital domains. This fusion is explicitly attained through harnessing a synergistic 
merger between the fields of ambient sensing, control systems, ubiquitous computing, 
architectural design, pneumatic systems and computation (real-time game design 
techniques). The resultant spaces, visualized as complex adaptive systems, are con-
tinually engaged in activities of data-exchange and interact via physical and ambient 
adaptations of their morphologies in response to sensed contextual variations.  

A strategic co-evolution of technical knowledge between the industry (specifically 
Festo, a pneumatic engineering company), praxis (ONL a multi-disciplinary design 
firm, The Netherlands), and academic research (Hyperbody for spatial and informa-
tion design) gives shape to these interactive constructs, hence developing an informa-
tion bridge between these three critical knowledge sectors. The collaboration process 
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involved a series of associative brain storming, simulation and prototype testing  
sessions focusing upon the usage of pneumatic and electro pneumatic technologies, 
interaction design concepts, deciding upon appropriate control systems, structural 
stability and performance aspects concerning the conceptualized spatial configuration 
of the system. Experimentations with material systems as regards their flexibility, 
shape retention and strength ratios coupled with kinetic structural systems formulated 
a vital part of the collaborative effort. Parallel research and development in interac-
tion design, ubiquitous communication, creating computational routines via software 
such as Virtools and Max MSP as well as developing project specific sensing net-
works were also carried out under these collaborative design initiatives.  

A systems thinking approach with an emphasis on ‘Interdependence and Intercon-
nection’ between variable contextual parameters (global) as well as the components 
formulating a prototype (local) is embarked upon as a part of the synergistic merger 
of the aforementioned fields. This implied that even the smallest detail in any proto-
type, for instance every node/joint is conceived as a potential information hub and has 
the ability to collect, process and communicate contextual data.  Apart from this, the 
same node/joint, via mechanical actuators, is able to kinetically re-position itself 
physically in three-dimensional space, thus enabling local structural adaptations, 
which cumulatively result in complex morphological variation.  

2   System Components 

Issues such as multiple usability of space via spatial augmentation (at a functional 
level), ambient augmentation (for suggesting the mood/emotional state of the space) 
as well as information augmentation (as regards the occupancy as well as attraction of 
the space) attained paramount importance for creating the real-time interactive proto-
types. A detailed list of the system components, further segregating them in accor-
dance with their generic usage led to the identification of the following:  

a. Pneumatic Entities: Fluidic Muscle Type MAS (provided by Festo): A flexible tube 
with reinforcing fibers in the form of a lattice structure for up to 10x higher initial 
force compared to a cylinder of identical diameter. The muscles (Fig 1) tend to con-
tract 20 percent of their initial length with the induction of air pressure, hence mak-
ing it act as an actuating device to alter the node positions of the prototype. 

b. The Black Box (by ONL and HRG with Festo air valves and switching compo-
nents): A hard-edged box housing the switching mechanisms: I/O boards con-
nected to the 72 valves controlling the air pressure lock of the Fluidic muscles. The 
box has provisions to attach the compressed air intake pipes through distribution 
channels; houses the CPU and power back up mechanisms (Fig 1). At a later stage 
the Black Box was replaced by Festo’s CPX controllers (Fig 1). 

c. Flexible Skins (utilized in different prototypes): Hylite panel, a sandwich sheet 
comprising two thin aluminum layers with a plastic core in between (Fig 1) which 
integrates high flexural stiffness and extreme lightness. Lycra based stretchable 
fabric (Fig 1) normally used for sports clothing whose translucency varies accord-
ing to the degree of stretching is also used within some prototypes.  

d. Control System: Proximity sensors for sensing the distance of the occupant from the 
installation, Touch sensors for sensing the amount of pressure exerted upon a surface, 
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Tilt sensors for determining the x,y,z axis displacements. MIDI, Digital to Analogue 
and vice versa converters: connecting the sensor input channels and the actuator out-
put channels to and from the CPU. PCI cards, are programmed to receive the output 
signals (a long numeric string corresponding with the number of fluidic muscles, in-
dicating the status shift of each node: on/off) and communicate them to the In/Out 
board mentioned earlier (black box), hence controlling the airlock valves.  

e. Real-time Game-Design Software: Virtools Dev 3.0, software is used for develop-
ing an inherent connectivity between the sensed data and the expected behavior 
output from the prototype (by means of programming output rules for the system). 
The software is used as the main computation tool which receives inputs from the 
MIDI device (sensed data), processes data in accordance with the scripted behav-
iors programmed into it and sends output digital signals via PCI cards device, 
which are directly linked with actuating mechanisms. 
 

 
Fig. 1. Components used in the prototypes: Top left to right, Fluidic Muscles, Black Box, CPX 
controller, I Cube MIDI digitizer, and the bottom row showing left to right the Hylite panels, 
Lycra skins and the Neoprine envelope. 

3   Prototypes 

At Hyperbody, a series of prototypes to study the intricacies of research driven design 
of interactive architectures have been developed over the past six years. The first in 
the series called the NSA Muscle was specifically built for the NSA (Non Standard 
Architecture) exhibition in Centre Pompidou, Paris, in 2003 as a collaborative project 
between ONL, Hyperbody and Festo.  

3.1   The NSA Muscle 

The NSA Muscle is a pro-active inflated space, its surface populated with a mesh of 
72 pneumatic muscles, which were all addressed individually by means of regulating 
the amount of air pressure induced within them. The prototype is programmed to re-
spond to human visitors through its sensing, processing and actuating enhancements.  

Design principles: To communicate with the observers, the NSA Muscle has to 
transduce physical quantities into digital signals (sensors) and vice versa (actuators). 
People connect to the NSA Muscle by 24 sensors attached to reference points on the 
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structure. These input devices convert the behavior of the human players into data that 
acts as the parameters for changes in the physical shape of the active structure and the 
ambient soundscape. The input setup comprises eight sensor nodes (Fig 2) with three 
sensors each: motion (for sensing the presence of possible players from a distance of 
6 meters), proximity (for sensing the distance of the players to the NSA Muscle 
within a distance of 2 meters) and touch (for sensing the amount of pressure applied 
upon the surface). The analogue sensor input channels are converted to digital audio 
signals (MIDI) and transferred to the computer.  

The NSA Muscle is programmed to behave within predefined bandwidths of emo-
tional modes including jumping (excited), retracting (scared) and shivering (anger) 
which are attained via tactile variations of its external form (by changing the length of 
the tensile muscles) accompanied by the emission of pre-defined sounds of variable 
pitch. A three-dimensional visualization (Fig 2) of the Muscle rendered on a computer 
screen informs the people about the state of this being. The activity of the muscles is 
displayed in three colors in the model: red / inflating state, blue / deflating state, and 
gray / passive state, and in the internally used organizational 72 digit string. Images of 
practical architectural applications, using muscle technology, complement the graphi-
cal display. The real time model is actively viewed from multiple camera positions so 
as to feel the behavioral patterns at work. Viewed in combination with the physical 
model this graphical interface contributes to the public’s level of understanding.  

User evaluation: The Muscle NSA owing to its emotional modes, proved to be an 
attraction for many users. The jumping mode, apart from being activated when many 
people were interacting with it, was also programmed to activate when the sensing 
field could not track people around it. This was treated as a strategy to seek attention 
of the passers by and invite them to interact with the Muscle. Once attracted, the users 
could also sense the shivering mode (accompanied by a low pitch sound) followed by 
the retraction of the nodes of the Muscle (at a local level) with which people were 
interacting. This behavior engaged people in a game play between architectural space 
and their own emotional selves, thus aiding in changing the perception of architec-
tural space from a static object to a dynamic subject.  

 

Fig. 2. Left: Visitors interacting with the NSA Muscle sensor nodes at the Centre Pompidou, 
Paris, 2003, Right: The NSA Muscle’s real-time computational process being shown via a 
monitor at the NSA exhibition. The activity of the physical muscles is displayed in the digital 
world in real-time in three colors in the model: red / inflating state, blue / deflating state, and 
gray / passive state, and in the internally used organizational 72 digit string.  
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3.2   The Muscle Re-Configured 

The Muscle Re-Configured project was specifically aimed at materializing a real time 
responsive variant of the Muscle NSA project by ONL and HRG. The reconfiguration 
is realized by means of utilizing the same actuating components: pneumatic Festo 
fluidic muscles from the Muscle NSA project. However for the new installation, in-
stead of the soft volumetric alterations of the external form (as was materialized 
through the Muscle NSA project), an approach emphasizing internal spatial response 
is visualized.  

Design principles: In order to experiment with an interior space, the re-configured 
prototype was conceived as a 3D habitable Strip (Fig 3): a three dimensional section 
in space, programmed to respond to its occupants through its sensing (proximity and 
touch sensors), processing (graphical scripting for real-time output) and actuating 
(fluidic muscles) enhancements. The construct utilizes the properties of the Hylite 
panel’s being bendable and the fluidic muscle’s being able to produce compression 
power to interact upon each other, thus transforming the otherwise hard edged (visu-
ally) spatial strip into soft luxuriant variations. Each Hylite panel coupled with two 
fluidic muscles hence forms the basic unit of the strip. Subsequent panels are joined 
together to create a closed 3D loop, in the process creating a series of nodes (junctions 
where the panels join). These nodes, owing to the possession of actuation members, 
are linked in space in a highly interdependent manner, constantly exchanging infor-
mation (in terms of air pressure variations), yet, behaving as a collective whole to 
attain spatial reconfigurations. The collective whole as such constitutes the following: 
the responsive floor, ceiling and walls:  

The floor units (Fig 3) are strengthened by means of adding wedge shaped Styro-
foam sections underneath the inner surface of Hylite panels for seating and relaxation 
purposes. They also embed touch/pressure sensors (manual control) which, when 
pressed produce curvature changes by means of varying the amount of air pressure 
released to the fluidic muscles of the seats. The floor units also embody proximity 
sensors at their base, which, instantly after sensing the proximity of people trigger the 
seating units to a pre-programmed position, to create suggestive usability scenarios. 
The positioning/orientation of the panels constituting the ceiling unit’s (Fig 3) is di-
rectly related with their affordance (functional and psychological). The ceiling units 
behavior involves the creation of projection surfaces, generation of smooth curvilin-
ear soothing forms for relaxation purposes and for materializing openings in ceiling 
surface for allowing light to venture through. These behaviors are attained by means 
of utilizing the compression power of the corresponding sets of fluidic muscles at-
tached to the Hylite sheet units. The ceiling’s tactile variations specifically deal with 
the users input, specifically the touch sensor readings obtained from the seating units; 
The ceiling units directly above the seating units are bound together in a way that any 
curvature variation in the seating units shall have a corresponding curvature variation 
in the ceiling units. Pressure exerted on the touch sensors in the seating units, there-
fore creates a subsequent change in configuration of the ceiling units. The wall units 
(Fig 3) constitute the same generic Hylite panels, which are woven together to create 
a continuous surface with the ceiling elements. The same principle of compression 
strengths goes into materializing the wall, which, when actuated bends to create pro-
jection surfaces and higher seating surfaces (Figure 3). The actuation of the wall and 
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ceiling elements are also intrinsically linked up with the seating element actuations, 
hence weaving the entire construct into a cumulative whole. However there are also 
provisions in which, for experimental reasons, one can individually trigger the three 
entities. 

Fig. 3. The three spatial elements constituting the 3d loop of the Muscle Reconfigured; Floor 
unit’s construction and usability scenarios, Ceiling units (displaying controlled opening behav-
ior), Wall units bending to create projection surfaces. 

3.3   Emotive InteractiveWall  

The Emotive InteractiveWall (Fig 4) is composed of 7 separate wall pieces (herein 
referred to as nodes) that display real time behavior by swinging back and forth, dis-
playing patterns of light on its skin, and projecting localized sound.  

Design principles: The primary synchronous behavior of the InteractiveWall is 
movement. The nodes of the InteractiveWall will bend independently of neighboring 
nodes in response to the presence of a user. Although responsively independent, each 
InteractiveWall node synchronizes by constantly readjusting its position in order to 
align itself with the position of its nearest neighbors.  

Augmented modality of the InteractiveWall’s behavior is light.  The skin of each 
InteractiveWall is covered by a unique, irregular distribution of dynamically con-
trolled LEDs that form a highly reactive interface. The LED skins respond directly to 
user presence by glowing brighter when users are near, and dimmer as they move 
away. In addition to dimming, the LED skins pulse rapidly and slowly in relation to 
node position, having a tendency to flash together when the nodes are in sync.  

The third modality of the InteractiveWall is localized sound. Moments of synchro-
nicity are represented by calmer sounds, while asynchronous behavior results in more 
intense sound. The propagation of the sound from high to low intensity is varied 
throughout the InteractiveWall, thus each node is a member of a choir that sings a 
complex pattern of oscillating chords. Although similar, the physical movements of 
InteractiveWall, and the light and sound patterns change independently, reacting at 
varying rates. The synchronous behavior between the InteractiveWall nodes contrasts 
with the behavior produced by user presence, resulting in a series of complex wave 
patterns that propagate through the InteractiveWall structure as a whole.  
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User experience: The users interacting with the Emotive InteractiveWall experience 
the installation as an interactive system that exhibited emergent behavior and per-
formed like a living system. The wall worked as an independent system built on syn-
chronous behavior that is interrupted by the game-like response of multi-participant 
interaction. This layered system encourages the intended cycle of observation, explo-
ration, modification, and reciprocal change in the participant, reinforcing believability 
in the system, and providing a sense of agency to the user. 

 

 

Fig. 4. Top: The InteractiveWall at the Hannover Messe 2009 displaying real time behavior by 
swinging its body back and forth, displaying patterns of light on its skin, and projecting local-
ized sound. 

4   Conclusion 

An intuitive interaction, opinionated towards seamless information exchange is initi-
ated through the research experiments, hence transforming everyday utilitarian space 
into an entertaining, inter-activating responsive organism. The prototypes fuel the 
idea of developing pro-active spaces communicating and reconfiguring in real-time, 
while being sensitive towards their context. The successful accomplishment of the 
projects is also suggestive of the benefits yielded by a collaborative manner of work-
ing with varying fields of expertise and stresses upon further envisioning emotive 
architectural beings which understand and respond to its occupants. 

The aforementioned techniques of developing interdependent nodal networks, 
which double up as actuated details of interactive bodies, stress upon scripting local-
ized relations between constituent details, thus actualizing the performance of the 
built form as an emergent, communicative exchange between the network of compo-
nents. Information flow becomes a continual process in such real-time interactive 
prototypes, converting them into executable processing and reacting systemic entities. 
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Such architectural constructs eventually acquire the characteristics of living entities, 
sending and receiving information, processing this information locally, and producing 
optimal global output.  

The intrinsic design decision of enriching the nature of architectural detailing and 
establishing an inter-disciplinary work process has significant impact on the nature of 
architectural space and its structuring principles. Such design-informatics-based hy-
brid typologies can be seen as highly logical systems, which, while being entertaining 
due to its shear grandeur and kinetic abilities, pave the path for performative re-
sponses to contemporary contextual complexities.  These research experiments thus 
initiate an intuitive interaction, inclined towards seamless information exchange, 
transforming everyday utilitarian space into an inter-activating responsive experience.  
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Abstract. Creating believable agents with personality is a popular research area 
in game studies but academic research in this area usually focuses on one facet 
of personality - for example, only on moods or character traits. The present 
study proposes a motivational framework to predict goal-directed behaviour of 
virtual agents in a computer game and explores the opportunities of using 
personality inventories based on the same motivational framework to design 
virtual agents with personality. This article claims that motivation to reach a 
goal is influenced by psychological needs which are represented with an 
equation that determines the strength of a character’s motivational force. The 
framework represented by this study takes into account psychological needs and 
their interrelations for analyzing choices of virtual agents in a computer game.  

Keywords: Personality, motivations, virtual agents, behavioural architecture. 

1   Introduction 

Creating autonomous believable virtual agents is one of the primary concerns of game 
industry but today’s digital entertainment industry uses different approaches to estab-
lish virtual characters that behave the most believable way. Previous studies indicate 
that virtual agents are more believable if they have their own personalities, emotions, 
goals, and motivations; if they are perceptive of environmental changes; if they keep 
track of their own social interactions (memories); and if they are capable of reacting 
to player choices and actions throughout the game [1,2,3,4]. However, there is still no 
integrated or universally accepted model of personality that can be applied to virtual 
agents of a computer game. Academic research in this area usually focuses on one 
facet of personality - for example, only on emotions or character traits. In this regard, 
this article aims to analyze the goal-directed behaviors and personality aspects of 
virtual agents by using a motivational framework that takes into account 
psychological needs, emotional states, moods or feelings, general behavioral patterns 
and personality traits. Assuming that goal-directed behavior is triggered by the 
interaction between personal and environmental factors, the proposed motivational 
variables are derived from basic human needs. The needs investigated with this 
framework are psychological in nature, are not static entities but the result of both 
internal and external forces, and are concerned with mental and emotional states of a 
person. 
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2   A Need Framework for Virtual Agents  

It is easy to understand the appeal of life-like virtual agents, but there is a great 
diversity of approaches on creating believable characters or characters with 
personality. To analyze the psychology of virtual characters, Paiva et al. [5] and Prada 
et al. [6] used emotional states and corresponding action tendencies; Lankoski et al. 
[7] used the the physiology-sociology-psychology three-dimensional structure with 
special emphasis on the protagonist of a story; Prada and Paiva [8] used the Five 
Factor Model of personality by focusing on extraversion and aggreeableness 
dimensions; Mosher & Magerko [9] used the Five-Factor Model of personality to 
define personality templates; Tychsen et al. [10] used the Personal Attributes 
Questionnaire - PAQ [11] to examine the relationship between players and characters; 
Rizzo [12] analyzed believability of virtual characters from an emotional state 
perspective; Ravaja et al. [13] examined emotional response patterns and sense of 
presence with the help of mood states and the impulsive sensation seeking dimension 
of Zuckerman-Kuhlman Personality Questionnaire - ZKPQ [14]; Kshirsagar and 
Thalmann [15] and Romano and Wong [16] used the OCC Model of Emotions [17] to 
represent the personality of social characters;  and  other researchers attempted 
different combinations of emotions, personality traits, moods, beliefs, and desires 
[18,19,20,21]. This article does not claim that these studies are irrelevant with the 
psychology of virtual agents; however, because each one of them focuses on different 
personality aspects the proposed models are not compatible with eachother. 

The proposed personality model of this article is based on the needs framework of 
Murray [22], which defines psychological needs by matching them with actions and 
feelings, appropriate desires and effects, emotions, personality traits, actones (motones 
and verbones), different forms of need activity (intravertive, subjectified, semi-
objectified, egocentric, infravertive, etc.), pathology, social forms and common relation-
ships with other needs such as fusions, conflicts, and subsidiations. Although several 
classifications of needs exist in literature, this study regards each need as an individual 
variable of personality and uses twenty-seven needs of Murray’s study: Acquisition 
(nAcq), Construction (nCons), Order (nOrd), Retention (nRet), Aggression (nAgg), 
Blamavoidance (nBlam), Counteraction (nCnt), Defendance (nDfd), Deference (nDef), 
Dominance (nDom), Abasement (nAba), Affiliation (nAff), Nurturance (nNur), Rejec-
tion (nRej), Succorance (nSuc), Achievement (nAch), Autonomy (nAuto), Harmavoid-
ance (nHarm), Infavoidance (nInf), Recognition (nRec), Exhibition (nExh), Cognizance 
(nCog), Exposition (nExp), Understanding (nUnd), Play (nPlay), Sentience (nSen), Sex 
(nSex).  

A recent study focused on matching twenty-seven needs of this framework to 
common gaming situations in computer role-playing games (CRPGs) [23]. Variables 
defined by major motivational studies in literature [24,25,26] are also matched by this 
study to corresponding psychological needs and/or components of goal-directed be-
haviour. In an attempt to take this study one step further and to identify the common 
interaction patterns between these individual needs, Bostan and Kaplancali [27] ap-
plied the same motivational framework to another computer game, analyzed psycho-
logical needs by defining the driving game mechanics behind them and identified 
common fusions of needs in the selected computer game (nAgg & nHarm, nRet & n 
Acq, nAcq & nDom, nCog & nDom). The same authors also analyzed user-created 
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content (mods) of a popular computer game within the same motivational framework 
in terms of the needs they satisfy [28]. It is shown that, although the restrictions im-
posed by the game mechanics significantly reduce the number of player needs satis-
fied by a game and trap the player within the common motivational cycle of Achieve-
ment, Aggression, Harmavoidance, and Acquisition [27], but game mods created by 
users attempt to compensate for this by satisfying the needs of Sentience, Exhibition, 
Recognition, Sex, Play and Affiliation [28]. 

3   Predicting Virtual Agent Behaviour 

Goal-directed behavior is made up of the interactions occurring between individuals 
and their environments that triggers actions and virtual character's computational 
processes are driven by their goals and preferences. There are situational and personal 
factors that influence the motivation to reach a goal. This article does not aim to iden-
tify all of the personal determinants of human behaviour and focuses only on personal 
factors. It is concerned with the possibility of using motives of a virtual agent to 
predict the likelihood of their behaviours. In this regard, for each gaming situation 
(GS), one or more needs will be dominant, which will be referred as Primary Needs 
(PN). Because some needs are in the service of others, whereas some others are 
opposing it, fusions of needs will be described with Secondary Needs (SN) and 
conflicting needs will be described with Opposing Needs (ON). For any gaming 
situation, the strength (Mf) of the motivational force of a behavior (B) is represented 
as Mf (B/GS) in Eq. 1. The strength of the motivational force is dependent on the 
personal factors (PN,SN,ON) that represent the personality of a virtual agent.  
 

Mf (B/GS)= ∑ PN + ∑ SN - ∑ ON    (1) 
 
The variables of Eq. 1 should be better understood with a concrete gaming example 
but first we need character profiles that compose of psychological needs. If rapid 
prototyping techniques can be used to create virtual agents, cost and production time 
reduction will be a major advantage. In this regard, although it is possible to use the 
original study of Murray, there are personality inventories in literature (Personality 
Research Form: PRF, Edwards Personality Preference Schedule: EPPS and Adjective 
Check List: ACL) that are based on psychological needs. For example, to broaden the 
scope of information about the nature of needs, Jackson’s Personality Research Form 
[29] presents different correlates. Using these correlations, it is possible to build a 
quick character profile according to vocations, such as architect, chemist, and 
pharmacist; interpersonal behaviors, such as generosity, leadership, and objectivity; 
human values, such as aesthetic, economic, and religious; personality aspects, such as 
anxiety, responsibility, and innovation; vocational interests, such as medical security, 
business, and sales; or character traits, such as ambition, extraversion, and 
trustfulness. For example, it is possible to come up with a quick profile for a male 
dominant leader (A) or a character of trustfulness (B). According to Jackson’s 
Personality Research Form, virtual agent A is characterized by high Dominance and 
Exhibition, and and low Sentience and Understanding. Similarly, virtual agent B is  
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characterized by high Abasement, Affiliation, Nurturance, and Succorance and low 
Aggression, Autonomy, and Defendance. Sample profiles of these characters derived 
from [29] are given blow: 

 
Table 1. Sample Character Profiles 
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A -12 12 15 10 -09 19 17 51 35 -02 02 10 -05 -31 14 19 -25 

B 30 -13 31 -44 -27 05 -43 -16 -09 21 31 -08 17 -06 -06 29 -14 

 
Assume that virtual agent A is the dominant military leader who faces a hostage 

situation, where a group of armed people took a number of hostages in a primary 
school. Not giving in to the demands of the villainous group, he orders the squad 
leader (virtual agent B) to raid the school and to eliminate any threats inside. When 
virtual agent B expresses his reluctance by stating that little children may get harmed 
in the way and one of the children is a friend’s son, but virtual agent A threats virtual 
agent B with his career for disobedience to a direct command. In this gaming situa-
tion, A is using “autocratic power”, a fusion of Dominance and Aggression, whereas 
B is driven by his need to protect children (Nurturance), especially his friend’s son 
(Affiliation), but his career (Achievement) is in danger if he disobeys the command. 
For this GS, it is possible to define different primary and secondary needs for differ-
ent situations, but we assume that the primary need of A is Dominance whereas Ag-
gression is a secondary need and Nurturance is an opposing need. For virtual agent B, 
the PN is Nurturance, the SN is Affiliation and the ON is Achievement. Achievement 
is the opposing need of virtual agent B for this GS, but this character has a negative 
need for achievement which means that he does not care too much about his career. 
Thus, even if it is included in the equation as an ON, Achievement will behave like a 
SN for this GS. The motivational forces of each virtual agent are calculated below:  

 
MfA (B/GS)= ∑ PN + ∑ SN - ∑ ON=51+10-2=59 
MfB (B/GS)= ∑ PN + ∑ SN - ∑ ON=31+31-(-13)=75 
 

The motivational forces of two virtual agents are opposing with each other but B’s 
motivational force is stronger than A’s. Thus, it is likely that B will disobey the com-
mand since the strength of the autocratic power employed by A is weaker than the 
combined motivational force of his psychological needs. But the important question is 
whether the secondary needs or the opposing needs are as important as the primary 
need. If the primary need is the dominant need for a psychological situation, the con-
tributions of fusions and conflicts may be less influential on the total motivational 
force. A solution to this problem is to define the strength of the fusion or conflict, 
which will be represented with a multiplier of γ. Thus, for any gaming situation, the 
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strength of the motivational force (Mf) of a behavior (B) will now be represented as 
Mf (B/GS) in Eq. 2.  

 
Mf (B/GS)= ∑ PN + ∑ γSN.SN - ∑ γON.ON   (2) 

 
Assuming that the γ values have a default value of 0.5, the motivatonal forces of the 
two virtual agents for the GS in question are calculated again. Now B’s motivational 
force is weaker than A’s, which indicates an inclination towards obeying the order of 
virtual agent A. 

 
MfA (B/GS)= ∑ PN + ∑ γSN.SN - ∑ γON.ON= 51+(0.5*10)-(0.5*2)=55 
MfB (B/GS)= ∑ PN + ∑ γSN.SN - ∑ γON.ON=31+(0.5*31)-(0.5*-13)=53 
 
The probability of the occurrence of a behavior can easily be calculated with the 

introduction of a random variable that represents the uncertainty in human behavior. 
Similar techniques can be found in table-top role playing games. For example, devel-
oped by Wizards of the Coast (formerly TSR), Advanced Dungeons and Dragons or 
AD&D is a game of imagination, as well as a game of tactics and strategy, which has 
set the standard for role-playing for more than 30 years. The accumulated knowledge 
of table-top role playing games has also influenced the design of popular CRPGs 
which use rules or game mechanics based on their pen-and-paper equivalents. Indeed, 
the majority of the most successful computer role playing games (CRPGs) such as 
Baldur’s Gate series1, Neverwinter Nights series2, Planescape Torment3, Icewind 
Dale series4, Knights of the Old Republic series5 and Fallout6 series, use AD&D sys-
tem or its variants. Understanding table-top role playing games and the mechanisms 
behind them can be useful in enhancing the quality of virtual agents. In this regard, 
these games have also drawn the attention of the researchers from the field of com-
puter game studies [30,31,32]. These games represent randomness with dice rolls, for 
example 1d20 for a dice roll between 1 and 20. Thus, the modified version of Eq.2 
with the addition of a random variable (R) is given below:  

 
Mf (B/GS)= R + ∑ PN + ∑ γSN.SN - ∑ γON.ON   (3) 

 
For example, assuming that the R value will have a 1%-20% contribution to 

motivational force, if virtual agent A rolls a 10 on a 1d20 roll, the probability of the 
occurrence of a behavior can be calculated for virtual agent B. MfA totals up to 65, 
and virtual agent B has to roll a 13 or better to oppose virtual agent B. So, there is 
only a 40% chance for virtual agent B to oppose the dominant leader’s decision.  

                                                           
1 Baldur’s Gate (1998), Baldur’s Gate II: Shadows of Amn (2000), both developed by Bioware.  
2 Neverwinter Nights (2002) developed by Bioware, Neverwinter Nights II (2006) developed 

by Obsidian Entertainment. 
3 Planescape Torment (1999) developed by Black Isle Studios. 
4 Icewind Dale (2000), Icewind Dale II (2002), both developed by Black Isle Studios.  
5 Knights of the Old Republic (2003) developed by Bioware, Knights of the Old Republic II: 

Sith Lords (2005) developed by Obsidian Entertainment.  
6 Fallout (1997), Fallout 2 (1998), both developed by Black Isle Studios, Fallout 3 (2008) de-

veloped by Bethesda Game Studios.  
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4   Conclusion 

This study proposes a motivational framework for analyzing virtual agent behaviour 
in computer games; defines an equation to predict the likelihood of the occurence of a 
behavior in different gaming situations; and utilizes personality inventories to rapidly 
design characters with personality. This article is unique in that the proposed 
motivational framework does not focus on static facets of personality but takes into 
account psychological needs and interactions between these needs. For each need, 
using the original study of Murray [22], it is possible to make connections with 
emotions, feelings, desires, general behavioral patterns, and personality traits. 
Combining psychological variables/findings of other studies on psychological needs, 
such as the Jackson’s Personality Research Form [29], this study provides an 
extensive knowledge base for character design and rapid prototyping of virtual agents.  

This article does not claim to have identified all the factors that affect human be-
haviour, but it does try to address how the proposed psychological needs should fa-
cilitate the prediction of virtual agent behaviour in computer games. The next chal-
lenge is to integrate situational factors such as goal valence and user expectancy into 
the proposed equations but the biggest challenge in developing this framework is to 
relate these needs with trait models of personality in literature, such as the Big Five 
Personality Traits. Relating the proposed needs with other personality aspects, such as 
emotions which have drawn the attention of AI researchers [33,34], and coordinating 
them with lower level sets of actions will provide a unified model of personality. The 
proposed need framework provides a solid foundation for future research in computer 
games by providing methods for designing virtual agents and assessing the motiva-
tional aspects of non-player characters. If the behavioural equation and the character 
profiles can be validated by future empirical studies, the framework defined in this 
study should significantly improve our understanding of virtual agent behaviour in 
computer games.   
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Abstract. Computer games and serious geographic information systems

(GIS) share many requirements with regard to storage, exchange, and

visualization of geographic data. Furthermore, there is a demand for

high-fidelity photo-realistic and non-photo-realistic visualization. This

poses at least two questions: Is there a single data format standard

suitable for serious GIS-based applications and computer games that

supports state-of-the-art visual quality? How can computer games and

serious applications benefit from each other, especially platform-wise? In

this paper we will investigate both questions by taking a closer look at the

CityGML standard in comparison to COLLADA and we will report on

our findings in integrating CityGML with mainstream game technology.

The main contribution of this paper to the field is a suggested way of inte-

grating an important features of CityGML and Collada for high-quality

visualization, i.e. programmable shader effects, and demonstrating the

feasibility of employing a game console as a cheap and widely avail-

able device for geodata visualization and possibly other geodata-centric

applications.

1 Introduction

Currently, even in areas of mainstream information technology the terms Serious
Games and Serious Gaming seem to be ubiquitous, albeit often used in a some-
what general manner. Even so, this development shows that the industry and
the scientific community alike have come to recognize the benefits of employing
game technology for other purposes. Besides research and applications directly
targeted at exploiting the motivational and educational aspects of games, the
scientific community values the comparatively cheap and powerful platform for
mainstream hardware provided by game technology and the industry clearly ap-
preciates the cost benefits, especially in areas where dedicated high-performance
solutions are/were predominant, e.g. in military simulation. While there is an
ongoing discussion among practitioners and theorists if the term Serious Games
really applies to the general usage of game technology for non-entertainment ap-
plications that have no or very limited game-like appeal, this question is only of
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limited importance for the scope of this paper and therefore we will not directly
address it. For reference, we point to the taxonomy of Serious Games by Sawyer
[1]1. In our opinion the “seriousness” and/or “gameiness” of any game or appli-
cation very much depends on the context and intention of usage and perception
of the user.

Games as applications tend to quickly follow and adapt developments from
other areas, e.g. trends like user-generated content or the interest in geographic
information systems (GIS), sparked by applications such as Google Earth2 or
Microsoft’s Virtual Earth3. As game technology is of rising relevance to many
other areas of information technology, it is equally important to investigate how
both sides can benefit most from each other and what standards and techniques
are available or needed. In this paper we will concentrate on the area of GIS-
based applications. Serious GIS-based applications and games both have a high
demand for direct geodata, i.e. geodata resulting from measurements and suit-
able post-processing, and indirect geodata, i.e. geodata that is the result of a
modeling process that might or might not have any relations to the real world.
Although, in serious applications most often direct data is dominant and in
games indirect data is prevailing, it is often the case, that games also include
direct data, e.g. in sport, racing, or simulation games, and that serious applica-
tions make use of indirect data, e.g. Google Earth. Therefore, it is consequential
to take a closer look at the requirements of both applications and discuss the
standards and techniques currently used or proposed. For the scope of this pa-
per we will focus on discussing the possibilities, standards, and techniques of
using direct geodata for games and applications based on game technology and
show how to easily integrate the foundation for state-of-the-art rendering, i.e.
so-called “shader effects”, with CityGML as a geodata standard. Furthermore,
our prototype also runs on the Xbox 360, a so-called “next-gen” gaming console
with a large user-base.

The rest of this paper is organized as follows. In section 2 we present some
related works. In section 3 we discuss essential features of two important stan-
dards for geodata, i.e. CityGML and Collada, with regard to the requirements
of applications concerned with high fidelity visualization. In the same section we
suggest a small but important extension for CityGML in order to remedy one
of the major shortcomings we discovered in our experiments. A prototype we
created based on the XNA framework is presented in section 4. In section 5 we
summarize and reflect our findings and conclude the paper by outlining open
questions and future research directions.

2 Related Work

Already in 2002, Rhyne [2] argues that scientists today had much to learn from
the computer games industry regarding computer graphics, visualization, and
1 Conference presentation available online at www.seriousgames.org
2 earth.google.de
3 www.microsoft.com/virtualearth

www.seriousgames.org
earth.google.de
www.microsoft.com/virtualearth
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interfaces. In Rhyne’s opinion, scientific visualization applications could benefit
from computer game technology, as most computer games are optimized for
commodity hardware. She also states some drawbacks in using game engines with
respect to data accuracy and reliability. Since 2002 computer games have surely
continued to push the state-of-the-art in computer graphics and additionaly
we think that many scientific applications could also benefit from many of the
interaction metaphors used in computer games, although this is not the focus
in this paper. Nearly all computer games with a rich graphical world rely on so-
called shader effects, which are “short” programs most often written in a special
C-like language. We show in this paper how to include such programs, which are
essential for high-quality real-time graphics today, into semantically rich data
standards for geographic data.

Herwig and Paar [3] discuss the suitability of game engines for landscape vi-
sualization and planning. They present different usage scenarios and analyze the
requirements of landscape architects concerning supporting tools and to what
extend game engines can solve these problems. Fritsch and Kada [4] discuss in-
door as well as outdoor visualization of geodata based on different game engines.
They also compare the benefits of game engines in contrast to other software
libraries and present concepts for integrating them with other tool for purposes
like computer aided facility management. They conclude, that the conversion
process of geodata into the data format of a game engine was one of the major
obstacles for such applications. Both the works of Herwig and Paar and of Fritsch
and Kada clearly demonstrate the suitability of computer game technology for
general visualization and especially for geodata visualization applications. How-
ever, while theirs and some similar works deal with some of the fundamentals,
they do not concern themselves with integrating essential features directly at
the data format level, nor do they include game consoles as a platform.

Zeile et al. [5] present a case study of creating and visualizing a virtual 3d
city model of Bamberg. Their report clearly demonstrates the complexity of
integrating the huge number of different data sources. They also state that
“aesthetic ambitions” and “degree of detailing” had been important criterions.
This supports our assumption of a demand for high-quality real-time graphics in
this application area, which is the domain of computer games employing shader
programs.

Döllner et al. report in [6] and [7] on the backgrounds of their LandXplorer sys-
tem and their usage of CityGML. In the presented general system architecture,
game engines and our work would fit in well as “3D City Model Presentation
Systems” component.

Kibria et al. discuss in [8] the requirements of virtual environments based on
geodata. They suggest, that visual fidelity and - more general - realistic surface
materials were very important for the users of such environments, which might
require the additions to geodata standards we discuss in sections 3 and 4 of this
paper.
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3 Geodata Standards

In recent years, the demand for three dimensional city models has increased
considerably. More and more data of cities, regions, and states is captured and
evaluated. Based on this data, three dimensional city models are created and
procured. Out of this development process many standards for geodata storage,
exchange, and visualization have evolved. Some standards such as the Geogra-
phy Markup Language [9] [10], Keyhole Markup Language [11], digital ground
models (DGM), or ESRI Shapefiles [12] focus on the exchange of geometric data
with geographic references. Other standards like X3D [13] or Collaborative De-
sign Activity (COLLADA) [14] have been developed for the exchange of generic
3d scenery. In addition to topological and geometrical data, city models include a
semantic model. The common data exchange standards like GML, X3D or COL-
LADA do not feature this. The comparatively new format CityGML [15] targets
the problem by unifying geometric data and semantics into one data exchange
format. Therefore, CityGML provides a decent format for the efficient and loss-
less data exchange within geodata content pipelines and is increasingly used by
(German) land surveying offices. The use of the CityGML format enables a high
degree of semantic and syntactic interoperability between applications. However,
while CityGML models might include very rich semantic information, it is not
clear if CityGML provides sufficient support for applications with high demands
for photo-realistic visualization. The following paragraphs analyze the format re-
garding this aspect of CityGML, i.e. as a basis for applications generating high
fidelity visualization.

3.1 CityGML

The Open Geospatial Consortium Inc. (OGC) has adopted CityGML 1.0.0, the
open data model developed for the storage and exchange of virtual 3d city mod-
els, as an official standard. It is implemented as an Geography Markup Language
(GML) application schema and uses only a subset of the complex GML profile.
Unlike formats such as X3D or COLLADA, CityGML does not only represent
the graphical appearance of city models but allows the modeling and repre-
sentation of the semantic and thematic properties, respectively, i.e. taxonomies
and aggregations of digital ground models, buildings, vegetation, water bodies,
transportation facilities, and city furniture. The integration of geometric and
thematic data into one format allows to utilize 3d city models for more use cases
aside from pure visualization. The CityGML model distinguishes between four
different level-of-details, from a simple block model (derived by extruding ground
planes), up to architectural building models (out- and indoor).

3.2 Extending CityGML

As mentioned before, serious GIS-based applications and games both have a high
demand for direct geodata. CityGML, the 3d city model exchange format, could
be the data source for direct geodata for visualization purposes. The following
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paragraph compares the geodata exchange format to the general and widely used
3d scenery exchange format COLLADA regarding its applicability to visualiza-
tion purposes. On closer inspection, the CityGML data model can be divided
into three different types of data: geometrical and thematical information and
data concerning the appearance of objects.

CityGML’s geometric model is derived from GML and mainly uses the basic
type “polygon”, which can be combined to complex surfaces. A thematic fea-
ture type, e.g. roof or door, can be assigned to each surface type. The modeling
approach follows the boundary representation concept [16]. COLLADA’s geo-
metric modeling approach also follows the boundary representation concept but
additionally supports polygonal meshes and modeling techniques closely related
to modern graphic hardware programming interfaces.

Fig. 1. Prototypical textures derived from the thematical model

The thematical model is a unique feature in CityGML. COLLADA and other
formats for the exchange of general 3d scenery do not feature this. They exclu-
sively offer the modeling of geometrical data and surface properties, i.e. textures,
materials, and (hardware) shader programs. Applications focusing on visualiza-
tion have no direct need for the thematical model. Nevertheless, if thematical
data is available, it can be used to enrich the presentation in case the appear-
ance model, i.e. surface data, is missing or incomplete. Colors or prototypical
textures could be derived by feature type (figure 1), e.g. prototypical textures
for land use and roads, or coloration of roof and wall feature types. Instead of
using photo-realistic rendering, non photo-realistic rendering techniques [17] can
also be applied.

An area of concern regarding CityGML is the appearance model. Compared to
general 3d scenery exchange formats, CityGML’s appearance model just allows
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minimal modeling of presentation parameters. The current CityGML version
only supports three different types of texture mapping and a very basic lighting
and material model. COLLADA for example allows the definition of complex
materials including shader programs or shader fragments using its COLLADA
FX extension. For high-fidelity photo-realistic visualizations the use of shading
techniques like bump or normal mapping are common. The limitation can be
solved by combining COLLADA FX and CityGML using CityGML’s application
domain extension (ADE) functionality. The COLLADA FX material library can
be embedded into a CityGML document. A new appearance type derived from
the original appearance type can reference the COLLADA FX material. This
extension allows backwards compatibility to existing geodata infrastructures on
the one hand, and allows the definition and lossless exchange of complex material
definitions on the other hand.

The implementation details of a CityGML ADE for ColladaFX are quite
straight forward (albeit tedious because of the lengthy ColladaFX specification).
Basically, the respective ColladaFX schema definitions will have to be imported
into a common schema definition file. Assuming such a common schema def-
inition, Collada materials based on shaders effects could be used by defining
a special CityGML surface type.This surface type could then be assigned to
CityGML features that shall be rendered with shader effects.

4 Geodata Visualization on the Xbox 360

We created a sample implementation for the visualization of CityGML models
using the Microsoft XNA framework. The XNA framework is widely used by
hobbyists and even an increasing number of professionals to create games for the
PC but also for the Xbox 360 gaming console. Furthermore, it is more and more
used as a managed graphics API for generic applications, including scientific
visualization and other serious applications. On important feature of the XNA
framework is the so-called “Content Pipeline”, which provides a clean interface
and workflow for using all kinds of assets, i.e. 3d models, textures, sounds, and
more.

We extended the XNA Content Pipeline4 to enable the easy import and con-
version of CityGML files. XNA content importers and processors for CityGML
have been implemented. The importer loads the CityGML file, validates it
against the schema specification and transforms it into a more general XML
DOM representation. The processor transforms the CityGML model into an op-
timized format for the XNA graphics interface and performs important steps, like
tesselating polygonal data to primitives stored in vertex and index buffers, gen-
erating texture coordinates if needed, creating/loading shader effects for lighting
and texturing, and partitioning the data using common data structures like quad
trees. The resulting data can be read and used by any XNA application. Inter-
nally, the CityGML processor is divided into several sub-processors for specific
categories of CityGML objects, e.g. buildings, water, or relief features.
4 msdn.microsoft.com/en-us/xna/default.aspx

msdn.microsoft.com/en-us/xna/default.aspx
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//select all top level featuretypes via xpath

XmlNodeList featureTypeNodes =

xmlDOM.SelectNodes("CityModel/cityObjectMember");

foreach(XmlNode xmlNode in featureTypeNodes)

{

//Create processor via factory pattern

CityObjectProcessor processor =

CityObjectProcessorFactory.MakeProcessor(xmlNode);

//set processing content node to current featuretype

processingContext.Node = xmlNode.LastChild;

//start processing

processor.Process(processingContext);

}

Fig. 2. XNA CityGML Processor

A factory pattern is used to create the matching processor directly from the
XML DOM representation using XPATH queries for retrieving top level features
(figure 2).

5 Discussion and Future Work

Because our sample utilizes the XNA Content Pipeline, it runs not only on the
PC platform but also enables the use of CityGML based applications on the
XBox360 platform.

Compared to common 3d scenery exchange formats, CityGML is not de-
signed for high fidelity visualization applications due its rudimentary presenta-
tion model. The integration of COLLADA FX into CityGML as an application
domain extension solves this issue and combines the advantages of both stan-
dards. The introduced XNA integration verifies on the one hand that CityGML
data can easily be transformed to a real-time rendering friendly format using the
XNA Content Pipeline and on the other hand that mainstream game technol-
ogy is well suited as basis for serious GIS applications. There are many possible
directions for future work. The questions remains, how to utilize the (theoreti-
cally) rich semantic information for entertainment applications, e.g. by enriching
the game play based on the semantics of objects/areas in the world. Further-
more, it could be useful to integrate additional features from the COLLADA
side, like COLLADA objects or physics. We would also like investigate further
about the acceptance/demand and feasibility of serious GIS-based applications
on the Xbox360 and other game platforms.
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Abstract. Breathing is the most basic requirement for having good health. 
However, unhealthy breathing like overbreathing and hyperventilation will 
happened easily without any awareness. We propose an experimental breathing 
movement exercise system - Virtual Blowgun System (VBS), offering an easy 
way of breathing exercise, for people of different physical strength, without 
space and safety limitations. 

Keywords: breathing movement exercise, view-dependent virtual reality, ver-
satile training field, blowgun interface. 

1   Introduction 

Breathing is the most basic requirement for having good health. However, unhealthy 
breathing like overbreathing and hyperventilation will happened easily without any 
awareness. It upsets the basic rhythm of life and the body works less effectively by 
causing blocked nose, insomnia, snoring, sleep apnea, panic, anxiety and depression. 
[1] Furthermore, unhealthy breathing may also cause much more serious diseases, 
such as allergies, asthma, COPD and emphysema. 

There are several breathing methods, such as Buteyko or Pranayama [2], proved to 
be effective in the treatment of diseases in breath, or in breathing enhancement. 

In Japan, a more popular breathing method called "abdominal breathing method" is 
easy to practice, especially through playing a traditional Japanese sports game, sports 
blowgun. Through playing this game in a proper way, breathing can be well con-
trolled and exercised. [9] 

However, sports blowgun requires wide space and strict safety care. Children, eld-
erly people, or people with disabilities can hardly playing this game, and will not able 
to compete with ordinary mature adults. 
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We propose an experimental breathing movement exercise system - Virtual Blow-
gun System (VBS). The aim of VBS project is to offer an easy way of breathing 
exercise, for people of different physical strength, without space, safety or other 
limitations. 

VBS will offer a highly simulated physical and visual experiment as playing the 
real blowgun sports. Users will also enjoy their exercises with game contents de-
signed for breathing exercise. 

2   Relevant Study 

Wijnand’s research [3] shows the importance of virtual environment on helping boost 
motivation for users training at home. 

Virku[4] makes it possible for users to control the avatar in the game by using the 
exercise bicycle. Game contents are used to help keeping motivation of training. 

Tsuji’s research [5] on sports skill training focuses on the controlling of the move-
ment of users’ body parts. 

Masuko’s research [6] reflects heart rate on exercise game, which provides an eas-
ier way of designing applications, through which both user’s motivation and exercise 
efficiency can be proved. 

These systems are able to help user training at home, using virtual reality. How-
ever, we found out that the interactive is quite simple. Visually, users can hardly ac-
quire immersive feelings, which will attenuate their motivation of training. 

There are devices designed for breathing exercise or long-term medical treatment 
[7], but there are no interaction, no competition when using these devices. Without 
these elements, almost all users will feel tired and boring and lack of motivation in a 
couple of hours after using these devices. 

Through our research, we found out that it is important and necessary, to enable 
virtual reality in creating training system, in order to provide interaction and challenge 
of archieving goals, which provides motivation of exercising. 

3   System Concept and Design 

VBS consists with 3 parts: blowgun device, displays and USB camera. A PC is also 
required for data processing and 3D scene generation. 

We use large-scale design, for using in exhibitions and public facilities, which re-
quires 2 projectors for front projection, and another projector for floor projection. 
System setup plan is shown on Fig. 1.  

The system can also be used at home or office, by simply connect the blowgun de-
vice to the PC through USB interface. With a USB camera connected, users can also 
enjoy breathing exercises, sitting or standing in front of a personal computer, by play-
ing game contents for breathing exercises. 
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Fig. 1. Floor plan of VBS 

Fig. 2 shows the specific structure and dataflow of VBS, which consisted with 
three parts: virtual blowgun device, USB camera for View-dependent Virtual Reality 
and PC application. 

 

 

Fig. 2. System structure of VBS 
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3.1   Virtual Blowgun Device 

The pipe-like device is the main input device of our system. We use a aluminum pipe 
(length of 1200mm for training field and exhibition use, 500mm for home use, width 
of φ15mm) as the body of the device. 

On one side of the pipe, sensor module and pressure controller are installed. And 
on the other side of the pipe is replaceable mouth piece, through which user blow air 
into the device. 

 

Fig. 3. VBS device structure 

Fig. 3 shows the design of the key part: the sensor module and pressure controller 
of the VBS device. Currently we are still working on the prototype of the device, so 
all parts of the device have not been combined into one board yet. We have a PIC 
controller for data processing, and an IR distance sensor, a magnetic sensor, an accel-
eration sensor and a pressure sensor installed on the pipe. 

A pressure controller is also designed, for measuring and controlling of the pres-
sure inside the pipe. 

3.2   USB Camera 

USB Camera is designed to be set upon the center of the display. Manual calibration 
(inclination angle, position) is required to make sure user’s face is in the center of the 
image camera captures. 

The image taken by the camera is used for the generation of view-dependent vir-
tual reality. Details will be explained in Section 4.1. 

3.3   PC Application and Displays 

PC application we created does the following works: 

• Processes all the data retrieved from all sensors through serial ports. 
• Graphical representation of 3D scene using OpenGL. 
• Face detection and tracking using OpenCV. 
• Audio effects using OpenAL. 
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The virtual scene we built is based on the image of European old town. We sup-
pose the training is on the grass outdoor. The front and ground projectors working 
seamlessly, offer users a half-surrounded 3 dimensional VR exercise environment. 

3.4   Concept and Rules 

The user is asked to hold the VBS device and try his/her best to aim the center of the 
target and blow into the device. 

When the pressure inside the device touches the trigger point, a virtual bullet will 
be generated and shown on the screen, which has the same physical behavior as the 
real bullets do. This will be explained in Section 4.2. The application will detect the 
collision of the bullet and the target, calculate the point user get. 

We designed the VBS system as a virtual training field now, which uses big-size 
screens. However, the system can also be used for home or office, by simply connect 
the VBS device (USB) and USB camera to PC. 

4   Visual Simulation 

4.1   View-Dependent Virtual Reality Using Face Tracking 

We propose a simple way of increasing the quality of virtual environment visually, 
using face tracking technologies, which requires no markers or devices binding on 
user’s body. Only a USB camera, set on the top of the display device, and appropriate 
lightening are required. 

We are currently using faceAPI from seeingmachines[8] for 3D face tracking. Both 
face’s position and orientation is tracked real time, in order to measure raw gaze line. 

Through our research we found out that instead of moving eyeball, user prefers 
move head when he is trying to gaze on something during exercise. So we just simply 
assume that there is no eyeball movement and the normal vector of user’s face can be 
considered as user’s gaze line. 

 

Fig. 4. Synchronize of user’s face and virtual camera, and gaze line-base object selection 

We suppose user’s initial view point is to the center of the display, and user’s face 
is also in the center of the image captured by the camera. When user’s head moves, 
the virtual camera in the application will also moves, synchronized with user’s gaze 
line. (Fig. 4) 
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Not only the VR camera’s position, but also the position the camera focuses on 
will be changed. Consider the target is on the center of the screen, when user is trying 
to aim, or focus his sight on the target, he/she will probably move his/her face above 
the center point. When user moves his/her face away from center, he/she is probably 
trying to see something behind the target or something far away. 

We consider the effect of visual psychophysics, by using deformation, zoom-in, 
blurring, etc, to enhance user’s visual experience. 

User’s gaze line is supposed as a beam, shot into the virtual scene generated by the 
application, and hits the object in the scene. The gaze line can be used in several ways: 

─ The angle between the gaze line and the object’s front plane normal can be cal-
culated so we can create deformation on objects in the VR scene, raise the qual-
ity of immersive feelings. [10] 

─ When user gazing at an object for a period of time, trying to focusing on some-
thing (take aim at something for example), objects irrelevant to this action will 
be blurred.  

4.2   Physical Simulation of Blowgun Bullet 

We integrate the virtual training space into real world. One unit in the virtual space is 
set as 1/1000 meter. As shown in Fig.5, in real world, distance from user to screen is 
3 meters, in virtual space distance from screen to target is 7 meters. Height of target 
will be set the same as user’s height, so different people at different height will not 
feel uncomfortable when using the system. 

 

 

Fig. 5. Integration of virtual world with real world 
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We have built a physical model, which can simulate the movement of the bullet, 
considering the effect of the gravitation and the resistance forces. 

The simulation depends on two parameters: the initial velocity vector and the ini-
tial XYZ position of the bullet.  

Initial velocity vector can be acquired from sensor module. The 3-axis magnetic 
sensor for YAW-angle, and the 3-axis acceleration sensor for PITCH-angle. 

Concerning magnetic field changes due to location or the interference of electronic 
and magnetic devices like PC, magnetic sensor needs to be initialized, by simply point 
the VBS device vertically to the display. We also need to know the scalar initial speed 
of the bullet, which we set to 50m/s. This value will be associated with the inner pres-
sure of the device in our future work. 

Initial XYZ position of the bullet is considered to be at the same position of user’s 
face. 

The application will check the collision between the bullet and the target, and will 
be marked clearly to tell user whether the bullet is hit the target or not. 

5   Future Works 

Our research will be continued and focused on the following two major themes: 

1. Method of creating highly simulated versatile training field, which can also be 
easily setup at home or office with rare limitations. 

2. The application of view-dependent virtual reality with face tracking technologies in 
versatile training fields. 

Currently, the design of the VBS device is still in experimental stage. The follow-
ing parts of the device will be re-designed or added: 

• Automatic pressure control unit.  
• Cable-free VBS device. We will use wireless module (bluetooth) instead of USB 

module for sensors’ data transferring. 
• The sensor unit will be merged into one narrow board, and as small as possible. 

We also have plans of: 

• Creating game contents which are able to control user’s breathing movement. 
• Enable online battles between players. 
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Abstract. This paper demonstrates how an existing game technology

as a component off-the-shelf can be used as a basis to build a serious

game for assistive technology for disabled people.Using the example of a

virtual electric wheelchair simulator, we present how to use a computer

game physics engine to achieve a realistic simulation of driving an electric

wheelchair in a virtual environment. Focus of the paper is the conver-

sion of driving characteristics of prevalently used electric wheelchairs

into the virtual physics system of the used computer game engine. The

used parameters are systematically balanced between the virtual and

the real world to evaluate the realism of the driving characteristics of an

electric wheelchair using the integrated physics simulation of the Unreal

Engine 3.

Keywords: serious games, virtual electric wheelchair, COTS, physics

simulation.

1 Introduction

Users of wheelchairs quite often face limitations and barriers when moving in
public and private environments due to the fact that many environments have
not been designed to be accessible for wheelchairs [8]. Awareness and knowledge
of the needs of disabled people needs to be increased, especially for people who
provide public services and for people who design public environments. A serious
game [6] can be a good tool to rise awareness. For having a connection between
the physical and the virtual world a certain degree of realism in the virtual world
is necessary, meaning in our case the physical driving behavior of the wheelchair
should be approximated as good as possible. The Unreal Engine 3 (UE3), a state
of the art game engine, includes the Nvidia PhysX physics engine, and thereby
offers the functionality to realize a virtual driving simulator for a wheelchair.

The quality of the approach to simulate the specific driving characteristics
is evaluated in this paper including the application of the working wheelchair
model in a virtual environment. The outcome of this research is a tool that gives
a virtual experience of typical situations of wheelchair users, and can also be
used by people who have to design accessible environments.

H.S. Yang et al. (Eds.): ICEC 2010, LNCS 6243, pp. 286–293, 2010.
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2 A Virtual Wheelchair Simulator as a Serious Game

The application of simulation and virtual reality technologies can today be as-
sessed as essential and cost-effective [5] [10] [11]. The term “Serious Games”
specifies games that combine simulation and virtual reality with game play to
train people in decision-making, problem-solving, and for other educational pur-
poses in a “playful” way. The application of serious games has its origins mainly
in the military [9] and the industrial sector. But also the medical and rehabil-
itation sector’s attention is growing for the application of serious games. For
instance, Jack et al. [4] are using virtual reality to help stroke patients in their
recovery. The use of game engines as components off-the-shelf is a popular way
to lower costs for developing virtual reality simulations or serious games [9].

The virtual wheelchair simulator described in this paper has been devel-
oped in cooperation with the Research Institute Technology and Disability [3]
(FTB).During the development phase, an idea exchange took place between the
two collaborating institutes, FTB and Digital Media Group at Bremen. Nec-
essary data for implementation was either available at the FTB or could be
“experienced” and researched in their laboratories. This included for example
trying out different models of existing and commonly used electric wheelchairs.
This close collaboration allowed the use of realistic data and the focus on require-
ments and needs of wheelchair users. FTB was furthermore capable of providing
specification sheets of state-of-the-art electric wheelchairs that were essential for
the implementation of a realistic driving behavior of the virtual wheelchair.

3 Driving Characteristics of a Wheelchair

The driving characteristics of an electric wheelchairare based on its respective
purpose and application area. Wheelchairs that are predominantly used outside
are preferably equipped with a direct steering technology and are designed to
be driven at higher speeds without sliding in curve maneuvers. Wheelchairs
primarily used for indoor driving purposes are usually equipped with an indirect
steering technology and lower maximum speeds are required or even imposed
to allow navigation in narrow and tight spaces. As a wheelchair driver usually
needs to be able to use his wheelchair, both, inside and outside there are also
hybrid models of wheelchairs that try to find a good compromise between the
different requirements of indoor and outdoor wheelchairs.

Besides speed and maneuverability, wheelchairs have to fulfill safety char-
acteristics like its minimum turning radius, an ability to get over barricades
and obstacles, and tilt resistance in slopes and cross slopes. These character-
istics are highly dependent on the construction and steering systems used in
the different wheelchair models. For the research that we describe in this paper,
the wheelchairs of the manufacturer Meyra have been used as a template. An
overview about their specifications is given in table 1.
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Table 1. Wheelchair models and their specifications engineered by Meyra

4 Unit Conversion and Virtual Driving Characteristics

The simulation and transfer of a process from the physical world to the virtual
world of UE3 requires to abstract all necessary data. The most basic unit that
had to be conversed was a length unit for representing space in virtuality. Since
the development of the first Unreal game and its release in 1998 the developers
have been using the term “Unreal Unit” to refer to an elementary spatial unit.
This specification has not changed since finishing the development of the game
Unreal in 1998 and is still being used for determination of length etc. The appli-
cation of Spring and Jennings virtualization taxonomy [7] led to the conversion
of the length units as illustrated in table 2.

Table 2. Comparison: real world unit - virtual Unreal Unit

The current version of the wheelchair simulator allows steering the virtual
wheelchair by keyboard and mouse or a gamepad. UE3 provides any kind of
data input as the script engine includes classes that can handle input data from
any interface. The use of any input device is possible that way, preferably a
steering device should be chosen that is relatively similar to the “joystick”-like
control devices used by real electric wheelchairs.

5 Assembling the Virtual Reality Wheelchair

UE3 allows a versatile use of self-assembled assets to augment the game or to
create a game modification from scratch. The 3d model of the virtual wheelchair
was created using Autodesk’s 3d modeling software “3D Studio Max” and im-
ported to the engine using a converter provided by Epic Games. To allow the
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wheelchair to be used in multiple scenario types, the base model of a hybrid
usable wheelchair fits best to meet the requirements of diverse scenarios for a
Serious Game. Therefore, the model of an indirectly steering wheelchair with
rear-mounted drive has been chosen for conversion.

The selection of the camera perspective plays an important role for the player’s
immersion in the simulation. The used camera has its origin located according to
the wheelchair driver’s head position. This results in a first person view, which
provides a stronger feeling of immersion to the player.

6 Scenario Development

The employment of the virtual wheelchair is predetermined for hybrid use. This
allows to choose a scenario from an everyday situation in the life of a wheelchair
driver: the access of a supermarket. Supermarkets should be accessible also for
people with reduced mobility, e.g. users of rollators or wheelchairs. To guarantee
a barrier-free access to such a public building the German Institute for Stan-
dardization (DIN) has approved several standards for accessing public build-
ings [2] and places [1]. The standardized values provided by the DIN have been
abstracted to the engine by using the previously developed conversion units.

For constructing the virtual scenario, the level editor accompanying UE3,
called “UnrealEd” was used. The supermarket has been created on an elevated
stage to include the use of a wheelchair ramp. The scenario provides several
challenges for a wheelchair driver. Narrow approaches like doors and close racks
(cf. figure 1) demonstrate the difficulty that most wheelchair drivers have in ev-
eryday life, even accessing a place that is constructed with respect to established
standards.

UE3 features numerous options in recording actions and events that occur in
the engine. Several of these values were used to either adapt the physical behav-
ior (driving characteristics) of the wheelchair or to detect important events like

Fig. 1. Left: Accessing a wheelchair ramp with the VR-wheelchair; Right: Obstacles

and narrow approaches inside the VR supermarket
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collisions between the wheelchair and objects in the game world. The detected
values can be used to trigger following events or simply be passed to the game
console for monitoring. The use of recording and triggering events provides sev-
eral options to add game play to the simulation and to make it a Serious Game
in the end. A basic idea of the game play was the simple marking of the route
that has to be accomplished by the virtual wheelchair driver in order to have a
challenge. This route is marked with a row of red light spots (cf. figure 2), which
turn green when they are approached correctly.

Fig. 2. Left: VR wheelchair in 3rd person view at starting point; Right: Trigger spot

that turns green when correctly approached

7 Adaptation and Testing of Driving Characteristics

To achieve an as realistic as possible driving behavior of the virtual wheelchair,
the driving characteristics and their appropriate conversion to the virtual do-
main were experimentally explored by systematically trying different parameter
combinations and checking results for certain metrics and measurements related
to the physical world, like turning radii. A highly experimental and empirical
approach like this was required because no specifications of comparable values
for the driving parameters of the virtual vehicle models of UE3 exists. For the
adaptation of each driving characteristic from the physical world to the virtual
world of the Unreal Engine a set of specific tests had to be developed. The guide-
line values for conversion were taken from real electric wheelchairs and are listed
in table 1 in section 3.

7.1 Speed

Vehicles assembled in UE3 are provided with a parameter for speed. But as there
is no factor yet for the conversion of a speed unit from a real world unit like
kilometers per hour to the virtual world of UE3, a factor had to be determined
experimentally. As time and length are the basis for this factor, a scenario was
created, which was used to simply measure speed. For this, a game world was
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created in the UE3 level editor including two trigger points placed at the exact
distance of 5250 Unreal Units, which is correspondent to a hundred meters in
the physical world (cf. table 2). These two triggers write a time value to the
console each time they detect a collision with the virtual wheelchair. The length
of the time interval and the predetermined length of a 100 meters can now be
used to calculate the conversion factor for speed from the physical to the virtual
world by knowing the vehicles virtual speed parameter value. The measurements
and calculations resulted in 14.50 Unreal Speed Units equal one kilometer per
hour in the physical world. A speed of six kilometers per hour was determined
to be applied to the virtual wheelchair because this is a typical maximum speed
of electric wheelchair models.

7.2 Braking and Acceleration

Braking and acceleration are important factors to define a reliable handling and
a wheelchair’s safety. A vehicle in UE3 can be provided with several acceleration
factors that are dependent on the current speed of the vehicle. This factor is
used to adjust the acceleration behavior of the virtual wheelchair to that of its
real equivalent. Smooth and controlled acceleration guarantees safe approaching
to barricades for example. Even more important are braking maneuvers: the
intention of the wheelchair driver to come to a full stop, i.e. maximum braking or
“de-acceleration”, must not be that strong to toss the driver from the wheelchair
seat, but the stopping distance must be as short as possible. The engine provides
several torque and brake factors for vehicles that can be adjusted to behave like
the braking of a real wheelchair.

7.3 Slopes and Cross Slopes

The safety approved values for a tilt of wheelchair models are between twelve
and 18% pitch (cf. table 1). The absolute maximum average value for the tilting
of a wheelchair is at 28%. The maximum value is higher due to a safety buffer
before the wheelchair actually tilts over and endangers or even harms the driver.
A realistic tilt value is desirable to make the simulation as realistic as possible.
To adapt the tilting value to the virtual wheelchair model, the center of mass
(COM) of the object was manipulated. UE3 allows one to move the center of mass
in XYZ space. A movement of the COM in +Z or -Z direction which accords to
“up” or “down” directions, leads to a change of the tilt value. To test the tilting
behavior a row of ramps with increasingly raised pitches was created in the UE3
level editor. With these the tilting behavior could be adapted to the predefined
values. Cross slopes are handled in the same way as values and parameters are
the same except the wheelchair is standing transverse to the slope.

7.4 Cornering

A cornering can hold a dangerous situation for a wheelchair driver, especially
when driving at higher speed rates. An electric wheelchair’s steering behavior is
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usually linked to its speed. The safe turning radius dilates with the increase of
speed. This behavior could be directly transfered to UE3 by having a parameter
that allows the steering value to be adapted to the current vehicle speed.

7.5 Barriers and Maneuverability

Barriers and obstacles can be of a different manner. A curbstone for example
can be surmounted with a wheelchair depending on its front wheel size. UE3
allows to adapt the height of all assembled wheels on the vehicle. This allows
principally an adaptation of the model to any desired wheel height to make the
virtual wheelchair surmount barriers that conform to standardized values. A cor-
nering in a narrow corridor can also be considered as an obstacle. A wheelchair’s
turning radius significantly determines its maneuverability. The maneuverabil-
ity of the virtual wheelchair has been tested by constructing circular platforms
with different radii. Each wheel of the virtual wheelchair was monitored due to
whether it is touching the ground or not. The test was invalid as soon as one
wheel was off ground. A minimum turn radius of approximately two meters or
105 Unreal Units was ascertained for the virtual wheelchair. This big turn radius
is due to the turning fulcrum lying on one of the rear wheels when turning. The
overall width of the virtual wheelchair is 50.7 Unreal Units or 96 centimeters.

8 Evaluation of Driving Characteristics

The virtual wheelchair was assembled in UE3 by using a basis model that allows
the creation of wheeled vehicles. The virtual wheelchair model was conceptual-
ized as an indirectly steered wheelchair with rear mounted gear. Unfortunately,
the indirect steering method could not be transfered directly to the engine. The
physics engine did not allow indirect forces on the front wheels, which resulted
in unexpected behavior in the simulation. A real indirect steering technology
usually allows an individual torque control of each rear wheel and no torque
on the front wheels. The different torque values are used for steering, thus the
turning fulcrum is located in the middle between the rear wheels. This also af-
fects the cornering radius significantly. With a correctly working physics model
the cornering radius would be halved to approximately 52.5 Unreal Units or
one physical meter (cf. section 7.5). The front wheels should also be able to turn
freely through 360 degrees following the forces of the rear wheels. The conversion
of a directly steered wheelchair model is the better choice when using a wheeled
vehicle physics model from UE3 as the implemented model follows the behavior
of a directly steered wheelchair.

9 Conclusion

The results of this research show how physics simulation in a game engine is
used to create a virtual electric wheelchair simulation whose physical behavior is
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adequate to create realistic scenarios for everyday situations from the real life of
wheelchair drivers. Engine specific tests were run to adapt the driving behavior
to the one of a real wheelchair. As the used vehicle model of the engine did not
fulfill all requirements to the chosen wheelchair model either another wheelchair
model can be implemented or a different vehicle model in UE3 should be used
in future work. Methods were applied that allow a correlated conversion of real
units into the virtual system. We plan to employ our wheelchair simulator as a
support tool in education of rehabilitation personnel and to use it as the basis
for building serious games, probably in the form of an Unreal 3 “modification”,
around it to raise awareness for the difficulties of electric wheelchair users in
everyday life.
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Grünanlagen sowie Spielplätze (1998), http://nullbarriere.de/din18024-1.htm

(accessed on March 10, 2010)
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Abstract. Games with a purpose other than entertainment can be called Seri-
ous Games. In this paper, we describe a generic event-based Data Collection 
Engine (DCE) that has been developed for Serious Games on the Unity Game 
Engine. Further, we describe a framework that allows for the manipulation and 
feedback of the collected data back into the game in real-time. The player ex-
periences the visuals, sounds and the game itself that is streamed over the web. 
The player engages with an enriching, multimedia experience allowing 
him/her to be immersed in the game. By suitably designing the serious game 
we could determine the behavior of the player in real world under the given 
scenario or other scenarios. The DCE is optimized to collect relevant data 
streamed online without affecting the performance of the game. Also, the DCE 
is highly flexible and can be setup to collect data for any game developed on 
the Unity Engine.  

Keywords: Unity Game Engine, Serious Games, Data Collection Engine. 

1   Introduction 

We have developed a system that can collect data from Serious Games[1], while they 
are being played. The event-based data collection is efficient and can be integrated 
into any game that has been developed on the Unity Game Engine [2]. Data collection 
from a Serious Game played online can quickly become immense and voluminous. It 
would need an efficient approach that would stream both the game as well as the 
collected data. It would have to be flexible enough to include the different kinds of 
games that can be created and different data that might have to be collected on a sin-
gle game. In the sections below we describe a generic event-based data collection 
approach that can be used to track and analyze data in any Serious Game developed 
on the Unity Game Engine. The system is designed to track only the data that is rele-
vant, optimizing the data flow for the game played on a browser. Additionally the 
DCE has the capability to manipulate the collected data and feed it back to the game 
in real-time. So a game can be customized dynamically to a player based on the pre-
viously collected data. The DCE could be used to single out and profile a player over 
multiple games. 
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2   Scenarios 

Scenarios in Unity are made up of game objects. The game objects could consist of 
the multimedia like sound spots, animations, models and characters that are interac-
tive. Figure 1 shows one such scenario. The game objects are circled red. Each of 
these game objects are made up of parameters that determine their state at any instant 
in the game. The intuition behind the DCE would be the fact that by logging and cor-
relating the states of the parameters at a particular instant we could analyze the sce-
nario in several different ways. Let us take the example of a Market Scenario. We 
have vendors along the sides of a road. The player has to drive a car through the Mar-
ket streets. Here the game objects would include the vendor, the items they are sell-
ing, road, pavement, car and the driver (player). The player’s parameters would in-
clude position, view of the market, sound being heard, etc. 

 

 

Fig. 1. A Scenario in the Unity Game Engine 

3   Generic Data Collection Concept 

Generic Data Collection is based on the concepts of Condition, Selection and Events. 
As mentioned earlier it relies on the intuition that by tagging the data suitably, the 
parameter values can be correlated later and the scenario as a whole could be analyzed 
to any depth of complexity.  
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3.1   Condition 

Time is abstracted into the concept called a Condition. A Condition determines when 
a parameter(s) would be logged. The Condition can be a relation between multiple 
objects that may turn out to be true in one or more frames in the game. For example, 
in the market scenario if we want to know about the case of a reckless driver, the 
condition would be track when position of the car is on the pavement and the velocity 
of the car is greater than 40mph.  

3.2   Selection 

The parameters to be logged are abstracted into the concept called a Selection. A 
Selection determines what would be logged. For example, in the market scenario, 
suppose we wanted to log the positions of the vendors when the car runs over the 
pavement and the velocity/path of the car. Then, the parameters to log would be the 
positions of the vendors, position of the car and the velocity of the car.  

3.3   Event 

By combining a Condition and Selection together we get an Event. Events greatly 
reduce the complexity of data collection in a world composed of hundreds of objects 
continually interacting with each other. We check for an Event in every frame of the 
game. An Event occurs when a Condition is found to be true, in which case we log the 
Selection.  

Figure 2 shows the generic concept diagram for the Event handling. LogEventChecker 
looks for an event every frame. This could be customized to any granularity based on the  
 

 
Fig. 2. Concept of Generic Data Collection 
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capability of the hardware at hand. However if the data is collected, say every 24 frames, 
then the trade-off would be the precision of data analysis later on. Once the 
LogEventChecker finds that a given condition is satisfied, it triggers a selection to be 
logged. The parameters are collected in a set to avoid redundancy. Finally, the set of all 
parameters for this frame are logged onto the database. 

For example, in the market scenario, an event is composed of the condition and se-
lection that were mentioned above. Hence, when the car runs over the pavement, the 
condition is met and hence a log is created with the parameters in the selection. The 
parameters are tagged by a unique gameid and a frame number. Hence the primary 
key in the database would be (gameid, frame number). The correlation would involve 
querying the values of the parameters at a particular frame number. In this case we 
could query for the values of the parameters when the car went over the pavement. 
This gives us an idea about the game when the event under consideration happened. 

3.4   TARDA 

Test Application for Reactive Data Analysis (TARDA) is a module attached to the 
database that feeds the data back into the game changing it in real time. The user 
could write the relevant analysis logic [3] in the TARDA by utilizing the huge amount 
of data that is present in the database as a result of the players’ previous games. For 
example, let us take the market scenario again. The Game ID would be a unique ID 
defining the particular game instance for a particular user and can be used to track a 
person over multiple sessions of the game. If a particular driver is noted to be reckless 
over a bunch of games, let’s say 20, then we could modify the behavior of the vendors 
in the 21st game. We could program them to walk away from the car as it approaches. 
As soon as the car moves over the pavement, the vendors can take the path that the 
driver is least likely to take. The least likeliness could be determined by using the path 
data of the car that has been collected from the past 20 games. Thus the game can be 
programmed to change dynamically by getting its feed from TARDA. The intelli-
gence of the person playing the game can be propagated to the system through 
TARDA over time. We could mine the data across multiple users over thousands of 
games that are played by them. For example, we could figure out the expected path of 
car from the past 2000 games from the most recent 100s of users.  

4   The Data Collection Framework 

Figure 3 shows the Data Collection framework which includes the implementations 
for the EventChecker and TARDA. We create the game on the Server establishing the 
different parameters that would have to be collected at different instants. A custom-
ized and streamlined GUI has also been developed to facilitate the Event Creation. 
Multiple Events that are created in the process are stored on an EventFile on the 
Server. The build is then published and deployed on a web browser. A player could 
play the game from any part of the world since the game just requires a Unity plug-in. 
The player can be uniquely tagged over multiple sessions of the game, as data about 
him/her is gathered by the DCE. All the while, the player is oblivious to the fact that 
the DCE is working behind the scenes. TARDA that is attached to the Database can 
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be used to tweak the game in real-time based on the user’s profile that has been gath-
ered over a period of time and this game as well. The Database has multiple tables 
that are used to store the data. The DATALOG table stores the (key, value) pair that is 
being logged. TORUN is the database that keeps track of the TARDA commands. 
These commands can be fed into the game while its running. The game will change 
its state depending on the command that has been fed in.  

 

 
Fig. 3. The Data Collection Framework 

5   Implementation Examples 

5.1   Editor GUI 

Figure 4 shows the game developer building the events with the customized GUI that 
has been created. The creator goes through the logical process of creating a condition 
and selection here. Condition is a code in the native language of the game being cre-
ated for which there will be no learning curve. As it can be seen here, we have se-
lected a person. The person can be referenced using the code that is written in the 
GUI. Similarly we could have a bunch of objects to be logged when this condition is 
met. The process is repeated for every event that the developer intends to track. The 
code written here is evaluated dynamically at runtime. Hence this also provides a 
mechanism for TARDA to introduce new methods at runtime into the game. 
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Fig. 4. Create the Events 

5.2   Position Tracking 

Figure 5 shows a simple example of a game involving a person running in a virtual 
world collecting ammunitions. This is the top view (map) of the world. The DCE was 
added to it seamlessly and the person’s positions as well as the places in map where 
he collected the ammunitions were collected into the database. 

 

 

Fig. 5. Position Tracking from the Database 
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5.3   TARDA Feedback 

Figure 6 gives an example of TARDA where we have the person’s position being fed 
back from the database. Game ID of the current game is being shown as well. 
TARDA has access to the entire database; hence the feeds could be from any of the 
game that this player or any other player has experienced. 

 

 

Fig. 6. TARDA feedback into game 

Figure 7 gives an example of another TARDA feedback. Here the lines and arrows 
are pulled into the current game from the database. These lines represent the path 
taken by this player 10 games before. TARDA feedback is dynamic and lines from 
games being played by different users can be manipulated independently and concur-
rently fed into this game. 

 

 

Fig. 7. TARDA feedback into game 
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5.4   Dynamic Tracking 

The lines in Figure 8 show the position of a person/car over time. The yellow line is 
being drawn dynamically as the game proceeds. The black lines represent the path 
from the previous games. This is a simplified view of the data that can be gathered 
from the game. 

 

 

Fig. 8. Position of the player over time 
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Abstract. We describe a computer-supported game authoring system for edu-
cators to co-author a game to help teaching sensitive content, specifically sex 
education. Our approach provides educators the ability to co-author the game 
to tailor it to the class based on a computer-supported interface that draws 
upon a large, cultural database. By targeting the game to the culture of the stu-
dents, they feel their values, beliefs and vocabulary are being considered in the 
game, providing better comprehension of the content, leading to stronger 
learning engagement that is helpful for highly charged, sometimes uncomfort-
able and sensitive material such as sex. We studied our design in the classroom 
and observed that giving educators co-authorship of the game helps them 
adopt using online games.  

Keywords: Cultural Context, Common Sense, Game, Education. 

1   Introduction 

Sex education often is a difficult subject to teach due to factors such as the teacher can 
be embarrassed about the material, the students are embarrassed, the vocabulary, gen-
eration and cultural gaps between teacher and student interfering with understanding 
and learning, and ensuring that the material covered is appropriate to the class dynam-
ics and background. Games have the potential to help with this material as they can 
provide a fun, non-confrontational, low emotional investment environment to cover 
sensitive topics [5]. However, traditional games are static, thus may not be appropriate 
for a particular class and its cultural context, especially for topics that fluctuate socially 
such as attitudes and knowledge about sex. The challenge for tailoring game content 
though is that considerable creativity and knowledge of the people who will be en-
gaged in the game is required. Our computer-support draws upon a very large database 
of cultural knowledge that contains information about the attitudes, vocabulary and 
knowledge associated with different demographics allowing the system to supply ideas 
to the educator to work into the game.  Our contention is that the targeted support of 
educator’s creativity within a well-defined type of game leads to a rich, educational 
experience for the students, connecting them closer to the educator.  
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The main contributions this paper describes include: (1) a co-authored online sex 
education game, called What is it?, that can be used effectively; (2) a generalizable 
approach to integrating cultural knowledge into a computer supported game authoring 
interface to allow educators to be creative to adapt games to their students; and (3) 
evidence that educators more readily adopt online games in the classroom if they have 
control over the content through co-authoring it. We call the tailoring process, co-
authoring, as the main game structure has been created by someone other than the 
teacher, however, they are adding content to the game which suggests that the final 
game has been co-authored. We discuss the related work in Section 2 that focuses on 
cultural support for games. Section 3 describes the sex education game. Section 4 
discusses the evaluation of this game in the classroom. We then conclude the paper 
and provide future work directions in Section 6. 

2   What Is It? 

We are using common sense statements as cultural knowledge to give cultural context 
to the sex education game the educators develop.  Common sense is the knowledge 
shared by most people in a particular culture [1]. As complexity of computer applica-
tions grows, one way to make them more helpful and capable of avoiding unwise 
mistakes and unnecessary misunderstandings is to make use of common sense knowl-
edge in their development [5]. For our sex education game, we want to extract the 
knowledge appropriate for the students who will be playing the game so that the 
teacher can use it effectively.  

We use the OMCS-Br project (Open Mind Common Sense – Brazil) to collect 
common sense of the Brazilian general public. Within the OMCS-BR database are 
encodings of the relationships between statements generated by people of all ages 
about attitudes and beliefs around sex. This database provides the relationships about 
sex related terms that are useful for providing words and concepts to the teacher to be 
creative when she is tailoring the sex education game [1][3]. Using it, she can ensure 
the content reflects the cultural reality of the students’ sexual knowledge in a fun game. 

We illustrate the potential of our 
approach by adding cultural support 
to a sex education quiz game called, 
What is it? The student’s interface is 
shown in Figure 1. What is it? is a 
web quiz game where the player sees 
a topic with an associated secret 
word. Their task is to guess the word 
based on a series of clues that are 
shown one at a time. The objective is 
to guess the word after seeing the 
least number of clues. There are ten 
clues that can be selected by the 
learners by clicking on a number. 
The challenge for the teacher is to make a set of secret words and clues that are re-
lated to the students’ concepts and vocabulary, otherwise, they will be alienated from 

Fig. 1. Student interface to the What Is it? sex 
education game 
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the concepts being described. For example, many sex education curricula are taught in 
biology classes using scientific names for everything to sterilize the content. How-
ever, this does not allow students to assimilate the knowledge in a relevant way to 
their current situation as they don’t make the connection between the impersonal 
scientific vocabulary and their reality. 

We chose sex education as our target since in Brazil, teachers must cover the trans-
versal themes defined by Fundamental Education Secretary/Minister of Education 
(SEF/MEC). These themes aim to promote citizenship upbringing in school. The 
themes are: Ethics, Health Care, Environment, Sexual education, Cultural diversity, 
Work and consumers [4]. However, teachers often find they are not provided ade-
quate training to teach the sex educational components and often are very uncomfort-
able covering the material. Thus, the main objective of this game is to make possible 
the use of cultural knowledge in web educational games, stimulating the introduction, 
reinforcement and the knowledge’s construction in the learning process to allow 
teachers to more effectively cover these areas.  

2.1   Culturally Sensitive Authoring of the Sex Education Game 

We provided a computer-supported teacher interface to allow the teacher to define the 
set of secret words and the clues that would be associated with them. There are 10 
clues needed for each secret word which becomes quite a creative challenging to 
come up with good clues and secret words. It is here where the OMCS-Br cultural 
knowledge can help support this creative process. The clues for the game are defined 
using the support of the OMCS-Br cultural knowledge base that helps the teacher 
adopt a common vocabulary to the students and clarify myths, beliefs and taboos 
culturally inherited.  

There are seven steps to support a teacher to create a quiz: (1) the teacher first se-
lects the profile of the learner, age range and region of the country to identify what 
group of learners the configuration is more appropriate; (2) the teacher defines the 
game’s main theme, such as sex education or health, that is used to constrain the cul-
tural knowledge base search; (3) some of the related topics to the main theme are 
shown in the teacher interface (shown in Figure 2) so that the teacher can decide 
which topics he wants to explore in the game; (4) a list of possible secret words is 
shown based on the search results allowing the teacher to choose one or create one of 
his own; (5) a list similar words is shown based on the secret word in the previous 
step. The teacher can also insert synonyms for secret word selected; (6) the teacher 
defines 10 clues; clue suggestions come from the cultural knowledge base that he can 
select from or he can edit it, or ignore it and create his own. The suggestions are in-
tended to trigger creative ideas for the clues as well as provide some choices that 
might be useful. The selected clues are shown in region II of the interface shown in 
Figure 2; and (7) Once complete, the teacher sees all clues and the secret word for 
final editing and confirmation. 

In a separate view, the teacher highlights the relevance of the cultural knowledge 
as a factor that interferes in student’s learning process. This approach brings discus-
sions about what was previously described, like myths, beliefs, misunderstandings 
into the classroom so these ideas won’t be understood as facts by the students.  

 



 Culturally Sensitive Computer Support for Creative Co-authorship 305 

The teacher repeats all seven 
steps for each secret word that 
they want to include in the game. 
Once complete, the students can 
then go to the website to begin 
playing the game to guess the 
secret words from the clues. 
Notice that the teacher can include 
misconceptions that student may 
have that have appeared in the 
database as these typically are 
captured. For example, if the 
secret word is HIV/AIDS, one 
clue could be, “You can’t get it 
from a public toilet.” as the 
contrary may have been in the database. Interactions with the game are logged so that 
the teacher can see where students are having trouble for further focus on those 
concepts. In the end, teachers can consider and use the cultural knowledge as needed 
from the computer support in their pedagogical activities aiming at helping the learners 
to associate the content being taught to their personal experiences and knowledge [1].  

We studied this web-based sex education game in a school as described in the next 
section. Of particular interest are two main design issues: (1) how teachers responded 
to having a role to play in co-authoring the game; and (2) whether the cultural knowl-
edge used in the computer supported co-authoring stimulated their creativity and/or 
was useful in some way. 

3   Evaluation  

We used a case study approach to evaluate this game because we wanted to evaluate 
the game in a real-life context, in this case, the classroom. According to Yin [6], case 
study is an effective type of empirical research that investigates a phenomenon em-
bedded in a context of real life. For each classroom we studied, we used the following 
data collection techniques: questionnaires pre-section and post-section based on QUIS 
[2], video recording and screen capture and direct observation with four researchers. 
We evaluated What is it? in two classrooms. The researchers selected six teachers and 
nine students. In the first classroom, there were four students in the age range of 11 
years old and they played the sexual education theme. In the second classroom, there 
were five students in the age range of 12 until 15 years old and they played the health 
care theme. Teachers were asked to create a new instance of a game, choosing any of 
the themes and topics. They used the system for approximately 40 minutes to set up a 
new instance of the game with twenty clues and two secret word; the themes used in 
these settings were: environment (3 times), healthcare (twice) and sexual education 
(once). After this step, the students were asked to play the instances. Each player used 
the game for about 50 minutes, playing an average of 7 times different instances of 
the same theme. 

Fig. 2. Clues suggested from cultural knowledge 
base for the ‘What is it?’ game 
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3.1   Results and Discussion 

After the teachers created the instance of the game, they received a post-session ques-
tionnaire. Each point represents an alternative which shows the teacher’s opinion. For 
example, in the first question, “What did you think about the game creation process?” 
the alternatives were: I have no opinion, Very hard, Hard, Indifferent, Easy, Very easy 
from zero to six. For this particular question, just one teacher said that this support was 
unhelpful or irrelevant, in which she commented, “I thought it was very unproductive 
to have to read a huge list of clues with many phrases” and “It is hard to find a clue that 
fits well to the secret word”. However, for the others, the game process of co-authoring 
was simple; all these teachers had a good experience to create their own game. Table 1 
shows three post-session questions with the teachers’ answers. 

Table 1. Teachers´ Post-session questionnaire answer about the creating of the game. (Translated 
from Portuguese, 5 is strongly liked.) 

Questions Teacher 1 Teacher 2 Teacher 3 Teacher 4 Teacher 5 
What did you think about the 
creating game process? 

easy hard easy easy easy 

What did you think about the 
game, created by you, to work 
the themes with students? 

very 
inadequate 

appropriate appropriate very 
appropriate 

appropriate 

What did you think about the 
quiz game strategy, i.e., guess 
secret word taking into consid-
eration the clues, created by 
you? 

very 
inadequate 

indifferent appropriate very 
appropriate 

appropriate 

 
We also asked the students if the language of the game was familiar to them, which 

they agreed with. Of course this does not mean that it was only due to the common 
sense knowledge support, however, as this support was used by the teachers, we be-
lieve that our approach helps to achieve this goal. We noticed that the students did 
understand that material as well. For example, there was a question “Did you get to 
understand the clues?” for which one student said “always”, five said “sometimes”, 
one said “indifferent”, two said “rarely”. 

The results confirm that the “What is it?” environment provides extra benefits be-
yond a simple educational game. The teacher’s ability to be the co-author of the game 
content is considered beneficial by most of the teachers allowing the game to be tai-
lored to different students with different issues. In order to support the teachers during 
this process, the software uses the common sense knowledge base to provide some 
suggestions of clues for each card, which were generally accepted by the teachers. 
Almost all teachers used part of these suggestions in order to create their own clues.  

Our experiment shows that, except for one teacher, the common sense knowledge 
base helped with creating the game content. The criticism made by the one teacher 
may be interpreted in two different ways: (1) since the common sense knowledge base 
content is created by any person who accesses the project site, there are many con-
cepts that do not make sense or that are scientifically wrong and do not provide mean-
ingful options when presented as a choice. It is the teachers’ decision how they could 
work with this information; (2) the process to create the clue has some problems and 
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can be improved in order to create better sentences. We are addressing the second 
interpretation by working with a natural language processing research group to im-
prove the sentences suggested to the teacher. Nonetheless, the suggestions allow the 
teachers to successfully create clues for the secret words. 

4   Conclusions and Future Works 

We created a new web-based sex education game to illustrate that cultural knowledge 
can be included in computer games to support the creative process of co-authoring the 
game in and educational context. Our approach is general and can be applied to many 
games where the interface needs to be authored to take into account the cultural con-
text of the players. Through our deployment our main observations suggest the fol-
lowing: (1) the ability to co-author the game through the tailoring system we built 
empowered the teachers and was very successful. Teachers felt that this made the 
game useful in their setting and would use it again because of that; and (2) the cultural 
knowledge component was found to be useful, but it is still premature to determine 
whether it will be accepted as part of the methodology for creating culturally sensitive 
games. 

Thus, the ability to co-author the games was a helpful element that made the game 
successful. The fact that teachers indicated they would like to continue using it be-
cause of that and that they would explore the potential of the computer-support sys-
tem more as they created more games suggests that there will be an important role for 
our approach. We are continuing to explore this promising direction. 
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Abstract. We present a real-time GPU caustics rendering technique

in dynamic scenes under multiple directional lights taking into account

light occlusion. Our technique renders caustics cast on receiver objects

as well as volumetric caustics. We precompute caustic patterns of caustic

objects for several directional lights and store them in caustic images.

During the rendering, we interpolate the precomputed caustic patterns

based on a given light direction. One of the applications of our technique

is to render approximate caustics under environment illumination. To

achieve this, we propose an environment cube map segmentation tech-

nique which divides cube maps into several light regions with each region

is represented using one directional light.

Keywords: Caustics, Real-Time Rendering, Environment Illumination,

GPU.

1 Introduction

Real-time photo-realistic rendering is a major goal in computer graphics and
entertainment as it can help the audience to experience or even immerse into the
virtual world as if it is the real world. However, it is computationally expensive
to generate photo-realistic images. One of the important effects in photo-realistic
rendering is caustics which are produced by reflective and/or refractive objects
(caustic objects).

In this paper, we present a real-time caustics and volumetric caustics rendering
technique under multiple directional lights taking into account light occlusion.
Figure 1 shows some examples of our caustics rendering results. Our rendering
technique can also be used to render approximate caustics under environment
illumination. We achieve this by approximating the environment illumination
using a set of directional lights computed using our proposed environment cube
map segmentation technique. We precompute the reflective and/or the refractive
caustic patterns at the surrounding of caustic objects based on a set of directional
lights. We use the precomputed caustic patterns in the rendering pass in order to
efficiently compute the caustic intensities at arbitrary locations. Our proposed
technique has some differences with the technique presented by Wyman et al. [8]
and we discuss these in Sections 2 and 3.
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Fig. 1. Caustics rendering using our proposed technique. First column shows caustics

under one directional light source (light direction indicated by the arrow). Second and

third columns show caustics under environment illumination. The first row shows only

the cast caustics, and the second row shows cast caustics and volumetric caustics.

2 Related Work

In photon mapping [4], photons (packets of light energy) are shot to the scene and
stored in a photon map. The photon map is used during rendering by gathering
the photons around a visible point in order to estimate the caustic intensity.
However, it is computationally expensive and it needs to be recomputed if there
are any changes in the scene. To accelerate the photon mapping, Günther et
al. [2] use a computer cluster and they are able to achieve interactive rates
whilst Purcell et al. [5] use a GPU and they are able to reduce the rendering
time into few seconds. Zhou et al. [11] propose a real-time GPU-based kd-tree
generation technique which greatly aids the photon mapping process. However,
the overall rendering speed is mostly below 10 frames per second.

Another approach is the image-based caustics rendering proposed by Shah
and Koninen [6], Sun et al. [7], Wyman and Davis [10]. In this approach, they
shoot photons through each pixel by rendering the scene from the light source. In
many cases, these techniques only support one light source to achieve interactive
or real-time performance, do not support total internal reflection, and cannot
generate volumetric caustics.

Wyman et al. [8] precompute the local caustics of a caustic object on uni-
form grids or concentric spheres (with constant radii differences between the
consecutive spheres) enclosing the caustic object. They use a CPU cluster for
both precomputation and rendering (their rendering speed is below 20 frames
per second). In the rendering, the scene is illuminated by point or directional
light sources, not environment illumination. On the other hand, our technique
renders real-time caustics under environment illumination using a GPU.
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(a) (b)

Fig. 2. (a) shows the precomputation of caustic patterns. The incoming directional

light (implemented as photons) is reflected and refracted by the caustic object. (b)

shows how we compute the caustic intensities on the visible points by interpolating or

extrapolating the sampled points of nearby caustic spheres.

3 Precomputing Caustic Patterns

The purpose of the precomputation is to record the caustic intensities at the
surrounding of caustic objects. We precompute the reflective and refractive caus-
tics of a caustic object using photon mapping [4] on a set of concentric spheres
(caustic spheres) based on a set of directional lights as illustrated in Fig-
ure 2(a). Unlike Wyman et al. [8] who linearly change the radii of the spheres,
we use a quadratic function to determine the radii of the caustic spheres since
caustics weaken quadratically because of light attenuation. By using a quadratic
function, we densely sample near to the caustic object and sparsely sample far
from the caustic object. As a result, we can reduce the number of caustic spheres
while maintaining the visual quality. Specifically, we use the following equation
to compute the radii.

ri = rmin + (rmax − rmin)((i − 1)/(s − 1))2, (1)

where ri is the radius of the i-th caustic sphere, rmin is the minimum radius,
rmax is the maximum radius, and s is the number of caustic spheres. We set rmin

to be slightly greater than the distance from the center of the caustic object to
the nearest surface of the caustic object. Assuming the maximum dimension of
the object’s bounding box d is max{width, height, depth}, we set rmax to 4d
based on our experiments in which caustic patterns were barely noticeable on
the caustic spheres with the radii of 4d and more.

4 Rendering Caustics under Directional Lights

Single Directional Light. Given an arbitrary light direction L, we choose the
four precomputed light directions nearest to L, rotate the caustic spheres of those
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light directions to align their directions with L (similar to Wyman et al. [8] who
use three nearest light directions) and blend them using bilinear interpolation.
Afterward, we use the computed caustic spheres of L to determine the caustic
intensity at points in the scene. The caustic intensity at a point is trilinearly
interpolated (point A in Figure 2(b)) or extrapolated (point B in Figure 2(b))
using the intensities at the eight nearest samples in the caustic spheres of L.

Caustics cast on receiver objects. To render these caustics, we first compute
a caustic cube map (Figure 2(b)) which stores the information of receiver
points (the coordinates and depth value of the points) as well as their caustic
intensities. Similar to shadow mapping, we compute those values by rendering
the surrounding scene from the center of the caustic object and the caustics in
the caustic cube map are then projected to the scene.

Volumetric caustics. In the presence of participating media (assumed to be
homogeneous), we generate volumetric caustics by casting a ray from every pixel
on the screen to the scene [3] and we integrate the caustic intensity at each sample
point on the ray.

Multiple Directional Lights. To generate caustics under D numbers of direc-
tional lights, we apply the algorithm for one directional light to each light and
accumulate the caustic patterns on the caustic cube map.

5 Rendering Approximate Caustics under Environment
Illumination

One of the applications of our caustics rendering technique is to approximate
caustics under environment illumination. In this case, we represent the environ-
ment illumination as an environment cube map. Since integrating the radiance
from all pixels in the cube map during rendering is impractical, we segment the
environment cube map into several important light regions and represent each of
them with a directional light. Thus, rendering caustics under environment illu-
mination is similar to the rendering under multiple directional lights (Section 4),
that is integrating caustic patterns from all directional lights.

Environment Map Segmentation. Debevec [1] recursively segments the en-
vironment map (latitude-longitude format) into two regions having almost equal
total radiance until a number of iterations. In our technique, to account for light
occlusion, we need to represent the environment illumination as a cube map.
Therefore, we cannot directly use Debevec’s segmentation algorithm [1].

In our proposed environment cube map segmentation algorithm, in each seg-
mentation iteration, we choose the region with the most radiance and segment it
into two new regions having the same total radiance (similar idea as Debevec’s
segmentation [1]) until we obtain D light regions. We start the segmentation from
six regions corresponding to each face of the cube map. For each light region, we
store the weighted center (with the weight is the radiance of each pixel) of the



312 B. Tandianus, H. Johan, and H.S. Seah

(a) (b) (c)

Fig. 3. (a) The result of our environment cube map segmentation with the lines are

the region boundaries and the dots are the light directions representing the regions.

(b) shows how we sample the important light regions for their radiance contribution

by rendering them taking into account occluders (rendered as black color). (c) shows a

scene configuration using the environment map in (a) with the sampling results shown

on the right side. Note the occluders are rendered as black objects.

region as the important light direction along with the region boundary informa-
tion. Figure 3(a) shows the results of our environment cube map segmentation
algorithm.

Directional Light Radiance Sampling. As the directional lights are derived
from an environment cube map, the radiance of each directional light is the total
radiance of all unoccluded pixels in the important light region (corresponding
to the directional light). To sample the regions by rendering, we set up the
sampling frustum by using the boundary information of the important light
regions (obtained from our environment cube map segmentation algorithm). As
we sample the regions by rendering, we render the surrounding objects as black
color in order to take into account light occlusion. Figure 3(b) illustrates how we
sample the important light and Figure 3(c) shows an example of environment
map sampling.

6 GPU Implementation of Caustics Rendering

We present the GPU implementation of our caustics rendering under D direc-
tional lights. Our implementation uses OpenGL and Cg as the rendering APIs.
We use the image-based method proposed by Wyman et al. [9] to render the
refraction effect of the caustic object.

Storing Caustic Spheres. We store the precomputed caustic spheres (in
latitude-longitude format) of each light direction in a 3D texture format so that
we can directly use the trilinear interpolation provided internally by the graph-
ics API when we sample the caustic spheres. We can store the caustic spheres
either in multiple 3D textures (each 3D texture stores the caustic spheres of
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one light direction) or a single 3D texture (which tiles the caustic spheres of
all light directions into one 3D texture). By using multiple 3D textures, we need
to do multiple rendering passes (D passes) in order to accumulate the caustic
patterns from all light directions. On the other hand, by storing in a single 3D
texture we are able to accumulate the caustic patterns from all D light directions
either in single pass or multiple passes.

Computing Directional Light Radiance. The radiance for each light direc-
tion is computed by rendering the segmented regions of the environment map
from the center of the caustic object. We render the segmented regions to a
texture array whose resolution is 32×32×D, with each slice in the texture array
corresponds to one segmented region. Afterward, we compute the total radiance
by multiplying the number of pixels in that light region with the average radiance
(computed by sampling the topmost level of the mipmap).

Caustics Sampling. There are two ways for computing the caustic intensity
from all lights. First, for each light we sample the four nearest precomputed
caustic spheres directly (direct sampling) as explained in Section 4. However,
this becomes a bottleneck in volumetric caustics rendering since we need to
do this process for every sampling point on the cast ray. Second, we compute
and accumulate the caustic patterns of all lights beforehand (compiled) into a
compiled 3D texture and then we just sample the compiled 3D texture.

Rendering Passes. The accumulation of the caustics from all light directions
can be computed either in multiple passes or single passes. In multiple
passes, the iteration is in CPU with each iteration corresponds to one directional
light and we may store the precomputed caustic patterns in the GPU either in
multiple 3D textures or in a single 3D texture. For single pass, the iteration
through all D directional lights is performed in GPU and the information of all
directional lights are stored in Texture Buffer Object. For this technique, we can
store the precomputed caustic spheres in GPU only in a single 3D texture.

7 Results

We performed the experiments on a PC with an Intel Core i7 2.67 GHz and an
Nvidia GTX 285. The image size of our real-time rendering results are 1024×768
pixels.

Rendering Results. Figure 1 shows our rendering results under one directional
light (D = 1 and s = 16, with D is the number of directional lights and s
is the number of caustic spheres) and environment illumination (D = 24 and
s = 16). From our experiments, the visual differences of the caustics between
D = {32, 48} and D = 24 were hardly noticeable. Moreover, the visual differences
of s = 16 and s = 32 were also not very apparent. Therefore, we suggest the
rendering with D = 24 and s = 16.

Sampling Comparison. Figure 4 shows the comparison of caustics render-
ing using our quadratic radii caustic spheres and uniform radii caustic spheres
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(a) Quadratic radii (s = 16) (b) Uniform radii (s = 16) (c) Uniform radii (s = 32)

(d) mental ray (without

occlusion)

(e) Occlusion - Quadratic

radii (s = 16)

(f) mental ray (with

occlusion)

Fig. 4. Comparisons of the rendering results. (a), (b), (c), and (e) were rendered using

24 directional lights.

proposed by Wyman et al. [8]. As seen in Figure 4, the quadratic radii using
fewer caustic spheres achieves similar visual results as the uniform radii which
uses more caustic spheres. With few caustic spheres (s = 8, 16) circular banding
artifact is visible near the caustic object in the rendering results using uniform
radii caustic spheres due to the insufficient number of caustic spheres near the
caustic object.

Comparison with mental ray. We also compare our rendering results with
the results rendered using mental ray (which took about four minutes to render
each frame). Figures 4(a) and 4(d) show the comparison without light occlusion
and Figures 4(e) and 4(f) show the comparison with light occlusion. Note the
similarity between our results and mental ray results such as the caustics in front
and behind the bunny (for the example without occlusion) and the vanished parts
of the caustic patterns (for the example with occlusion).

Performance Comparison. We performed experiments using combinations
of all possible options of the rendering techniques described in Section 6 and
combinations of various numbers of directional lights D = {1, 16, 24, 32, 48} and
caustic spheres s = {8, 16, 32} to determine the best rendering performance
(in average frames per second, fps). In general, we achieved the best rendering
performance under environment illumination for D = 24 and s = 16 (29.95 fps
for cast caustics rendering and 14.57 fps for cast caustics and volumetric caustics
rendering) by using the combination of multiple passes rendering, multiple 3D
textures storage for the caustic spheres, and the compiled technique.
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8 Conclusions and Future Work

We have presented a technique for real-time rendering of caustics and volumetric
caustics in dynamic scenes under multiple directional lights. Our technique can
be applied to render approximate caustics under environment illumination taking
into account light occlusion from the surrounding objects. The limitations of
the proposed technique are as follows. Our technique requires a large amount of
memory to store the caustic spheres. Thus, we are interested in finding a method
to compress the caustic spheres. Since we perform precomputation, the caustic
objects are not deformable.
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Abstract. In this paper, we propose an extraction method of lip movement im-
ages from successive image frames and present the possibility to utilize lip 
movement images in the speech activity extraction process of speech recogni-
tion phase. The image frames are acquired from the PC image camera with the 
assumption that facial movement is limited during talking. First of all, one new 
lip movement image frame is generated with comparing two successive image 
frames each other. Second, the fine image noises are removed. Each fitness rate 
is calculated by comparing the lip feature data as objectly separated images. It 
is analyzed whether or not there is the lip movement image through verification 
to the objects and three images which have higher rates in their fitnesses. As a 
result of linking the speech & image processing system, the interworking rate 
shows 99.3% even in the various illumination environments. It was visually 
confirmed that lip movement images are tracked and can be utilized in speech 
activity extraction process.  

Keywords: Lip Movement image, Image Frames, Acoustic Noises, Speech & 
Image processing system. 

1   Introduction 

In recent years, information technologies have spread rapidly due to the miniaturiza-
tion and increased mobility of these information appliances. These changes have 
made it necessary to develop an speech interface technology that can effectively con-
trol these information appliances. The most difficult obstacle in the speech recogni-
tion phase, through technology which converts speech into text, is acoustic noises. 
The service environment of speech recognition is full of acoustic noises. It is no ex-
aggeration to say so. The process of speech recognition is plagued by a large variety 
of acoustic noises including noises from its own drives of the appliances, network 
noises, and other environmental noises. Channel noises or stationary noises are almost 
completely eliminated, because their sizes and frequencies are easily identified by 
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their consistency. The real challenge lies in the elimination of more dynamic noises, 
which are more difficult to be identified due to their irregular sizes and frequencies. 
Once the acoustic noises entered into the speech recognition phase, the noises are not 
removed and are the main cause for the low speech recognition rate. By the way, 
regardless of the ambient acoustic noises, images will be acquired and processed 
continually. 

This paper is a part of the scheme to utilize lip movement image in order to prevent 
acoustic noises from being recognized as speech[1]-[2]. There is certainly lip move-
ment whenever someone speaks, and any sound energy is extracted. Also, the sound 
energy which is not correspondingly associated with lip movement would be identi-
fied as noises. If lip movement is confirmed[3]-[4] in the speech activity extraction 
process of speech recognition phase, lip movement can efficiently prevent the acous-
tic noises from being classified as speech. 

In this paper, we propose an extraction method of lip movement images from suc-
cessive image frames in the speech activity extraction process[5] which is preprocess-
ing phase of speech recognition. The image frames are acquired from the PC image 
camera. We also present the possibility to utilize lip movement images in the speech 
activity extraction process of speech recognition phase. Ultimately, we try to apply 
this extraction method to speech recognition of Robert surrounded with any outside 
environment including the dynamic acoustic noises.   

This paper is organized as follows. Section 2 describes image frame acquisition 
environments. In section 3, the procedure of lip movement image extraction is de-
scribed including the noise image deletion and the extraction of lip movement image 
features. In section 4, we show the verification of lip movement images and it’s ex-
perimental environment, where the template matching method is showed to verify lip 
movement images accurately. In section 5, we bring to conclusions. 

2   Image Frame Acquisition Environments 

As the multimedia environment has progressed rapidly, cameras are equipped with all 
kinds of information appliances, which can easily, acquire movement images, and 
process them. Especially image cameras for PCs have come into use widely in the 
recent years and those allowed the general public to generate images directly, and to 
edit them. The PC image camera is mainly used for image communication with a 
remote site or image chatting, but it can also be utilized continuously in acquiring, 
comparing and analyzing the image frames. Nowadays, the PC image camera gener-
ates 320*240 sized color images at the minimum speed of more than 15 frames per 
second. Thus it is sufficient to study the process of acquiring and processing image 
frames. 

Fig. 1 shows speech and image processing system in the speech recognition phase. 
The processing system is composed of three parts, that is, image processing part, and 
speech processing recognition part, and shared memory part. Lip movement images 
can be acquired under the lighting conditions of the general home and office envi-
ronment. It is also assumed that there was no excessive movement of the head or face 
during the conversation. Therefore, excessive movements of a face were excluded 
from this study. 
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Fig. 1. Speech and image processing system in the speech recognition phase 

3   Procedure of Lip Movement Image Extraction 

The extraction of lip movement images uses a five phase processes, which is as follows: 
acquiring movement images, removing fine image noises, separating the partial images 
as different areas, comparing the area images to lip features, and verifying whether it is 
the lip image or not, etc. This process is repeated for each image frame unit. 

Figure 2 shows five steps of the process for extracting lip movement image. Image 
frames “a” and “b” are the shape of the facial components when they are changing in 
the speaking situation. 

 

        
                                   (a)                           (b)                          (c) 

        
                                 (d)                     (e)                           (f) 

Fig. 2. Process for extracting lip movement image 
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“c” is composed of the results which are changed between “a” and “b”. As a struc-
turing element “d” is used to remove minute image noises which appear in “c”. “e” is 
the result of the application of the structuring element. “f” is the result of the different 
image areas, which have different pixel value. The following sections address the 
specific processes involved in the completion of component “f”. 

3.1   Movement Distinction and It’s Image Acquisition 

In order to distinguish whether or not there is a lip movement, a comparison between 
one image frame and the other image frame must be done in a pixel unit. A fine dif-
ference of pixel value in each frame is constantly occurring phenomenon because of 
the image processes and illumination. Therefore, after setting up a threshold for a 
pixel value difference, it is desirable to distinguish those values which are in excess of 
the threshold. The setting of a threshold value is necessary to consider environmental 
illumination and PC computing performance. Here the threshold was set to 30. There-
fore, the decrease of the computational scale was processed after the color images 
were converted to monochrome. 

In order to acquire and compare the successive image frames, a minimum of two 
image buffers are necessary. While continuously updating the new images, they are 
simultaneously compared to the buffer images by pixel unit each other. Whether or 
not there are image frames or their components change is interpreted according to the 
differences in the related pixel value. The results which are compared with a pixel 
unit are acquired, and those are composed of new movement image frames. 

3.2   Image Noise Removal and Movement Image Separation 

The fine image noises are removed by the “opening”[6] technique as one of the mor-
phological image processing method. The “opening” technique is composed of a  
two step technique, “erosion” and “dilation”. By applying the structuring element of 
Figure 2(d), to images smaller than the structuring element, the smaller images are 
removed. The structuring element used in “opening” can be set up with several direc-
tions, that is, up and down, right and left, diagonal, and so on. This process is ex-
pressed by their symbols. 

e = c ◦d = (c Θ d) ⊕ d 

The structuring element (“d”) is set up as 7*5 pixel size with a length that is longer 
than the width that takes into consideration the lip movement image shape. The lip 
movement image width is shorter than the length. 

Nevertheless after removing the detailed image noises, many other large sized 
movement image parts will remain. These image parts include eye blink unrelated to 
eye movements, jaw movements, face shake, and many extra movements in the back-
ground and the light. In addition, there are lots of extra images according to the back-
ground and the light. 

In order to isolate the lip movement image, it is necessary to separate those resid-
ual image parts into different areas each other. The separation of the image part is 
performed by the “grassfire transform”[7] technique. Through all the image pixels, it 
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makes groupings of the neighborhood pixels with the same value by means of giving 
a distinct value to each. 

3.3   Application of Lip Movement Image Features 

After the objects are separated into different areas, a variety of data can be extracted, 
such as width, lengthwise, pixel numbers, position, etc. If a comparative analysis of 
the data is done, the characteristics of lip image can be determined. 

Several features of lip movement images can be determined mainly through it’s re-
lation to the eyes. First, it is the extent of the rectangular form. Second, it is done by 
finding the center of the image in relation to the eyes and the lip. Third, it is the num-
ber of pixels. Although the pixel numbers vary largely according to the lip movement 
scales, the maximum and/or minimum counts are important to distinguish each image 
area. 

Table 1 below is the results of the data for the feature  elements of lip movement 
images which are collected through a PC image camera at the interval of 50cm.  

The dimension rate is calculated as the actual pixel numbers divided by the rectan-
gular dimension’s maximum size for width and length. 

The fitness rate of the lip movement feature is calculated by combing all the fea-
ture data above. The more the fitness rate of the image is high, the more the possibil-
ity of the lip movement image part is great. The next section will show the method of 
verification by identifying the three images which have the highest fitness rates. 

Table 1. Feature elements of lip movement images 

 

4   Verification of Lip Movement Images and Experimental 
Environments 

The preliminary step in the verification process should be the establishment of thresh-
old values for the fitness rates of a lip movement image. However, the fitness levels 
for eyes and lip movement images are changeable on occasion. 
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The fitness rates are made as the result of the correlation rate from the template 
matching, which is added to the fitness rate by feature elements. The fitness rates are 
used as a final score to decide the lip movement image. The following Figure 3 shows 
the partial results that were collected from the largest verification rate per every 
frame. 

The horizontal axis represents the fitness rates and vertical axis represents the fre-
quencies. The highest convex curve is related to the lip image areas, and the second 
convex curve is a related to the eyes. The valley point between the first and the sec-
ond convex curve is a threshold classifying the lip image area and the others. The 
threshold value is formed and extracted automatically. The threshold value is situated 
at the point between two convex curve changes. where, valley point is converged into 
a unified value, namely 0.57. 

 

 

Fig. 3. Fitness rates and frequencies 

The next step is considering the template matching technique which can be used 
for accurate verification. Template matching is a suitable method for measuring the 
correlation between two images in a pixel unit. The correlation can compute the dif-
ferences between the two images per related pixels. Fig. 4 shows the model (a) and 
the calculating formula (b) for measuring the template matching rate. 

 

 

    
  (a)                                                (b) 

Fig. 4. Template matching rate measuring model (a), calculating formula(b) 
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In Fig. 4(b), a(x,y) shows the brightness value considering the average value of 
E(g) obtained from the input image g(x,y). Additionally, b(x,y) shows the brightness 
value considering the average value of E(t) obtained from the template image t(x,y). 
During the implementation of the template matching technique, only three movement 
images which are selected in order of their fitness levels are actually verified. 

The lip movement itself should not be included as an element in the template dur-
ing talking. Unlike the lips, the nose is unchangeable even during talking, so the dif-
ference between the light and dark shade is distinct.  

Figure 5(a) shows tracking results of three lip movement image candidates and 
5(b) does tracking of a final lip movement image which is selected from three lip 
movement image candidates.  

 

 

 
(a) 

 

 
(b) 

Fig. 5. (a) Trackings of three lip movement image candidates; (b) Tracking of a final lip 
movement image 

Prior to the combined speech and image processing system, it was tested whether 
the speech recognition phase is influenced by external acoustic noise which is not a 
part of the speech recognition object. The confirmation of illumination environment 
was investigated while the brightness of the lighting application was changed. Addi-
tionally, it was determined whether any acoustic noise was blocked during the speech 
recognition phase through the combination of the speech and image processing sys-
tem. These experimental results are summarized in table 2, and table 3. This system 
was implemented by linking the existing speech recognition engine with the image 
processing test bed for lip movement image tracking. The computer  utilized for the 
experiment was a PC Pentium IV with a 3.6GHz processor under the general office 
environment. 
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Table 2. The image processing and illumination adaptation 

Tracking 
object 

Illumination level (lx) Success rate (%) 

Lip 
movement 

Office (500~300) 
Home (300~100) 
Laboratory (100~  )  

About 95 
 

Table 3. Combined speech and image system 

Input object Content Success rate (%) 
Acoustic 
noise 

Blocking of the 
speech recognition 
 progress 

100 

Speech recognition 
execution 

99.3 Speech ut-
terance 

Speech recognition 
non-execution 

0.7 

5   Conclusion 

In this paper, we proposed a method to extract lip movement images from successive 
image frames and presented the possibility to utilize lip movement images in the 
speech activity extraction process of speech recognition phase. The image frames are 
acquired from the PC image camera with the assumption that facial movement is 
limited during talking. First of all, one new lip movement image frame is generated 
with comparing two successive image frames each other. Second, the fine image 
noises are removed. Each fitness rate is calculated by comparing the lip feature data 
as objectly separated images. It is analyzed whether or not there is the lip movement 
image through the verification to the objects and three image candidates which have 
higher rates in their fitnesses. As a result of linking the speech and image processing 
system, the interworking rate showed 99.3% even in the various illumination envi-
ronments. It was visually confirmed that lip movement images are tracked and can be 
utilized in speech activity extraction process. Ultimately, we try to apply this extrac-
tion method to speech recognition of Robert surrounded with any outside environ-
ments including the dynamic acoustic noises. In the future study, the confirmation of 
the real-time processing for extracting further robust lip movement images remains to 
be solved. 
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Abstract. We propose a rule-based camerawork controller for a recently

proposed a comic generation system. Five camerawork rules are derived

through an analysis of online-game webcomics about Lineage 2, one rule

for each of the five event types: chatting, fighting, moving, approach-

ing, and special. Each rule consists of three parts relating to the three

camera parameters: camera angle, camera position, and zoom position.

Each camera-parameter part contains multiples shot types whose value

indicates the frequency of their usages in the analyzed webcomics. In

this paper, comic frames generated with the proposed camerawork con-

troller are shown and compared with those generated with our previous

controller based on heuristic rules, confirming the effectiveness of the

proposed camerawork controller.

1 Introduction

Comic is a promising media for summarizing experiences in an entertaining fash-
ion. Recent comic applications include summarization of activities in a confer-
ence [1], daily activities [2], video sequences [3], and game-play activities [4–6].
Comic-based experience summaries facilitate augmenting personal memories as
well as promoting communication among user communities.

Since 2008, we have developed a number of techniques [7,8,9] for our comic
generation system [5] that aims at automatically generating comic from game
log. In our system, we adopted the same approach as in [4] where the game
engine of a game of interest is used for rendering comic based on information in
the game log. Another approach adopted in [6] is that of composing comic from
selected screen shots. Although the game engine must be accessible, the former
approach provides more room to play with camerawork and thus more varieties
in comic.

Recently, in order to utilize the advantage of the game-engine approach, we
proposed in [9] a module for manually editing the camerawork of generated
comic. However, its initial camerawork, heuristically decided by the authors,
lacks varieties and requires a large amount of editing work and thus causes a high
burden to the user. To ease this burden, we address here the issue on automatic
camerawork control and propose a camerawork controller that automatically

H.S. Yang et al. (Eds.): ICEC 2010, LNCS 6243, pp. 326–333, 2010.
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Fig. 1. Screenshot of The ICE

decides the camerawork of each frame based on rules derived from an analysis
of online-game webcomics.

The contributions of this paper are as follows:

1. Universal and reliable camerawork rules derived from webcomics about Lin-
eage 2,

2. The proposed camerawork controller utilizing the derived rules and providing
rich varieties of shots,

3. Outline of our automatic comic generation system applicable to any game,
provided that its game engine is accessible.

As with our recent papers, we use, as the research platform, an online game
called The ICE (Fig. 1), under development at the authors’ laboratory. In The
ICE, typical online-game activities, such as monster fighting, chatting with other
characters, and item trading, are available.

2 Comic Analysis

We selected the web comics [10] in Japanese whose stories are about Lineage 2
for analyzing camerawork rules. Our reasons for this selection, besides the third
author himself being a resident of Lineage 2 and thus familiar with the contents,
are as follows:
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Table 1. Resulting camerawork rule for each event type

Event Type LA EL HL BE F TF S TB B SC C M K L SL

Chatting 266 5807 344 74 2847 2489 512 242 255 432 1265 2939 866 770 136

Fighting 65 631 49 0 276 265 66 48 65 40 74 281 162 147 33

Moving 4 97 13 0 35 31 26 5 15 5 13 30 18 33 13

Approaching 2 21 1 0 19 1 2 0 1 0 5 9 4 4 2

Special 122 1733 199 74 962 779 140 58 110 188 357 897 341 243 44

– Their stories are based on Lineage 2, fitting to our comic genre.
– Each story has a sufficient length, ensuring the reliability of analysis results.
– Multiple comic writers contribute to the above site, preventing the analysis

results from being biased by a single comic writer.

In order to increase the quality and reliability in analysis, we asked two college
students to independently read and analyze, based on the same analysis manual,
all comics in this site. Their task was to find the frequency of each shot type
relating to the camera angle, camera position, and zoom position in the comic
frames for five event types defined as follows:

Chatting event that includes at least one dialogue or chat balloon
Fighting event that includes a content relating to fighting activities
Moving event that shows movement of characters
Approaching event where at least two characters or objects are approaching

each other
Special event to which the above four events do not apply.

Note that multiple event types might be applicable to an analyzed comic frame.
For each of such frames, the shot types for the camera angle, camera position,
and zoom position were shared by and counted for all applicable event types.

Table 1 shows the analysis results integrating the individual results from the
two analyzers. An element in this table indicates the frequency of a shot type
of interest in the corresponding event. The number of shot types relating to
the camera angle, camera position, and zoom position are four, five, and six,
respectively; i.e.,

Camera angle: Low Angle, Eye Level, High Angle, and Bird Eye shots;
Camera position: Front, Tilted Front, Side, Tilted Back, and Back shots;
Zoom position: Super Close-up, Close-up, Medium, Knee, Long, and Super

Long shots;

where the shot target is the last character who chatted and who performed a
fighting action for the chatting event and the fighting event, respectively; for the
other event types, the shot target is the player character.

For each shot type of a camera parameter of interest, we use the frequency in
Table 1 as its weight in the corresponding event type. The camerawork controller,
described in the next section, uses these weights in a roulette-wheel fashion for
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Fig. 2. Architecture of the comic generation system

deciding a shot-type of each camera parameter for a given event type. For exam-
ple, considering selection of a shot type of the camera angle for the fighting event,
the roulette wheel has four areas with the sizes in the proportion of 65:631:49:0.

3 Camerawork Controller and Comic Generation System

Figure 2 depicts an overview of our comic generation system [5] that includes
the proposed camerawork controller as the most right module. In this system,
first, the play log is chronologically divided into multiple partitions, each called
a scene, connecting a story (if any) in the play. At the event extraction module,
a scene is further divided into multiple chunks, each called an event composed of
multiple actions such as fighting, chatting, and moving. After frames have been
selected from those events at the frame selection module [8], the parameters for
deciding frame size and shape are decided. These parameters are used together
with the camera angle, camera position, and zoom position for rendering comic
frames.

The proposed camerawork controller decides the camerawork parameters for
a given frame through the following three steps:

1. Determine the event type by using the majority voting of all action types
occurring in the frame

2. Perform roulette-wheel selection of a shot type of each camera parameter for
the determined event type

3. Set the value of each camera parameter to the predefined value of the selected
shot type.

4 Results and Discussions

Figures 3.a and 3.b show a comic page generated with the previous camerawork
controller, used in 5,7–9, and that with the proposed camerawork controller,
respectively. This is from a scene where the player, the robot-like character, and
his friend, the dog-like character, are talking to a mission master, the human-like
character, in order to receive a game mission. Because the former controller uses
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(a) Previous

(b) Proposed

Fig. 3. Comic page for a chatting scene with the previous camerawork controller and

the proposed camerawork controller
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(a) Previous

(b) Proposed

Fig. 4. Comic page for a fighting scene with the previous camerawork controller and

the proposed camerawork controller
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only one combination of the camera angle, camera position, and zoom position
for each event type, there exist two frame subsequences, each having a same
shot type, in the former figure. On the contrary, the latter figure has a richer
variety of shot types. Visual comparison between these figures and that between
Figs. 4.a and 4.b for a fighting scene also confirm the superiority of the proposed
camerawork controller.

5 Conclusions and Future Work

This paper described our camerawork controller that decides a combination of
the camera angle, camera position, and zoom position for a frame according
to the frame’s event type. Such a decision is done for a given event type using
roulette-wheel selection where each shot-type’s weight of a camera angle of in-
terest represents its portion in the wheel. An analysis of Lineage 2 webcomics
was conducted to derive those weights. Visual comparison between our previ-
ous camerawork controller and the proposed camerawork controller confirms the
superiority of the latter.

Our future work includes fine tuning of the camera angle, camera position,
and zoom position based on the entropy of each frame segment formed with a
technique such as the Berkeley Segmentation Engine [11].
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Abstract. Multimedia interactive contents that can be controlled by

user’s motion attract a great deal of attention especially in entertain-

ment such as gesture-based games. A system that provides such interac-

tive contents detects the human motions using several body-worn sen-

sors. To develop such a system, the contents creator must have enough

knowledge about various sensors. In addition, since sensors and contents

are deeply associated in contents, it is difficult to change/add sensors

for such contents. In this paper, we propose a framework that helps con-

tents creators who do not have enough knowledge on sensors. In our

framework, an interactive content is divided into two layers; sensor man-

agement layer and content layer. We confirmed that creators can create

interactive contents easier with our framework.

Keywords: Wearable Computing, Flash, Development Environments.

1 Introduction

In recent years, the importance of intuitive human-computer interfaces has in-
creased and increased. Especially, Nintendo Wii that is a video game console
released in 2006 infuses new breath into the game market since we can play
video games intuitively by using sensor-enabled game controller as a sword and
a tennis racket. On the other hand, it is still difficult for contents creators who
create contents using Flash or other animation tools to develop such contents
since they usually do not have the knowledge to manage sensors and to recognize
user’s motion from raw sensor data. Moreover, once the contents creator made
a content using sensors, it is difficult to change the sensors used in contents
because the sensor management is deeply integrated to the contents. Therefore,
there is a requirement on the support for contents creation by easier sensors
managements.

Here, Flash[6] is so popular for providing interactive contents on web
browsers. Flash contents have various advantages such as small file size with
respect to rich contents, and support for various platforms (more than 99% peo-
ple in mature market can play flash contents). Contents creators can implements
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� �
WHEN GPS_MOVE

IF CURRENT.Position == ’station’

THEN DO BROWSER_OPEN(’URL’)

� �
Fig. 1. An example of ECA rule

interactivity on the contents using easy programming scripts called ActionScript.
Thus, we propose a framework for flash creators to create interactive contents
with sensors and actuators. Our framework provides several tools to hide the
difficulty in sensor management and creators can create interactive contents by
ActionsScript easily.

The remainder of this paper is organized as the follows. Section 2 describes
our environmental assumptions and Section 3 presents related works. Section 4
describes the process of developping contents using our framework. We explain
our framework in detail in Section 5 and discuss our framework in Section 6.
Finally, we conclude this paper in Section 7.

2 Environmental Assumption

The target users of our framework are flash contents creators that do not have
enough knowledge how to use the sensor data while they can create flash con-
tents without sensors. Recent days, there are many people that can create flash
contents since flash becomes popular.

We employ Wearable toolkit that we developed to define/recognize user con-
texts. It consists of an event-driven rule processing engine and several plug-ins
to implement context-aware applications easily. The rule in the toolkit is called
ECA rule, which consists of Event, Condition, and Action. For example, when we
want to develop the system that displays the train schedule when user arrives
at the station, we define the reception of GPS data as Event, the comparison
the current position with the position of station as Condition, and the naviga-
tion to web site as Action, as shown in Figure 1. Wearable toolkit has Context
Definition Tool that users define user contexts easily by actually demonstrating
the motion to be registered. The rule engine raises an event when it detects the
similar motions to registered contexts. The Context Definition Tool supports
various sensors such as 3-axis acceleration sensors, temperature sensors, a GPS,
and RFID tag readers.

Figure 2 shows an example of our assumed content and user. The user interacts
with the content by his motions in front of the screen. He receives feedbacks by
the screen, sound, and some actuators.

3 Related Works

There are many researches to develop services using various sensors and actu-
ators. Phigets[3] and Teleo[2] are toolkits that consist of various sensors and
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Body-worn sensors

Interactive content

Fig. 2. An example of playing contents

actuators to develop applications using the libraries in various development en-
vironments. Gainer[8] is a hardware platform to connect various devices to com-
puter. GlovePIE[1] is a tool for assigning device functions to application functions
by a script language. Using these toolkits, we can develop applications that use
various devices easily. However, we still need to know how to process the sensor
data since they support only connection between computer and devices.

A CAPpella[7] enables us to define user actions easily, and GT2K[9], AR
Toolkit[11], and DART[10] provide the recognition of gestures and markers by
camera. However, these systems does not refer to programming model.

4 Contents Development with Our Framework

We show an actual development of interactive game, a 110m hurdles game, as
the following steps. Our framework especially supports Step 2, 3, and 4 since
these steps are difficult for contents creators.

Step 1. Contents design
Step 2. Motion registratoin
Step 3. Rules description
Step 4. Flash contents creation
Step 5. Debug

Step 1 Contents design: We established the overall picture of the contents in
this step. Then, We discussed the purpose of the contents, motions to be used,
and required sensors and actuators. In this case, the purpose of the game is to
compete the time from start to goal. The character on the flash contents runs
while the player runs, it stops when the player stops, and it jumps when the
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player jumps. Moreover, a vibrator works when the character fails to jump a
hurdle.

Step 2 Motion registratoin: Next, we registered the player’s motions that
are designed in previous step using Context Definition Tool. To register them,
we only performed the actual motions. We also confirmed that the actions can
be recognized accurately. For this game, we registered the 3 motions; run, stop,
and jump.

Step 3 Rules description: In this step, we described the rules for Wearable
Toolkit to communicate with flash contents. Our Code Generation Tool, which is
explained in the following section, produces the rules by inputting the relation-
ship between user actions and flash scripts that are activated when the motions
are recognized. Concretely, to create the rules about run action, we input the
name of running action and a script that is executed at running. The Code Gen-
eration Tool generates the scripts and the rules to execute the input scripts when
the system recognizes run. We also input descriptions about stop and jump. In
the same way, we also easily get the scripts and the rules to control actuators by
Code Generation Tool. In concrete, we selected the vibrating function from the
list of Wearable Toolkit functions, then the named of the function can be used
in flash contents.

Step 4 Flash contents creation: In this step, we created flash animation
contents. The Code Generation Tool generated flash project file in which the
script for communication is already described. To control an actuator, we only
describe RaiseEvent() function that has the event name selected in the previous
step. We added RaiseEvent() function in the script code for collision detection.

Step 5 Debug: We tested the contents using the debugger of Wearable Toolkit.
Using this debugger, we confirmed that flash received the player motion events
and Wearable Toolkit received the device control events. Moreover, we checked
the accuracy in motion recognition. When the accuracy is not enough, we change
the threshold in recognition or redefine the motions. We can change the content
easily since Code Generation Tool generates rules and scripts independently from
actions and actuators.

5 Design of Framework

Our framework consists of 2 layers as shown in Figure 3. Sensor management
layer manages sensors and actuators, and recognizes user motions. Flash contents
layer is flash contents including several templates to communicate with the other
layer. Since it is difficult for flash creator to use the sensor data directly, our
framework hides the sensor management layer from contents creators. If they
define the user motions that they want to use semi-automatically using Context
Definition Tool, flash contents can receive the motion-recognition event from
sensor management layer.
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センサ管理層 （Wearable Toolkit）Sensor management layer（Wearable Toolkit）

OSOS

Flash Plug-inFlash Plug-in

Plug-inPlug-in

GPSGPS 3-Axis
Accelerometer
3-Axis

Accelerometer 振動子Vibrator

Flashコンテンツ層Flash contents layer 
Windows
Common
Control

Windows
Common
Control

Plug-inPlug-in

Context ToolContext Tool

Communication ClassCommunication Class

Hardware (I/O module)

Software (library, application)

… …

Support with our tool

Fig. 3. Structure of proposed framework

In this research, we add a function for communicating with flash contents to
Wearable toolkit and implement Code Generation Tool that generates the rules
and the scripts for associating motions with actions.

To realize the communication between Wearable Toolkit and flash contents, we
utilize the Flash Player’s commands that are originally used for communication
with Flash Player and the contents. Although this command cannot transfer
without text message, it has enough capability to send context information to
flash contents and we do not suppose the contents creators use the raw data
from sensors. The communication between Wearable toolkit and flash occurs in
the following three situations:

Communication on flash contents starting: First communication occurs
in initializing the content. When a flash content starts, it sends messages to
Wearable Toolkit to register user motions and actuators to be used via fscom-
mand() function[4]. This process is based on the code shown in Figure 4, which
is generated by Code Generation Tool. This process includes the association be-
tween motions and scripts. In the figure, ACTION_NAME action is associated with

� �
RegisterAction(

"ACTION_NAME", OnAction,

"explanation", "type of argument");

RegisterEvent(

"EVENT_NAME", "explanation",

"type of argument");

function OnAction(Arg:type of argument){

//OnAction implementation Here

}

� �
Fig. 4. An example of script at initialization
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� �
WHEN CONTEXT_RECOGNIZED(’CONTEXT_NAME’)

IF CURRENT.Rate > 80

THEN DO FLASH_ACTION(’ACTION_NAME’)

� �
Fig. 5. An example of ECA rule to send a message to the flash content

� �
WHEN FLASH_EVENT(’EVENT_NAME’)

THEN DO CONTOL_ACTUATOR()

� �
Fig. 6. An example of ECA rule to control actuators

OnAction() function. When the toolkit receives the messages, it registers the
messages as events or actions.

Communication when user motion is recognized: After the flash content
starts, Wearable Toolkit recognizes user motions from sensor data. When a mo-
tion is recognized, ECA rules that are generated by Code Generation Tool are
executed to send the recognition results to the flash content. The flash content
calls the associated scripts according to the received results.

An example of such ECA rule is shown in Figure 5. This rule is activated
when the context named CONTEXT_NAME is recognized, and sends the function
name ACTION_NAME to exectute the script in the flash content. This rule is au-
tomatically generated by Code Generation Tool.

To realize this communication, FLASH_ACTION action calls SetVariable() func-
tion [5] on the SWFobject, which is a function to change the value of variables
on the flash content. In the content, the target scripts are described as a callback
function. In the example of Figure 4, OnAction() is executed when the value of
the variable is changed to ACTION_NAME.

Communication when the content controls actuators: Our framework
enables flash contents to control actuators by fscommand() function in the con-
tents that sends text messages to Wearable toolkit. The ECA rules for actuators
control in Wearable toolkit, which is created by our Code Generation Tool, re-
ceive commands and control the associated actuators. An example of the ECA
rules is shown in Figure 6. The rule in the figure execute CONTROL_ACTUATOR()
action to control an actuator when the command named EVENT_NAME is received
via fscommand() from the flash content.

6 Consideration on Implementation Time

We discuss the easiness of contents development by using our framework. Firstly,
we implemented an interactive game by modifying existing breakout game. We
associated two motions on the game with two physical motions. We took less
than one hour to modify this game.
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(a) Swimming game (b) home run chase game

Fig. 7. Created games

Next, we implemented two games that are the homerun chase game and the
swimming game. In the homerun chase game, to swing the bat on game, a user
swings an arm with an acceleration sensor. In the swimming game, when a user
strokes with his arms with acceleration sensors, the game character swims for-
ward. It took two hours for developing the homerun chase game and three hours
for developing the swimming game. Most of the time for implementation was to
create flash animations. Approximately 15 minutes are used for the definition of
user motions and the description of rules that are needed to communications.
Figure 7 shows snapshots of these games.

In addition, we created a content for donation box at Kobe Luminarie that
is a festival held in Kobe, JAPAN. The festival is held to mourn the victims.
We developed the content on the display in front of the donation box. The dog
character in the content performs the same motion as a person who fold the
donation box. For example, when the person bows, the dog on the display also
bows and says, “Thank you for your donation” as shown in Figure 8.

This contents was also developed in approximately three hours. From these
implementations, there is little time to implement interactive contents using
sensors by our framework.

(a) waiting (b) bows

Fig. 8. Snapshots of the content in donation box
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7 Conclusions

In this research, we proposed and implemented a framework that enables con-
tents creators to create interactive contents using wearable sensors. The frame-
work presents the mechanism for communication between Wearable toolkit and
flash contents. Moreover, our proposed Code Generation Tool achieved auto-
matic scripts/rules generation to use our framework easily. We confirmed that
contents creator could develop intuitive contents in a few hours by evaluating
actual implementations.

On the other hand, we feel that the difficulty of games becomes higher since
the gesture input is difficult and delayed compared with the conventional input
methods. Thus, we should adjust the game difficulty according to the recognition
accuracy and the delay of the motion.

In the future, we will evaluate our framework based on actual implementations
by flash content creators to show the effectiveness on complicated interactive
contents.
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Abstract. A media art contents authoring tool based on Eclipse called

Exhibition Contents Authoring System (ECAS) is presented in this

paper. Visual editor of ECAS is implemented using Graphical Model-

ing Framework which is composed of Eclipse Modeling Framework and

Graphical Editing Framework. The rest of the system were implemented

using Eclipse Rich Client Platform framework. With this tool, artists

could present their works easily by drag-and-dropping icons without pro-

gramming skills.

Keywords: Media Art, Authoring, GMF, Eclipse, RCP.

1 Introduction

It is becoming easier and faster for the artists to create their works thanks to
the development of computer technology. But there are still some limitations.
One of them is that they still have to write programming code to some degree.
However, most of professional artists do not know how to program even a single
line of code. Our software Exhibition Contents Authoring System (ECAS), a
media art contents authoring tool, has been developed for those artists in mind
so that they could create their media art contents very easily. All they need to
do is just drop and drag components of their choice, and then just connect these
components in particular sequence by drawing lines between them. ECAS was
developed using graphical modeling framework [1].

1.1 Related Work

There are several media art contents authoring tools available on the market
in the form of commercial software or open source software. Max/MSP [2] and
Processing [3] are two of the most widely used programs all over the world. Max
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was originally written by Miller Puckette as the patch editor for the Macintosh
[4]. Then it was further developed by third parties to extend its functions grad-
ually. There is an open source version of Max named Pure Data [5]. Pure Data,
also developed by Miller, is an alternative tool for the students who learn digital
music. Processing was firstly developed by the MIT Media lab in order to help
out the artists who suffered from programming code. The development began in
2001 and the stable version 1.0 was firstly released by the year 2008. There are
many media art contents developed and implemented using Processing.

Besides these programs, there are also other media art contents authoring
tools like VVVV [6], Quartz Composer [7] and Open Frameworks [8]. VVVV
was designed to facilitate the handling of large media environments with physi-
cal interfaces, real-time motion graphics, audio and video that can interact with
many users simultaneously [6]. Quartz Composer is a node-based visual program-
ming language provided as part of Xcode in Mac OS X [4]. Open Frameworks is
a C++ library designed to assist the creative process by providing a simple and
intuitive framework for experimentation [8].

1.2 Motivation

Although the above tools are already convenient to use, there are still some
obstacles that prevent media artists from easy creating their media contents
using the tools. Max provides plenty of components, however, the structure is
too complex and difficult for the artists to learn, not to mention the high price
of commercial version. On the other hand, Processing is easier to learn and is
free of charge, but instead of convenient graphical user interface, it still requires
some programming code. VVVV has perfect rendering effect but it runs only on
Windows platform.

There is a need to develop a cheap, easy to use, stable and efficient multi-
platform media art authoring tool. Java and Eclipse were chosen to develop
ECAS in order to get ability of multi-platform and higher extensibility. It is
desirable that ECAS should not run only on the desktop PC but also run on
the portable devices. It should also be easy to develop and maintain. As one
of the world’s most popular Integrated Development Environments, Eclipse has
already provided these mechanisms. ECAS could be used as an independent
desktop application or one of plug-ins [9] of Eclipse as in Fig. 1.

Although the code has been written in Java, there are several reasons that the
speed of the program is as fast as in C/C++. Whatever Rich Client Platform
(RCP) [10] or Graphical Modeling Framework (GMF), all the GUI frameworks
from Eclipse are based on the SWT [11], which draws UI by calling system
functions directly, therefore the speed grows up much faster than pure Java
implementation. Just-in-time [12] compiling technology is used to compile the
frequently used source code directly into the native code. While doing image
processing and graphics rendering inside the software, JavaCV [13] and JOGL
[14] are used. Both of these two libraries are implemented by calling native
methods directly.
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(a) ECAS as RCP (b) ECAS as Plugin

Fig. 1. Program appearance

The remainder of this paper is organized as follows. Section 2 discusses the
whole architecture of proposed media art contents authoring tool. Subsection
2.1 introduces the procedure of designing model files using GMF. Subsection 2.2
shows the complementation procedure from two perspectives, one part is GUI
and the other part is logic. The experimental result to evaluate the proposed
media art authoring tool is described in Section 3. Section 4 gives the conclusion
and future work.

2 Architecture

The system consists of two major parts: graphical user interface and program’s
logic. Usually, Graphical Editing Framework (GEF) [15] and Eclipse Model-
ing Framework (EMF) [16,17] are used for designing GUI and program’s logic,
respectively. But Eclipse provides more convenient way to generate GUI and
program’s logic simultaneously. The framework used here is GMF which is the
combination of GEF and EMF. That is, instead of designing each part sepa-
rately, infrastructure of the whole program is firstly designed using GMF and
then the generated source code would be further modified manually to be fully
functional.

2.1 Designing Using GMF

Domain model, graphical definition model, tooling definition model and diagram
mapping model should be defined in order to develop GMF based infrastructure.
The whole procedure involves following steps:

– Create a domain model, which defines the non-graphical information used
and managed by ECAS

– Create a graphical definition model, which defines graphical elements to be
displayed in the visual editor in ECAS
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Fig. 2. ECAS function modeling

– Create a tooling definition model, which defines elements to be displayed in
the palette in ECAS

– Create a diagram mapping model, which defines the mapping between do-
main model elements and graphical elements

– Generate the skeleton of graphical editor and enhance the generated code

First step is to create domain model, actually this is the part which is very
closely related to program’s logic. In the current version of ECAS, 42 classes
are defined inside the domain model file (Fig. 2). The basic class here is named
Process, because each block can be seen as a process when program is running.
Seven methods are defined inside the Process class. They are listed below:

– void connect(Process target)
– void receiveMessage(Data data)
– void init() throws Exception
– void start()
– void process(Data param)
– void destroy()
– void stop() throws InterruptedException

After this domain model definition is done, a file which has the extension of
genmodel is generated and then logic related source code is generated. The two
main packages generated are workshop and workshop.impl. The definitions of
the models’ interfaces are located inside package workshop and the real imple-
mentation of the functionality is located inside the package workshop.impl.

Then the tooling definition model and graphical definition model should be
defined. While designing tooling definition model, any number of groups could
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(a) Help system (b) Process flow

Fig. 3. Help system and Process flow

be created and each item is put inside the corresponding group. Icon image could
also be changed by specifying the path of the image. In the case of graphical
definition model, each node’s figure should be specified inside the Figure Gallery.
The default node shape is rectangle, but it could be modified to customized shape
as in Fig. 1. Besides these, there are many functional options which could be
implemented further. For example, whether put label inside or outside the node,
whether fix the size of node or not and so on. The next step is to define diagram
mapping model of these three files described above. After all these operations are
finished, RCP based infrastructure was generated for the further development.

2.2 Complementation

The default generated source code is just the skeleton of the whole program. It
already can run in this state, but the program cannot do real functions what
artists want. Additional functions should be extended manually. As it was men-
tioned before, there are two main parts: one is GUI and the other is logic.

First part of program is about extensions on GUI. It is known that Eclipse
provides many extension points. There are three main extensions implemented
inside ECAS. The first one is Action Set, the second one is View extension
and the third one is Help extension. Menu Build is added to the program by
extending the Action Sets. There are two other submenus named as Preview
and Validation. Preview is for running the program before doing export and
Validation is for checking the integrity of the source file. These action sets are
implemented as the subclasses of IWorkbenchActionDelegate class. We override
the run() method of parent class. And the other extension is to extend the View
in order to implement the project explorer. Project explorer can be seen on the
left side in Fig. 1(a). Although the method used to implement project explorer
is a little simple and itself can only provide limited functions, it do really very
much help. In the future version, this scheme would be re-implemented using
Common Navigator Framework (CNF). Help system is very important for any
software. Help system inside ECAS is implemented from two side perspectives:
manuals for the users and class references for the developers as in Fig. 3(a).

Second part of program is about extensions on program’s logic. As it was
mentioned earlier, the basic class of this Media art contents authoring tool is
Process. It is defined as a thread. As every class used by ECAS is implemented
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(a) (b)

Fig. 4. Multi-sensor board function test

by inheriting thread class, it has its own run method. Fig. 3(b) shows the main
concept of each Process class. The big box represents one node used inside the
proposed tool. When the program is running, each node receives message from
the previous node and stores the data to the input variable. Here input is a
vector. In order to further process, the node first calls get() method to get the
data from the input then uses process() method to do real logical processing,
and then stores the result to the output variable. Finally, the node will call
send() method to transfer the result to the next nodes. For example, if the
node is Camera block, it receives the data from the local webcam, does some
processing, and sends the result to the next node. When several nodes work
together, we should provide the synchronization for these nodes.

3 Experiments

We did experiments on three aspects: external board, audio processing and video
processing.

Fig. 4 shows the case for testing communication function block with external
hardware, like Arduino Board [18] which is commonly used among the artists.
The half above image in Fig. 4(a) shows the designed patch file and there are
five blocks: start, serial, multi-board, code box, display. Start block means the
start of the whole patch file; serial block is used for selecting the port which
ECAS would use to communicate with multi-board; multi-board represents for
the external device ECAS would communicate with; code box is designed for
storing user defined code in order to deal with some problems more flexibly, in
this case it will control how to display final result to the screen; display block
is used for showing the result. The half nether image in Fig. 4(a) shows that
artists could set or change some properties of each block through the prompt
dialog box. After all the preliminary work is done, then we make the patch file
running and Fig. 4(b) is the final result. Users can send and receive data through
the interface presented in 4(b).

Fig. 5(a) shows the case for testing audio processing function block. There
are four blocks in this case; start block, audio file block, audio effects block
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(a) Audio test (b) Video test

(c) Face detection in Processing

Fig. 5. Audio and Video processing function test

and speaker block. Start block is the same as in the previous case; audio file
block is used for selecting the audio file for ECAS; audio effects block provides
several kinds of effects, in this example only two are in use: mixing and changing
sampling rate; speaker block is used for playing sound.

Fig. 5(b) shows the case for testing video processing function block. The test
functionality in this case is face detection skill which is very commonly used in
the image processing and computer vision area. The face detect function block
is used for detecting faces inside one image frame. First, sequential images are
grabbed from camera block then the camera block sends the data to the face
detect block. The face detect block would detect human faces at each frame then
send the result to the code box. Test code is set inside the code box block in
order to retrieve the face information and draw it to the image buffer. Fig. 5(c)
shows the same function implemented in Processing. Users need to write down
about 50 lines code, but ECAS only uses five blocks.

4 Conclusion and Future Work

A media art authoring tool based on Eclipse is presented in this paper. The
proposed scheme solves several problems of the existing tools. It can provide
media artists more efficient and easier way of creating media so that they could
create art contents very quickly and easily. Furthermore, it also makes the pro-
cedure easier for the developers so that they can improve this tool or maintain
the existing code more efficiently.
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Every block used inside ECAS is implemented as a thread. Although the
thread can go to sleep when there is nothing to do, it still remains inefficient
compared to those using static compiling method. Currently our users can only
edit and run the program. But if there is an error inside, one cannot monitor
exact situation. The function that users can also debug inside ECAS should be
provided in future. The program is currently developed using GMF based on
the Draw2D package. Although 2D is already enough for the artists to work, the
mechanism that they work on 3D based graphical editor [19] would be added in
the future, too. It is much more intuitive and user-friendly.
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Abstract. Emotion, as an important aspect of human intelligence, has been 
playing a significant role in virtual characters. We propose an improved three-
level structure of affective model as “personality-emotion-mood” for intelligent 
and emotional virtual characters. We also present the emotion state space, as 
well as the emotion updating functions, to generate authentic and expressive 
emotions. In order to achieve the complexity and variety of behaviors, we bring 
forward a behavior organizing structure as the behavior tree, which defines four 
kinds of behavior organizations as well as the behavior tag and behavior 
message, to manage virtual characters’ behaviors. At the end, we achieve an 
experimental platform BAAP, which prove our emotion model and behavior 
organizing structure to be effective and practical in generating intelligent and 
emotional behavioral animations.  

Keywords: virtual character, affective computing, behavior tree, behavioral 
animation, authoring platform. 

1   Introduction  

In previous work [1], we proposed a computational emotion model which can be 
incorporated into physiological and social components of emotions. We improve it in 
this paper and present an experimental platform BAAP. We mainly focus on two 
subjects: emotion modeling and behavior organizing. Based on the OCEAN model [2] 
and the OCC model [3], we propose an improved three-level affective structure as 
“personality-emotion-mood”. The emotion state space, as well as the emotion 
updating functions, is defined for generating authentic and expressive emotions.  

To organize behaviors of virtual characters, we bring forward a structure as the 
behavior tree similar to Halo2 [4]. There are four kinds of organizations for executing 
behaviors: “Sequence”, “Selector”, “Repeat” and “Parallel”. By designing behavior 
tags and behavior messages, we succeed to generate intelligent and emotional 
behavioral animations.  
                                                           
* Corresponding author. 
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2   Related Work  

Picard restates the definition of affective computing [5]. Information of personality 
and emotion can influence virtual characters over probability of choosing behaviors. 
Egges [6] presents the personality-emotion influence matrix to explain how each 
personality factor influences each emotion factor. Chittaro [7] defines an OCEAN-
based model where behavior sequences are chosen from an animation library based 
on personality. The EMA model [8] combined a plan-based appraisal model with a 
detailed problem-focused model. However, one limitation among the previous work is 
the lack of interactions between physiology, cognition and social interaction.  

Inspired by the psychological emotion models, researchers recognize the utility of 
computational models. Loyall [9] described an innovative system for authoring 
expressive, autonomous interactive characters. However, it focuses on building 
specific and unique believable characters, where the goal is artistic abstraction of 
reality, not biologically plausible behavior. Egges describe a generic model [10] and 
generate emotional, communicative and multiple character animations [11]. Perlin 
[12] create the autonomous digital actor to act out scenes using procedural animation 
techniques. All these works seek to create believable, emotional or social characters.  

Behavior modeling and organizing are significant aspects of generating intelligent 
and emotional behavioral animations. Diller [13] focuses on behavior generations 
relevant for training applications. In the CreatureSmarts Architecture [14], robust, 
reactive, adaptable, honest, expressive, sensible and scalable creatures are sought to 
be built. Kallmann [15] presents a feature modeling approach to define behavioral 
information, paying special attention to the capabilities of interaction. Isla [4] uses 
hierarchical state machines and DAG [16] in Halo 2, where the use of state machines 
is regarded as less feasible for the long term and even proving difficult in generation 
games. The major problems are the complexity of state machines grow quickly when 
the behavior of a character becomes slightly more sophisticated.  

3   Overview 

Figure 1 shows the architecture of BAAP. In the first instance, a dialog system is 
provided for users to customize the virtual environment, for example, importing 
personal data (i.e. personality and emotion, which are described in detail in section 4) 
of virtual characters, customizing behavior tree based on the motion databases, and so 
on. Personal data of virtual characters is dealt with by the character controller.  
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Fig. 1. Overview of BAAP 
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After initialization, the animation generator begins to take up the control. It first 
setup the virtual environment (i.e., locate virtual characters and objects, read in 
behavior data of the customized behavior tree and set initial emotion states and 
behaviors of virtual characters), afterwards, it carries out the execution of the 
behavior tree, which traverses leaf and non-leaf nodes of the behavior tree and 
executes behaviors recorded on the leaf nodes to generate behavioral animations. The 
particular introduction of behavior tree is described in section 5.  

4   Emotion Modeling 

4.1   Personality  

Personality is closely relative with emotion and mood and is modeled using vector p, 
with each element corresponding to a component of the OCEAN model [2] and 
restricted within the interval (0, 1):  

pT = <a1,a2,a3,a4,a5>, ∀i∊{1, 2, ..., 5} ai∊(0, 1)                        (1) 

where ai refers to each element of the OCEAN model.  

4.2   Emotion  

Emotion is formalized with an emotion state set of six elements (which are, 
happiness, sadness, anger, fear, surprise and disgust [17]) and specified using vector 
et at time t with each element restricted within the interval (0, 1):  

et
T = <b1,b2,b3,b4,b5,b6>, ∀i∊{1, 2, ..., 6} bi∊(0, 1), t>0                 (2) 

where bi refers to each element of the emotion state set.  

4.3   Emotion State Space  

The emotion state space is designed in BAAP. As shown in Figure 2, six components 
are divided into three groups (namely, {happiness, sadness}, {anger, fear} and 
{surprise, disgust}), with the former of each represents the active component and the 
latter represents the passive component.  

 

 

Fig. 2. Emotion state Space 
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The two components within the same group are independent of each other; 
however, they both hold either positive or negative relationships with components of 
other groups. Components of the same kind hold positive relationships with each 
other; while of different kinds hold negative relationships. For example, the active 
component “happiness” is independent of the passive component “sadness”, holds 
positive relationships with the active components “anger” and “surprise”, and 
negative relationships with the passive components “fear” and “disgust”.  

4.4   Emotion Updating  

Different from the relative permanence of personality, emotion may change over time 
under rapid enhancing function fe and slow weakening function fw:  

 fe(bi, u): bi←f(f-1(bi)+u), i∊{1, 2, …, 6}, u>0                             (3) 

fw(bi, v): bi← bi*(1-e-1/vt), i∊{1, 2, …, 6}, v>0, t>0                         (4) 

where u and v are the enhancing and weakening parameters respectively, f-1 is the 
inverse function of f described as follows:  

f(x): x←e-k
1
/(x-k

2
), k1, k2>0                                                                     (5) 

where k1 and k2 are parameters to determine the gradient of function f.  

4.5   Mood  

Mood is virtual character’s subjective experience. In this paper, only active mood and 
passive mood are considered. Mood is described with vector m, with each component 
restricted within the interval (0, 1):  

mT = <ma, mp>, ma, mp∊(0, 1)                                    (6) 

where  

mi = log3(∑3(bi-1)), i{a, p}                                             (7) 

ma and mp denote the active and passive mood intensity respectively. ba denotes the 
active components; while bp denotes the passive components.  

5   Behavior Organization 

Behavior is the primary approach to represent emotion. The organization, formulation 
and execution of behavior are elaborated in this paper. The behavior DAG [16] 
(directed acyclic graph), namely, behavior tree, is implemented in BAAP. The non-leaf  
 

Table 1. The organizations of behaviors in BAAP 

organizations descriptions 
Sequence All the direct children should execute in turn.  
Selector At most one direct child is chosen to execute.  
Repeat All the direct children should execute in turn for several times.  
Parallel All the direct children should start execution at the same time.  
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node of a behavior tree is designed to determine how to execute its subtrees; while the 
leaf node is the pure behavior to achieve some essential work. There are four kinds of 
non-leaf nodes, defining four kinds of organizations shown in Table 1.  

5.1   Behavior Cinquain 

There are five factors of behavior taken into account, namely inflictor, sufferer, 
trigger, aim and state, which compose behavior cinquain bhv:  

bhv = <inf, suf, tri, aim, state>                                        (8) 

 

 

Fig. 3. Example Behavior tree 

Figure 3 shows an example behavior tree, with one and only root node. The pink 
rectangles indicate leaf and non-leaf nodes; while the blue ones contain elements of 
pure behaviors. Moreover, the words recorded in each top blue rectangle (i.e. the 
leftmost “Bob”) denote the inflictor; while the second ones (i.e. the leftmost “Steve”) 
denote the sufferer; such words as “Tri: 2#” indicate that there are two components 
recorded in the tri element.  

5.2   Behavior Tag 

It is difficult to prepare everything in detail when customizing a behavior tree, for the 
complexity of solving behavior factors will grow implausible if the tree becomes 
massive. Luckily, we have the behavior tag. The idea is not to keep all these specific 
factors in the behavior cinquain but encode some of them as a tag, which are ignored 
when customizing the behavior tree. Not until the behavior is executing will the tag be 
computed, in this case, all the details of the behavior can be obtained.  

5.3   Behavior Message 

There is another problem, that is, once a behavior finishes execution, the situation of 
the virtual environment may have changed. Then, how to inform the changes?  

Our method is through the behavior message, which does not appear in a static 
behavior tree structure, but is instead dynamically generated by the message handler 
to a specific behavior node during the behavior tree is executing. Concretely, a 
behavior calls the message handler after executing; the message handler, which 
conserves current environment information, picks up this call and releases a message  
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containing the updated information; virtual characters will update their information 
accordingly and respectively once receiving the message.  

6   Results and Discussions 

Two contrastive experiments, where virtual characters are customized with different 
personalities and emotions, are prepared in BAAP. To obtain convincing results, we 
make them share the same behavior tree; unfortunately, we are only able to affix two 
small segments of the tree because of its large scale, as shown in Figure 4.  

 

 

Fig. 4. Segments of the behavior tree built in BAAP 

In Experiment 1, the personality of Bob is customized to be high in neuroticism, 
while Jane in openness and extraversion, Steve in agreeableness and Halley in 
conscientiousness. As for initial emotions, we customize Bob to be high in fear, 
surprise and disgust, Jane to be in anger, Steve to be in surprise and Halley to be 
neutral. The reason for Halley to be neutral is we intend to build a reference.  

As shown in Figure 5, a segment of behavioral animations is generated through the 
execution of the behavior tree. The general process is: 1). Halley keeps on barking at 
the cake, which attracts Steve. 2). Steve fails to reach the cake and runs to Bob. 3). 
Steve asks Bob for help. 4). Bob refuses Steve’s request. 5). Steve does not give up 
and runs to Jane. 6). Steve asks Jane for help. 7). Jane gets angry with Bob. 8). Bob 
feels dejected and walks to the cake. 9). Steve feels pleased for Bob’s help. 

 

 

Fig. 5. Procedure of Experiment 1 

In Experiment 2, the personality of Bob is customized to be high in openness and 
agreeableness, while Jane in extraversion, Steve in agreeableness and Halley in 
conscientiousness. In contrast with Experiment 1, we customize Bob to be high in 
happiness, Jane to be in anger, Steve to be in fear and Halley still to be neutral.  
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As shown in Figure 6, a contrastive segment of behavioral animations is generated 
through the execution of the behavior tree. The general process is: 1). Halley keeps on 
barking at the cake, which attracts Steve. 2). Steve fails to reach the cake and runs to 
Bob for help. 3). Bob approves Steve’s request. 4). Bob feels happy and walks to the 
cake; Steve follows Bob with pleasure and excitement. 5). Bob takes the cake. 6). 
Steve feels satisfied with Bob’s help.  

 

 

Fig. 6. Procedure of Experiment 2 

We achieve two contrastive segments of behavioral animations. With neurotic 
personality and disgusted emotion, Bob will refuse Steve’s request (in Experiment 1), 
however, it will approve Steve’s request if customized to be open and agreeable  
(in Experiment 2). Similarly, Jane and Steve will also behave differently with 
different personalities and emotions. Driven by personalities and emotions, our 
method enables virtual characters to present authentic and expressive behaviors.  

Figure 7 shows the mood curves of virtual characters in Experiment 1 (the left 
picture) and Experiment 2 (the right picture). In the left picture, we are informed that 
Bob goes through an emotional process with twists and turns (the red curve); Jane 
keeps a mood curve with a sudden rise (the blue curve); Steve’s mood curve arises 
right after Bob’s first rise (the green curve). We get the opposite result in the right 
picture where Bob goes through a flat emotional process (the red curve) and Steve 
looks with twists and turns (the green curve).  

 

 

Fig. 7. Mood curves of virtual characters in the two contrastive experiments 

7   Conclusions and Future Work  

In this paper, an improved three-level structure of affective model as “personality-
emotion-mood”, as well as a new behavior organizing structure behavior tree, is 
brought forward to generate intelligent and emotional behavioral. An interactive 
platform named BAAP is also constructed to allow users to customize virtual 
characters to achieve authentic and expressive emotions as well as behaviors. Our 
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future work will focus on facial expressions and learnable abilities of virtual 
characters. In addition, we believe that better behavioral animations will be generated 
with better technology of motion controllers and physical simulations.  

Acknowledgements  

This research is co-funded by INTEL-University cooperation project and the 863 
project (Grant NO: 2006AA01Z303).  

References  

1. Yang, H., Pan, Z., Zhang, M.: Modeling emotional action for social characters. Knowledge 
Engineering Review 23(4), 321–337 (2008) 

2. Larstone, R., Jang, K., Livesley, W., Vernon, P.: The relationship between Eysenck’s P-E-
N model of personality, the five-factor model of personality, and traits delineating 
personality dysfunction. Personality and Individual Differences 33, 25–37 (2002) 

3. Ortony, A., Clore, G., Collins, A.: The Cognitive Structure of Emotions. Cambridge 
University Press, Cambridge (1988) 

4. Isla, D.: Handling Complexity in the Halo 2 AI. In: Proceedings of Game Developers 
Conference, GDC (2005) 

5. Picard, R.: Affective computing: challenges. International Journal of Human Computer 
Studies 59(1-2), 55–64 (2003) 

6. Egges, A., Kshirsagar, S., Thalmann, N.: Generic personality and emotion simulation for 
conversational agents. CAVW 15(1), 1–13 (2004) 

7. Chittaro, L., Serra, M.: Behavioral programming of autonomous characters based on 
probabilistic automata and personality. CAVW 15(34), 319–326 (2004) 

8. Marsella, S., Gratch, J.: EMA: A computational model of appraisal dynamics. In: 
European Meeting on Cybernetics and Systems Research (2006) 

9. Loyall, A., Reilly, W., Bates, J., Weyhrauch, P.: System for authoring highly interactive, 
personality-rich interactive characters. In: Proceedings of the 2004 ACM 
SIGGRAPH/Eurographics Symposium on Computer Animation, pp. 59–68 (2004) 

10. Egges, A., Kshirsagar, S., Thalmann, N.: A Model for Personality and Emotion 
Simulation. In: Palade, V., Howlett, R.J., Jain, L. (eds.) KES 2003. LNCS (LNAI), 
vol. 2774. Springer, Heidelberg (2003) 

11. Egges, A., Thalmann, N.: Emotional communicative body animation for multiple characters. 
In: Proceedings of the First International Workshop on Crowd Simulation, pp. 31–40 (2005) 

12. Perlin, K., Seidman, G.: Autonomous Digital Actors, Motion in Games (2008) 
13. Diller, D., Ferguson, W., Leung, W., Benyo, A., Foley, D.: Behavior modeling in 

commercial games. In: BRIMS 2004: Proceedings of the 2004 Behavior Representation in 
Modeling and Simulation Conference (2004) 

14. Burke, R., Isla, D., Downie, M., Ivanov, Y., Blumberg, B.: CreatureSmarts: The Art and 
Architecture of a Virtual Brain. In: Proceedings of the Game Developers Conference (2001) 

15. Greisemer, J., Butcher, C.: The Integration of AI and Level Design in Halo. In: 
Proceedings of the Game Developers Conference, San Jose, CA (2002) 

16. Kallmann, M., Thalmann, D.: Modeling Behaviors of Interactive Objects for Real-Time 
Virtual Environments. Visual Languages and Computing 13, 177–195 (2002) 

17. Ekman, P.: An argument for basic emotions. Cognition and Emotion (1992) 



Choshi Design System from 2D Images

Natsuki Takayama, Shubing Meng, and Takahashi Hiroki

Graduate School of Informatics and Engineering,

University of Electro-Communications,

1-5-1 Chofugaoka, Chofu-shi, Tokyo

msb8063@yahoo.co.jp, rocky@hc.uec.ac.jp

Abstract. This paper proposes a Choshi design system. Choshi is a new

method for carving of paper, which is uneven 3D shape and unique colors

of papers. Choshi, derived from carving overlaid colored papers, has the

following three features:

1. Each layer consists of a single piece of paper of one color.

2. The color must be selected from a number of existing colors.

3. Choshi has an overlaid structure where carved papers are overlaid

on other carved papers.

The goal of the proposed Choshi design system has two issues: to enable

a wider variety of people to easily and successfully create Choshi art,

and to reduce the difficulty and tedium, of creating a Choshi art piece.

Keywords: Choshi, Segmentation, Selecting colored paper, Overlaid

structure.

1 Introduction

Choshi[6] is a new carving method which can represent uneven 3D structures
with unique colored papers as shown in Figure 1.

The process of Choshi art, shown in Figure 2, includes:

1. A color sketch should be prepared in advance. A number to each colored
regions corresponding to the carving sequence is assigned.

2. Papers which are similar colors to those in the sketch are selected. All colored
papers are put together according to the order.

3. The topmost layer should carve away the color regions of all the other colors.
The next layer should carve away the color regions of all the remaining colors.
This proceeds layer by layer to the bottom. The visible color regions in all
papers result in a color sketch with sharp curves and a complex overlapping
structure.

Compared with graphic works and three-dimensional arts, Choshi provides a bet-
ter aesthetic perception to the viewers. It is, however, very difficult to popularize
this art form due to its sophisticated structure, complicated and time-consuming
production processes, and high requirement for the artistic knowledge.

H.S. Yang et al. (Eds.): ICEC 2010, LNCS 6243, pp. 358–365, 2010.
c© IFIP International Federation for Information Processing 2010
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(a) Choshi top view image (b) Choshi side view showing lay-

ers image

Fig. 1. Choshi

(a) A sketch (b) Colored papers (c) Regions carving (d) Discrete papers

Fig. 2. Making processing of Choshi

NPR is the short form of Non-Photorealistic Rendering. It assists artists in
creating real artworks starting with digital images, and provides the possibility
free the artists from labor of complex handwork and get the same or even better
artistic effect than that made by hand. Some of previous NPR methods which are
used for representing three dimensional shapes, similar to Choshi, are introduced.

Bas-relief is a form of relief in which the contents silhouette slightly stands
out from the surrounding surface. The overall depth of bas-relief is shallow so it
sets up an intermediate step between 2D image and 3D sculpture. For example
on most coins, images are in bas-relief. A presented digital bas-relief system[4]
assists artists in converting virtual 3D models into digital bas-relief sculptures.
During the conversion the input 3D models should be squeezed into a flat surface,
while maintaining as much as possible the perception of the full 3D scene. As
an NPR system it can generate real bas-relief automatically with the aid of
computer-driven milling equipment. In addition, this bas-relief system has a
few functions to assist artists in adjusting aesthetic qualities such as the camera
viewpoint or the compressed height in order to create digital Bas-relief intuitively
based on the their personal aesthetic perception.

Another virtual sculpture system[3] allows artists to realize traditional sculp-
ture in virtual space by CSG(Constructive Solid Geometry) and height-map.
The system provides an intuitive interactive interface to artist. Artists can carve
any complicated polygon by using a digital graver to cut forms on stone, wood,
brick or any other material in virtual space.
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Neither digital Bas-relief nor virtual sculpture can be used in Choshi genera-
tion for the discrete overlapping structure of color papers.

The rest of paper is organized as follows; section 2 describes Choshi system
by giving the details of each process, and describes the application of the Choshi
design system to the generation of carving data. Also, some real Choshi are
carved by a cutting plotter based on the data. Section 3 concludes this paper.

2 Choshi Design System

2.1 Generation of Rough Sketch

Region segmentation of Mean Shift algorithm[7] can not only keep the details and
structures of the original features in images but also can facilitate the labeling
process better. In this paper, q = (p, c) = (x, y, r, g, b) is used as a feature vector,
where p = (x, y) represents a vector in spatial domain H2, and c = (r, g, b)
represents a vector in color space S3. In the five-dimensional feature space, mean
shift vector M(q) is obtained by the following equation.

M(q) =
1

nx

∑

p∈H2,c∈S3

(qi − q) (1)

Where, q and qi denote five-dimensional feature vectors of the data. nx represents
the number of data within the radius of dH ∈ H2, dS ∈ S3 at the center q.

Local mode is obtained by shifting the target vector q until the mean shift
vector M(q) becomes smaller than a threshold. This process is applied for the
whole pixels in a given image. Color value in each pixel is replaced the mode
in the local distribution. The adjacent pixels in spatial domain are merged into
one region, where the distances in the feature space are within the range of dH

and dS√
2
.

The adjacency relation of regions in the image space is represented by RAG.
Color difference within the range of dS√

2
in the color feature space is merged into

one region. This process is repeated 3 times. The obtained image is used as rough
sketch as shown in Figure 3(a).

(a) Input image (b) Segmented image

Fig. 3. Result of rough sketch image
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2.2 Colored Paper Selection

In representation of the painting style like Choshi, it is most desirable to calculate
color difference in a color coordinate system which is close to human color per-
ception. Munsell color system has three axes H(Hue), V(Value) and C(Chroma)
which indicate three attributes of human color perception respectively.

The representative color value of each color region in the rough sketch and
colored papers are represented by HVC coordinate in approximate Munsell color
system by using MTM[9]. Then the color differences between the representative
color in the rough sketch and the colored paper are calculated by Godlove Color
different formula. A colored paper is selected when the color difference is mini-
mum.

MTM corrects the evenness of Adams color space which approximates Mun-
sell color space. At first, RGB color represented 8 bits in each component is
transformed into CIE(1934)XYZ color value by using the following formula.

⎛

⎝
X
Y
Z

⎞

⎠ =
1

255

⎛

⎝
0.608 0.174 0.200
0.299 0.587 0.144
0.0 0.066 1.112

⎞

⎠

⎛

⎝
R
G
B

⎞

⎠ (2)

Next, Munsell Value function V (A) = 11.6A
1
3 − 1.6 is applyed to calculate

(M1, M2, M3) as three components in Adams color space according to equation
(3). ⎧

⎨

⎩

M1 = V (1.02X) − V (Y )
M2 = 0.4[V (0.847Z) − V (Y )]
M3 = 0.23V (Y )

(3)

M1 and M2 indicate color plane and M3 is for Value. The approximate value
(Ĥ, V̂ , Ĉ) of HVC in Adams color space is given by the following equation(4).

Ĥ = tan−1

(
M2

M1

)
, V̂ = M3, Ĉ = (M1

2 + M2
2)

1
2 (4)

Then, new axes S1 and S2 are obtained by equation (5) which aims to correct
the distortion of M1 and M2.

{
S1 = 8.88 + 0.966cos(Ĥ)M1

S2 = 8.025 + 2.558sin(Ĥ)M2
(5)

Approximate value of HVC derived from MTM can be given by the following
equation by using S1, S2 and M3.

H̃ = tan−1(
S2

S1
), Ṽ = M3, C̃ = (S1

2 + S2
2)

1
2 (6)

Godlove color difference formula gives weighted Euclidean distance between the
two color samples in Munsel color space, where the distance is weighted by
the perceptual ratio of C and V. Godlove color difference formula is shown as
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(a) Segmented image (b) Final reference image

Fig. 4. Result of colored paper determination

equation(7), where a perceptual ratio of C and V is C : V = 1 : n. In this paper,
n is set to 4 according to the experimental result of Godlove[10].

ΔE = ((ΔC̃)
2

+ 2C̃1C̃2(1 − cosΔH̃) + (nΔṼ )
2
)

1
2 (7)

Figure 4 shows the selected colored paper according to equation (7).

2.3 Choshi Description

In every colored paper, the regions which are not seen also exist, so the overlap-
ping structure must be considered. Based on the result of color region segmen-
tation, the whole image is indicated as I, and the set of all the color regions in
the image are indicated as Ri ∈ I(i = 1, 2, ..., n|n), n indicates how many pieces
of paper in use. For I =

⋃n
i=1Ri, P̄i indicates the cut-off part in each colored

paper. Pi denotes the left part. When the papers are piled up in the order of i,
Pi is represented as follows;

{
P1 = R1

Pi = Pi−1 ∪ Ri (i = 2, ..., n) (8)

(a) Overlapping structure (b) Relationship

between regions

and colored papers

Fig. 5. Determine the sequence of colored papers
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The cut-off part of each colored paper P̄i, therefore, derives from P̄i = I − Pi =⋃n
k=i+1Rk obtained by the following equation;

{
P̄n = φ
P̄i = P̄i+1 ∪ Ri+1 (i = n − 1, ..., 1) (9)

The overlapping structure model is illustrated in Figure 5.
The proposed Choshi system assigns certain numbers to the color regions

based on the sequence which is determined by the order of generated regions in
the rough sketch generation process. The number indicates a height.

After the selection of colored papers, user can adjust the height of each colored
paper by exchanging the numbers of the regions. Moreover, user can merge some
of the regions in order to modify the shapes of regions and the number of colors.

It is realized by interactive operations that are mouse operation and number
assignment. The Choshi model is generated in a virtual space based on the
equations (8) and (9) as shown in Figure 6.

Then, the cutting plotter is used to cut each colored paper according to the
output data and the colored paper is piled up in the order. Finally, a real Choshi
can be obtained. The generated Choshi is shown in Figure 7.

(a) Viewed from front (b) Viewed from bottom

Fig. 6. Virtual Choshi model

(a) Viewed from front (b) Viewed from bottom

Fig. 7. Carved Choshi
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3 Conclusion and Future Works

The system proposed in this paper makes it possible to generate virtual Choshi
beginning with an input image. It takes into account the following three features
of Choshi in order to keep the generated overlapping structure as similar as
possible to the image.

1. Choshi is composed by a set of colored papers and each color region is rep-
resented by a piece of colored paper. Each region, therefore, should hold a
uniform color.

2. Segmented regions show many kinds of colors, but the resulting Choshi will
be realized by colored papers. Thus the categories of colors have to be limited
to the existing colored papers.

3. In every colored paper, the regions which are not seen also exist, so the
overlapping structure must be considered.

Moveover, as an automatic method, it provides users a simple and pleasant way
to make Choshi. It is helpful to spread the Choshi as a common art form.

However, this system is not mature enough. It still needs further improvement.
In proposed system, the quality of the result is very dependent on the quality

of the segmentation. Experiment results show that the Mean Shift algorithm is
more adapt for defining color regions of illustration as shown in Figure 8(a),
however, it does not seem to robustly define ideal regions of input image with
complex scenes, like photograph. As shown in Figure 8(b), the discrete leaves
and windows did not get enough merging for matching unique color regions of
Choshi.

(a) Choshi model issued from an illus-

tration

(b) Choshi model issued from a photo-

graph

Fig. 8. Experimental results
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In addition, the Mean Shift algorithm can not intelligently judge the relation-
ship among regions in an image. Some unnatural effects exist as the results of
incorrect judgement of automatic segmentation, like the separated sky regions
shown in Figure 8(b).

Such points will lead to the results that a Choshi artist would not be satis-
fied with. Therefore, it might be preferable to provide the artist with tools to
guide the segmentation process and edit the results, rather than to rely on the
described region segmentation algorithm.
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Abstract. Game designers empirically use psychological and sociological 
player’s model to create the gameplay of their video games. These models are 
generally implicit and always informal.  A formal analysis of the player’s model 
leads to define efficient player behavior profile. It can have numerous 
applications, for instance adaptation of the content to the player’s ability and 
interest. Our work tries to find a rational way to assess Players Styles, concept 
suggested by Bartle [1] in 1996. The first step, state of the art of the player 
model, shows already some interesting criteria that can be used to classify 
player’s styles. 

Keywords: Video games, player’s model, player’s profile, gameplay, game 
design. 

1   Introduction: The Playing Player 

Bartle was the first designer trying to analyze the player’s behavior from a gameplay 
point of view. His classification of players in MUD (Multi User Dungeon) is still a 
reference discussed both by designers and sociologist. Bartle’s model is based on 
interviews done after game sessions. A methodological potential flaw is related to the 
fact that data were collected out of the magic circle [4]. As a consequence any 
measurement should investigate the specific playing time, when the player feels 
engaged [2] and perceives his posture as an active player [3]. So the measure has to 
be performed during active gameplay.  

The main criticism regarding Bartle’s model is related to contextual evaluation of 
the player’s behavior. It can only reveal MUD players’ profiles for a given game and 
at a given period. So the player model may be built on general criteria already used to 
create all sort of game and more generally based on general behavioral theories.  

Our goal is to analyze criteria needed to assess the player while he’s playing and 
reacting to gameplay mechanisms. Therefore we should rely on a definition of  
Gameplay. 

 
Gameplay definition: Gameplay is often defined as the relation between player and 
game world as Salen and Zimmerman evoke it [5].  On one hand we have a designed 
game system that simulates something.  On the other hand, we have a player, creating 
personal mental imagery of the situation and deciding mentally how to act within.  
Between the game system and the player, interfaces and captors create the link. In the 
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gameplay situations, sometimes called patterns [6], the player has a goal, a kind of 
challenge to reach that goal while facing uncertainty about how the game will end [7].   

Therefore, the definition of gameplay used in this research should be: All actions 
(cognitive or physical, performances and strategies) performed by the player, 
influencing negatively or positively the outcome of the uncertain game situation in 
which he is immersed in.   

2   Player Model in Gameplay State of Art 

Model of the playing player can be explored from several empirical and academic 
points of view. This paper focuses on the constructive aspects of the harvesting.   

 
Empirical difficulty and Flow. Game developers spend important resources in 
design, test and tuning to insure that the player is always confronted to an interesting 
challenge, not boring and not too frustrating.  All these expenses seem to be 
legitimized by Milahy Csikszentmihalyi theory of flow [8]. Difficulty test sessions 
include a model of the player built upon pragmatic aspects of his gameplay: how 
much time he takes to end a level, number of “game over” in a level… From data 
collected, developers design the path through their games for a generic player or 
several classes of players if the game offers several levels of difficulty. Some games, 
as Oblivion [9], implement a dynamic difficulty system linked to the player’s 
performance in the game. 

Two criteria help measuring the relationship between goal and effective result: 
Efficiency and Effectiveness. Efficiency is: how much resources are spent to reach the 
player’s goal. For example, many “Survival horror” are fully based on the quality of 
resources management (rare ammunitions, inventory). Effectiveness is: does the 
player reach the goal (or how long did it take to reach the goal)?  Another possible 
criterion to be measured in test lab is perseverance: How many times a player retries a 
given challenge? Does the player focus on one quest or micro challenge until he 
succeeds or does he try to find alternatives?  

 
Empirical critical path and bonus. In almost all game levels or even challenges 
there are several ways to win. Some are based on the “longest path”: In most solo 
action adventure games, first person shooter, role playing games, designers create a 
critical path: A walkthrough across all the levels that allows the player to meet with 
most of the assets produced.  But, if the player rushes he cans win using a “shortest 
path”. As a consequence he missed potential bonus, hidden rewards and secret levels.  
Some players want to end the game, others want to see, know or get everything. An 
evaluation of the ratio of the number of events, situations, challenges encountered by 
the player using his strategy and the “longest past” ones can be considered as 
characteristics of player’s behavior. This is, in Bartle’s classification difference 
between Killers and Explorers, for example. 

   
Performance modeling. All games, according to Jesper Juul’s definition, include a 
scoring system. A scoring system is generally a poor indicator of the player’s 
behavior but it can be enhanced in several ways.  In the game Forza Motorsport [10] 
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the Drivatar feature is an efficient way to model the player’s performance [11]. As he 
drives the player trains an AI. The system records a few key characteristics linked to 
gameplay as how consistent you are in, your speed and line or at what point you brake 
before entering a turn. Then you can let the AI drives a car with some of your 
gameplay attributes. This research shows spectacularly that cloning gameplay 
performance is possible with a very few variables to track.  

 
Artificial intelligence. Artificial intelligence research gives several points of view on 
the player’s model. The goal can be, for instance, to adapt challenge to the player or 
create more human behavior for non-player’s character.  

Historically in Chess and Go AI, the modeling process target is to create a virtual 
player who can find the optimal solution in a challenge. But real players are not 
always optimal in their choices.   

Another approach is based on tracing the strategies used in specific contexts. It 
allows for creation of an Action Model with identification of strategy through 
gameplay patterns. All gameplay’s variables must be taken in account.  This is easy to 
do with games like Pacman [12] or Space invader [13] which rely only on a few 
features. It may be much more complex to realize on elaborates gameplay and in 
particular on sandbox games. The pattern recognition principle is mainly applicable to 
a priori defined strategies. How could a computer classify strategies that were not 
forecasted by the designer? 

If strategies preferences are good criteria to model the player, we need a 
complementary way to capture  player’s style.  
 
Decision theory. Decision Theory provides an interesting behavioral model of 
decision under risk, [14].  This scientific model matches with a classification of poker 
players used by players themselves to guess competitors’ strategies: Risk-seeking for 
gains of low probability, Risk-aversion for losses of low probability, Risk-aversion 
for gains of high probability, Risk-seeking for losses of high probability. Customizing 
that approach for video game, we may classify this behavior in a two dimension 
scheme by measuring the percentage of success of challenges together with player 
involvement in it. 

Two other notions linked to Decision Theory can be taken into account and added 
to our Gameplay criteria. The Utility principle: 5 $ do not have the same value for 
everybody.  Players evaluate subjectively the value of the resources available and 
potential rewards. The ambiguity principle: we take decision with a certain amount of 
information on the situation, a number of known variables.  What amount is 
acceptable for us? 
 
Motivation Theory. Guillaume Denis [16] uses the motivation continuum of Deci 
and Ryan [17] in video game context. We can identify player progression from 
amotivation to intrinsic motivation. Role playing games as World of Warcraft 
(WOW) [18] provide several layer of motivational content to help the player 
progression through different levels of external regulations (See table 1). At the 
integrated regulation level, we can identify Bartle’s player classification.  
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Game Theory. In a previous work, we used game theory to analyze gameplay 
decision [15]. A game situation can be sorted out in a finite number of matrices. We 
can track player choices and try to define the pay off. The conclusion of this 
experiment reveals a possible way to differentiate short, medium and long term 
behaviors. 

Table 1. Deci and Ryan motivation continuum table with WOW regulation progression 

Behavior Non self determined Self determined
Type of 
motivation Amotivation Extrinsic motivation Intrinsic 

motivation
Type of 
regulation

Non regulation External 
regulation

Introjected 
regulation

Indentified 
regulation

Integrated 
regulation

Intrinsic 
regulation

Locus of 
causality

Impersonal External Somewhat 
external Somewhat internal Internal Internal

WOW
progression 
of regulation

Gold
Drop

Quest solving,
Level up,
Characteristic and 
competence 

Distance between 
action and goal : 
creating a wanted 
item= collect these 
resources + acquire 
this competence + 
buying this element 

Explore
everything, 
achieving all 
quests, being the 
best in PV, being 
pacifist
defend guild 
principles, 

Continuum

 

3   Criteria of the Player Gameplay Profile  

From the previous section, we can identify several interesting criteria to establish a 
player’s gameplay profile.  

Table 2. Criteria for a gameplay profile 

Performance In this particular gameplay, how the player performs? 
Efficiency How much resources I spend to reach the goal. 
Effectiveness Do I reach the goal?   

Strategies preferences What type of strategies the player knows, uses, masters. What 
context/strategies pattern he reproduces 

Completion What  % of the reachable game he finished  
Perseverance What is his degree of retrying facing failure? 
Risk aversion profile What is the position of the player in the risk aversion area? 
Utility What is his level of utility, what are the valuables elements for him? 
Ambiguity Does he take risk in uncertainty or knowing all the variables? 
Motivation type Where is the player on the motivation continuum? 
Pay off term 
preference 

Is he short-term, medium-term or long term in his choices?  

 
The most pragmatic trace of player’s decision is the input. This information must 

be interpreted through the filter of the game system to understand its gameplay 
meaning.  We work with the company Mimesis Republic on their virtual playground 
Mamba Nation [19] to confront this list to real data records. To be efficient, criteria 
were transformed in dimensions linked to clear player input.  This work brings out 
several remarks.  
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Performance measure must be elaborated for each game, and in the game, for each 
gameplay.  Creating an average performance for the all game can reduce the precision 
of the result.  Strategies preference and risk aversion profile are also to be assessed for 
each gameplay.  These three criteria need to analyze with attention the game system 
to define the gameplay pattern. 

Efficiency and effectiveness assessment with precision requires clarifying what is 
the player’s objective.  In sand box games we need a layer of interpretation to define 
the objective. 

Completion is the percentage of game completed within reachable content.  The 
interactive objects and interaction potentials must be clearly defined for each game. It 
can be mapped to discover goals, weapon to use, a collection to complete, a quest to 
activate…The player must know it all. 

Ambiguity needs to be assessed to measure what the player knows of a situation.  
The difficulty here is to understand how he perceives information.  We can eventually 
trace all the critical elements displayed to him by sound, rumble and images. Even by 
doing so, we cannot be sure of his perception and understanding. 

Transforming Motivation localization in measurable token in the game needs 
layers of interpretation and can create bias in the result. The simple fact you open a 
shop interface can mean the player perceives an expensive object that can drive his 
gameplay choices for a long period of time.  Pay-off term preference is in the same 
case.  For these two criteria the way we build the interpretation had to be exhaustively 
documented and communicated to the final user of the player profiling tools.  

Some criteria can be measured with temporality influences as an historic or by 
mixing other parameters: performance progression through time, strategic preference 
of people at noon and during the evening. 

4   Conclusion 

The criteria table is the draft of an individual gameplay player profile grid. It can be 
adapted to several types of games. This plasticity is a progression from previous 
behavioral approach.  We do not impose types; records of a population may reveal 
specific behaviors for a specific game.  

Our next step will be to embody the grid in a game and perform real time recordings. 
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Abstract. A motion-rendering system that adds target emotion to basic

movements of human form robot (HFR) by modifying the movements

was created. Pleasure, anger, sadness or relaxation is considered as target

emotion. This method not only keeps the user interested, but it also

makes the user perceive the robot’s emotions and form an attachment to

the robot more easily. An experiment was conducted using a real HFR

to test how well our system adds target emotion to basic movements.

The average of the success rates for adding the target emotion to basic

motions were over 60%. This suggests that our method succeeded in

adding the target emotions to arbitrary movements.

1 Introduction

We believe that communication robots will take an active part in our daily lives
in the near future. There are many studies about communication robots (e.g.,
[1], [2]). Moreover, some communication robots are already in use.

Expression of emotions by robots is essential for human-robot communication
(HRC). There are two methods for a robot to express an emotional state; one
uses verbal information (e.g., [3], [4]), and the other uses nonverbal information
(e.g., [5], [6]). In this paper, whole-body expression as nonverbal information is
considered as an expression of emotion (e.g., [7], [8]).

Our aim is to create a motion-rendering system that adds target emotion to
basic movements by modifying the movements. Canned whole-body movements
get old fast because those movements have little variation. The system not only
keeps the user interested with much variation, but it also makes the user perceive
the robot’s emotions and form an attachment to the robot more easily.

First, we introduce Laban movement analysis and Laban’s feature value set,
which we defined. Next, we describe the method for adding target emotion to
arbitrary basic movements, which is based on the result of pilot experiment [9].
In this paper, we consider pleasure, anger, sadness or relaxation as a target
emotion. Finally, an experiment is conducted to confirm the usefulness of our
method.

H.S. Yang et al. (Eds.): ICEC 2010, LNCS 6243, pp. 372–380, 2010.
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Table 1. Laban’s features

Large Small

Space the movement directions are one-sided different
Time whole-body movement is quick slow

Weight whole-body movement is strong weak
Inclination the whole-body is biased forward backward

Height the whole-body is biased upward downward
Area the range of whole-body is large confined

2 Correlation between Laban’s Feature and Emotions
Expressed by Movements

Previously, we proposed a set of motion feature values, called the Laban’s feature
value set, on the basis of Laban movement analysis (LMA) [9]. In this section,
we discuss the features of LMA, and the correlations between robot’s motion
features and its emotions, estimated by an observer.

2.1 Laban Movement Analysis

LMA [10] is a well known theory which developed by Rudolf von Laban, who
is widely regarded as a pioneer of European modern dance and a theorist of
movement education. It has succeeded Darwin’s movement theory [11], which
focuses on the structure of an animal’s bodily expression. Laban’s theory is well
suited for science and engineering, because it is mathematical and specific.

2.2 Laban’s Features

The six main features of LMA are Space, T ime, Weight, Inclination, Height
and Area. We define Laban’s features as follows and Table 1.

– Space represents the bias of whole-body movement.
– T ime represents the quickness of whole-body movement.
– Weight represents the powerfulness of whole-body movement.
– Inclination represents the bias for forward of posture.
– Height represents the straightness of posture.
– Area represents the range of whole-body body.

Please refer to [9] for more precise.

2.3 Correlation between Laban’s Features and Expressed Emotions

We have conducted a pilot experiment to examine the correlation between robot’s
motion features and the emotions expressed by movements [9]. Laban’s feature
value set is used as the motion feature values. KHR-2HV (Degree-of-freedom =
17, height = 353 mm, shown in Fig. 1) is used as HFR.
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Table 2. Correlations between Laban’s Features and Expressed Emotions

Space Time Weight Inclination Height Area
Pleasure -0.04 0.45 0.46 -0.27 0.33 0.36

Anger -0.21 0.30 0.33 0.01 -0.02 0.20
Sadness 0.03 -0.38 -0.42 0.47 -0.51 -0.39

Relaxation 0.16 -0.15 -0.12 -0.37 0.36 0.01

Fig. 1. KHR-2HV

open joint
waist joint

screw joint

Front Side
frontthe direction of face

Top

neck joint

Fig. 2. Link Structure of KHR-2HV and Information

The results of the correlations are in Table 2. Light gray represents a positive
correlation (significance level is over 1%), and dark gray represents a negative
correlation (significance level is over 1%). This table suggests the following.

Pleasure correlates with quickness and powerfulness. It also correlates a bias
for backwards posture, straightness of posture, and range of body.

Anger correlates with quickness and powerfulness. It also correlates with move-
ment with moves in different directions, and range of body.

Sadness correlates with slowness and weakness. It also correlates with a bias
for forward posture, low posture, and narrowness of body.

Relaxation correlates with slowness and weakness. It also correlates with move-
ment in the same direction, a bias for backwards posture, and straightness
of posture.

3 Method for Adding Emotion to an Arbitrary Basic
Movement

In this section, we describe the method for adding target emotion to arbitrary
basic movements. We created a motion rendering system with the consideration
that movement can be emotive if it is processed on the basis of the correlation
between a robot’s motion features and its emotions (Table 2). In this paper,
arbitrary basic movements are limited to movements that do not use the feet to
reduce the risk of falling.

3.1 Method for Adding Emotion to Basic Movements

Our method, whose aim is to add target emotion to basic movements, pro-
cesses basic movements to change the Laban’s feature values on the basis of the
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correlation. In this paper, we adapt HFR KHR-2HV (shown in 1) as the agent.
Fig. 2 is a link structure of the KHR-2HV and information about the method.

A basic movement is modified at every unit timepoint t as follows:

Space represents the bias of whole-body movement.
The bias of whole-body movement is related to the movement direction of the
extremities and the direction of the face. The system modifies the direction
of the face. If the direction of the face is near the average direction of the
movement directions of extremities, we consider the directions of movement
to be one-sided. The system modifies the direction of the face to add emotion
as follows.

θhead(t) ← θhead(t) + (θmax(t) − θhead(t)) × emo (1)

θhead is the angle of the face (neck joint) and θmax is the average of all
movement directions of extremities. The emo is the correlation coefficient
between anger or relaxation and Space.

T ime represents the quickness of whole-body movement.
The quickness is related to the angle velocities. The system modifies move-
ment to be quicker. The system shortens the time necessary to rotate a
certain angle to add emotion as follows.

time interval(t) ← time interval(t)(1− a) (2)

The time interval is the time necessary to rotate a certain angle. The a is
the weight coefficient.

Weight represents the powerfulness of whole-body movement.
Powerfulness is related to angle accelerations. Powerfulness changes at lin-
early with T ime,

θ̈(t) ← θ̇(t + 1)

(1 − a)
− θ̇(t)

(1 − a)
=

(θ̇(t + 1) − θ̇(t))

(1 − a)
=

θ̈(t)

(1 − a)
(3)

Inclination represents the bias for forward posture.
The bias for forward posture is related to the center gravity of the body. The
system makes the object bend forward by changing the angle of the waist
The system modifies the angle of the waist to add emotion as follows.

θwaist(t) ← θwaist(t) + b × emo (4)

θwaist is the angle of the waist (waist joint). The emo is the correlation
coefficient between pleasure, sadness, or relaxation and Inclination. The b
is the weight coefficient.

Height represents the straightness of posture.
The straightness of the posture is related to the center gravity of the body.
The system raises both hands of the KHR-2HV. The system modifies the
angle of the shoulder joint to add emotion as follows.

θshoulder(t) ← θshoulder(t) + c × emo (5)

θshoulder is the angle of the shoulder (screw joint). The emo is the correlation
coefficient between pleasure, sadness, or relaxation and Height.
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Area represents the range of the body.
The range of the body is related to the quadrilateral area, which is made
by the four extremity points of the extremities, on the horizontal plane. The
system makes both hands nearly horizontal. The system modifies the angle
of the shoulder joint to add emotion as follows.

θshoulder2(t)←θshoulder2(t) − (180 − θshoulder2(t))emo (when θshoulder2(t) is over 90) (6)

θshoulder2(t)←θshoulder2(t) + θshoulder2(t) × emo (when θshoulder2(t) is under 90) (7)

θshoulder2 is the angle of the shoulder (open joint). θshoulder2 is 90 when
the arm turns to horizontal. The emo is the correlation coefficient between
pleasure, anger, and sadness and Area.

4 Impression Assessment

We conduct an experiment to test the usefulness of our method. It is the ex-
periment to see if people could identify the emotions we attempted to add to
the robot’s movements. There were twenty-one subjects between the ages of 20
and 40. They observed KHR-2HV’s whole-body movements for about eight sec-
onds and estimated its emotions. Three basic movements (shown in Fig. 3) were
prepared. There were four processed movements for the each of the basic move-
ments. We explained the experimental procedure to the subjects and conducted
the experiment. The questionnaires used for the experiment are shown in Figs.
4 and 5. The procedure of the experiment is as follows.

1. Subjects watch the basic movement of KHR-2HV. The subjects estimate
and mark how strongly they think each emotion is expressed through the
basic movement. They marked the segment in the questionnaire in Fig. 4
to answer. The more strongly the subject perceives that the robot expresses
the target emotion, the closer the mark should be to 1. The less emotion
the subject perceives, the closer the mark should be to 0. Homogeneous
transformation following the marking was done to quantify the estimation
between 0 to 100. The averages of certain emotion’s quantified estimations
are called the “average of subject’s estimations”.

Motion 1 Motion 2 Motion 3

Fig. 3. Beckoning Motions

Pleasure

Anger

Sadness

Relaxation

0

0

0

0

1

1

1

1

Fig. 4. Questionnaire for the basic

movements

Pleasure Anger Sadness Relaxation None

Fig. 5. Questionnaire for additional

emotions
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⇒ ⇒ ⇒ ⇒ ⇒ ⇒ ⇒

⇒ ⇒ ⇒ ⇒ ⇒ ⇒ ⇒ ⇒

Fig. 6. An Example of Basic Movement (Motion 3)

⇒ ⇒ ⇒ ⇒ ⇒ ⇒ ⇒

⇒ ⇒ ⇒ ⇒ ⇒ ⇒ ⇒ ⇒

Fig. 7. An Example of Processed Movement (target emotion : Relaxation)

2. The subjects watch a processed movement. The subject evaluates what emo-
tion is added. The evaluations are expressed by marking at the right point
of Fig. 5.

3. The subjects watch the basic movement again.
4. Two and 3 are repeated until four processed movements run out.

We present any movement again if the subject requests it.
The above experiment was conducted three times with different basic move-

ments. Because our aim is to add emotion to arbitrary movements, the three
basic movements were made as movements giving different impressions. Fig. 3
shows these motions. For example, continuous snapshots of the processed move-
ment of Motion 3 (shown in Fig. 6) is shown in Fig. 7.

5 The Rate of Success

The averages of subjects’ estimations are shown in Table 3. The averages of
subjects’ estimations are between 0 and 100; bigger values mean the movement
expresses the emotion more strongly. Table 3 suggests that the three basic move-
ments give different impressions.

5.1 Rates of Success for Adding the Target Emotion

The rates of emotion felt by subjects, which is the rate of the subjects feeling
certain emotion at certain processed movement, are shown in Table 4. This shows
that intended emotions are best supported by the subjects.

The rates of success of adding emotion are shown in Table 5. These are the
rate of the subjects identifying the targeted additional emotion.

First, we explain the rates of success of adding the target emotion for each
emotion. All emotions had a high rate of success. The rate of success for adding
sadness was especially high. Meanwhile the rate of success for adding sadness
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Table 3. Averages of Subjects’ Esti-

mations of Basic Movements

Motion1 Motion2 Motion3

Pleasure 39 16 68
Anger 30 13 30

Sadness 15 27 6
Relaxation 15 27 14

Table 4. Rates of emotion felt by sub-

jects

target\felt Pleasure Anger Sadness Relaxation

Pleasure 58.7 29.4 1.6 4.8
Anger 34.9 49.2 1.6 2.4

Sadness 0.8 8.7 82.5 4.8
Relaxation 8.7 7.1 16.7 59.5

Table 5. Rates of Success of Adding Emotion

Motion1 Motion2 Motion3 Average

Pleasure 64.3 54.8 57.1 58.7

Anger 73.8 31.0 42.9 49.2

Sadness 85.7 88.1 73.8 82.5

Relaxation 50.0 71.4 57.1 59.5

Average 68.5 61.3 57.7 62.5

to Motion 3 is comparatively low. We think the reason is that the strength
of pleasure for Motion 3 is high (see Table 3). In this particular example, it
is difficult to add sadness to Motion 3, because the basic movement expresses
strong pleasure; the opposite of sadness in Russell’s circumplex model [12]. The
rate of success for adding anger was comparatively low. We think the reason
is that there were few anger movements in pilot experiments. Therefore, it is
probable that the motion features of anger were not distilled sufficiently.

Next, we explain the rates of success for adding the target emotion to each
basic movement. All basic movements had high rates of success. The rate of
success for adding the target emotion to Motion 3 is comparatively low. We
think the reason is the lowness of the rate of success for adding sadness.

6 Related Works

There are several studies about distilling Laban’s features. The robot used by
Nakata et al. [13] had three joints and moves on wheels. In contrast, we proposed
the method for distilling a Laban’s feature value set on a robot that is an HFR
with much more joints. An HFR is the type of robot better adapted to mental-like
interaction. Maeda et al. [7] studied emotions detection from body movements.
They used images of humans and robots. Their information retrieved from the
images are comparatively less. In contrast, our Laban’s feature value set is sen-
sitive to whole-body movements. Moreover, we considered body movements by
a real robot, KHR-2HV. It is natural from a lot of studies (e.g., [14], [15]) that
a robot agent can create more positive impressions than a virtual agent.

There are some studies of selecting behavior suitable for situation (e.g., [16],
[17]). Our system will make robot more natural by joining hands with these
studies. Amaya et al. [18] introduced a model to generate emotional animation
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from neutral human motion. They deal with two emotions and two motion fea-
tures In contrast, we deal with four emotions and six motion features based on
Laban movement analysis.

7 Conclusion

We proposed the set of motion feature values, called the Laban’s feature value
set, on the basis of Laban movement analysis (LMA). We described a concrete
method of modifying arbitrary basic movements to add emotions for real human
form robot. We conducted an experiment to test if our motion rendering system
could add target emotion to basic movements. The results suggest that our
method added the target emotion to the movements.

There are some challenges. Our next aim is adding emotion at the intended
strength. In this experiment, we used only three basic movements. In the fu-
ture, we will dedicate to experiment with much more movements to confirm the
usefulness of our method. Moreover, our final aim is to build a system that can
create its own effectual movements automatically.
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Abstract. We developed a biofeedback game in which players can take

other physical actions besides simply “relaxing”. We used the skin con-

ductance response for sensing a player’s surge of excitement and penal-

ized players when they did not attack enemies in situations because they

were not calm enough to meet the biofeedback threshold. We conducted

a subjective experiment to to see whether people found the game enjoy-

able. Most participants felt the game was enjoyable.

Keywords: biofeedback, phisical actions, skin conductance response.

1 Introduction

Various forms of entertainment with biofeedback (BF) are being developed. This
new trend is exemplified by Nintendo Ltd’s announcement that it was releasing a
“Wii vitality sensor” that would measure players’ heart beat and other biological
signals, as a peripheral device for its Wii game platform [1]. A game with BF
has an unusual property whereby the player’s mental concentration is the key
to victory or defeat [2,3]. The most popular video game series with BF is “The
Journey to Wild Divine” [4]. The blurb on this game reads “Daily mind and
body practice for healthy living,” and the game uses BF to make the user learn
proper breathing and meditation techniques. In such games, the player completes
game stages when he or she strives to relax through mental concentration. Most
theorists endorse the view that emotions comprise three components: subjective
experience (e.g., feeling joyous), expressive behavior (e.g., smiling), and a phys-
iological component (e.g., sympathetic arousal); others add motivational state
or action tendency and/or cognitive processing to that list [5]. However, most
BF games have been regarded as merely instruments for the user’s health. That
is, they are unsuitable as entertainment because if the user falls into a relaxed
state while playing a video game they will become bored with it and eventu-
ally quit the game. Thus, BF has been viewed as a technology by which the
user’s mind can perceives the body’s state in order to control it. BF is known
for its sedating effect; it reduces stress or excitement and promotes relaxation.

H.S. Yang et al. (Eds.): ICEC 2010, LNCS 6243, pp. 381–388, 2010.
c© IFIP International Federation for Information Processing 2010
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Samurai-sword-
like Controller

User PC

SCR
device

Electrodes

Fig. 1. System overview

Moreover, a common characteristic of BF games is that the player succeeds by
keeping relaxed. Such a goal is not especially good for entertainment content,
and thus far, BF’s application to games has been limited. In contrast to the
above passive uses, we have developed a number of BF games in users can be
excited and agitated [6,7,8]. These games have the purpose of inducing “out-
of-control” emotions such as the feeling of being on a tightrope. Our previous
studies were dedicated to exploring the entertainment possibilities of BF. Many
games, including those developed by us, however, require a player to relax in a
sitting posture and maintain a resting state. The inputs to these games consist of
only the emotional expressions mediated by BF as well as pushing of controller
buttons and arrow keys. In this study, therefore, we developed a BF in which the
user not only has to relax but also has to execute physical motions. Specifically,
the user has to shake the hand controller to have an effect on the game. we
thought the introduction of physical motions as a second form of input would
excite user and enhance the quality of entertainment despite that user should
stay relaxed. We evaluated this game in a subjective experiment that assessed
the users’ feelings of excitement.

2 System Configuration

The electrodes are placed on the user’s hand to measures change in his or her
skin conductance response (SCR) (see Fig.1). The changes sensed by the SCR
values reflect the user’s excitement regarding the gameplay. We made the game
harder for the player to win if these changes are large. Moreover, we made a
samurai-sword-like controller as the way of inputting physical actions. The user
inputs an action by shaking the controller strongly. The idea is for the user to
hit “enemies” in the game by using this controller. The elements of the game
system are detailed below.



A Biofeedback Game with Physical Actions 383

-20

-10

0

10

20

30

0 5 10 15

S
C

R

times

Stimulus

Fig. 2. Graph of SCR and device

2.1 Skin Conductance Response

Electrical signals from a living body have been used for medical diagnosis and
treatment and in lie detectors used in police questioning [9]. The biological signal
used in the lie detector is the skin conductance response (SCR); the conductance
on the skin surface changes as a result of sweating induced by mental agitation,
surprise, and excitement [10]. We have little awareness of the physiological func-
tions of our own body because most physiological functions are involuntary, and
therefore uncontrollable. The SCR is a typical example in this regard. No one
is aware of the minute amounts of sweat that well up during mild mental agi-
tation. Figure 2 shows an SCR graph, the measuring device and a user’s hand
with electrodes attached to it.

2.2 Samurai-Sword-Like Controller

The samurai-sword-like controller is a sword shaped toy with a built-in tri-
accelerator. The system converts analog data from the tri-accelerator (AE-
KXP84) into digital data by using a microprocessor (PIC12F675), and it is con-
nected to a PC through a USB conversion module (AE-UM232R) and USB mini
cable. We made a sword hilt with a built-in base (2×6 cm) that was soldered to the
tri-accelerator, microprocessor, and USB conversion module. The USB mini cable
can be unspooled from a small hole in the hilt and connected to the PC. When the
user shakes this controller vigorously (acceleration: more than 0.20 m/s2), he or
she can hit enemies in the game. We set the standard of “shaking vigorously” to
be the minimum acceleration measured during a test in which ten persons shook
the controller vigorously.

2.3 Story of the Game

We chose a “fly swatter” game in which the player hits and kills flies. In this
game, the user must restrain his or her excitement and attack with physical
movements. Needless to say, fly swatting is not easy in real life. If you swat too
much, the flies will notice the danger and fly away. As in real life, the player in
the game must relax in order to succeed and he or she must attack quickly when
the chance comes. There is a strong resemblance between the intended attitude
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Fig. 3. Display of the game

and the purpose of this game, and that is why we thought the game would be a
good BF application.

The flow of this game is as follows. First, the user watches a movie introducing
the story behind the game. In this movie, a samurai is resting in a teahouse and
eating dangos. (A dango is a Japanese dumpling made from rice flour.) A samurai
finds flies on his dangos. This makes him angry and he tries to swat them with
his sword. After the user finishes watching this movie, the game begins and the
user attempts to hit the flies with his or her samurai-sword-like controller.

2.4 Game Rules

Figure 3 shows the time limit, flies, dango gauge and fly gauge, SCR
graph, and state signs of attack (agitating: , not agitating: ). depends on
“user’s agitation” level as determined by the SCR value.

A user tries to hit flies on the screen until the time limit (45 seconds) expires.
When the SCR values exceed the threshold value (70), the user is deemed to be
agitated, and the “ ” graphic is displayed at position “ ” on the screen. On the
other hand, when the SCR does not exceed the threshold, the user is deemed to
be relaxed and “ ” graphic appears. The user can hit flies whenever he or she
wants. However, if the user tries to hit them when the “ ” mark is displayed,
the attack fails and the fly steals a dango. Thus, the game progresses poorly if
the user attacks too often without paying attention to the BF and relaxing. In
addition because of the time limit, a player cannot succeed without attacking
quickly. The threshold value was taken from the results of a previous study[6,7,8].
Three flies on average appear during five seconds, and their appearance within is
uniformly random. After the game is over, the user’s samurai level is displayed.
The score is calculated from the evaluation value of each parameter in Fig.
4. The purpose of showing the “level of samurai” is to enhance the quality of
entertainment because it is easy to compare to one’s own level with others. The
parameters are described below.

– Remaining flies: the remaining number of flies in game (fly gauge): default
value - twenty

– Dangos remaining: the remaining number of dangos in the game (dango
gauge): default value - four
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Fig. 4. Detected user behaviors and corresponding points added or subtracted

We determine the “level of samurai” from the user’s actions (see Fig. 4).
Points are deducted and awarded as follows. flyEscaped means that the user
attacks fly when the ‘ ” mark is displayed, the attack fails and the fly steals a
dango. overThreshold means the user was excited and the SCR exceeded the
threshold. stolenDango means that user attacked despite being overThresh-
old. At the same time, Remaining dangos is decremented. The game is over
when Remaining dangos reaches zero. Display smashed means the user at-
tacked even though flies were not on the screen. Such an act is considered very
inappropriate of a samurai, and it thus entails a penalty of -30 points. broken-
Teahouse means Display smashed occurred four times. If the user breaks
the teahouse, the game is over and the user did not successfully complete the
game. gameClear means that Remaining flies is zero and all of the flies were
swatted. It entails a 30 point bonus.

We made 100 points the highest score and 0 the lowest. Moreover, this game
is completed successfully when Remaining flies(fly gauge) reaches zero. The
game finishes unsuccessfully when the Time limit is reached, Remaining dan-
gos is zero (all of dangos were stolen by flies) or the teahouse becomes broken
brokenTeahouse.

3 Experiment

The purpose of this experiment was to determine whether users would enjoy
playing this BF game. So we investigated how BF affected the user in this game
by comparing the SCR values with and without BF.

3.1 Experimental Method

Nine university students (eight men and one woman: 20-23 years old) partic-
ipated in the experiment. As the dummy indicator, the average of randomly
chosen SCR values of all participants was displayed as the SCR graph (Fig.3:

), and this average was used to determine the state signals of attack ( or
) (Fig.3 : ). Before starting the experiment, participants watched a movie

(about three minutes long) on how to play. Participants played the game with
BF (phase 1) and without BF (phase 2) for three turns in the same order. They
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Fig. 5. Experimental results

were not informed of the distinction between these games. At the end of the
experiment, the players were interviewed about whether they found the game
enjoyable. Participants were randomly assigned to the following two groups:

– Group A: Participants undertook three trials for phase 1 and three trials
for phase 2, and

– Group B: Participants undertook trial reversed phase order, i.e., phase 2
then phase 1.

3.2 Results

The log data of phase 1 and phase 2 were analyzed (Fig.5). In Fig. 5, SCR/s was
defined as the SCR values per unit time and the extracted range was between the
moment that the participant attempted to hit the fly and three seconds later.
The results of a dispersion analysis showed significant differences (F (1, 202) =
26.20, p < 0.01) between group A and group B. This indicated the game with BF
(phase 1) could make the user significantly excited more than the game without
BF (phase 2.) Additionally, none of the participants notice that different games
were played or that phase 1 was different from phase 2.

3.3 Discussion

The participants’ excitement during phase 2 was significantly lower than in phase
1. This indicated that not only the SCR graph (Fig.3 : ) and the state signals
of attack ( or ) (Fig.3 : ) on the game screen increased excitement and
agitation but also that the user’s SCR value was the most important element
contributing to excitement. Although the tests were conducted only six times, the
results seem to indicate that had they played this game more, it would become
easier for them to distinguish the phases 1. Participants affected their SCR values
naturally without feigning even though they did not notice these distinctions.
Therefore, we can conclude that the system exploited the characteristics of BF
effectively to raise the users’ level of excitement.
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Let us consider the meaning of the SCR graph and the state signals of attack
(Fig.3). People usually go about their daily business with few chances to assess
their behavior on the basis of physiological signals. However, they may become
partially aware of certain states of the body and mind without using equipment.
For example, a rapid heartbeat may signal one of many states and user might
try to calm his or herself by breathing deeply. Other people might observe that
sweating from palms indicates a state of anxious suspense. These signals are
natural responses, and there are cases in which the reason for them can be
revealed by tracing memories even when the reason for physical changes cannot
be quickly recognized. People always try to take the optimum actions to fit the
situation by observing and altering their own states. Participants who played the
game in this study also tried to make their state ideal for the game, for instance,
by deep breathing, humming or easing the tension in their shoulders. However,
these actions tended to increase the participants’ stress or agitation level.

In fact, it is difficult to recreate the critical conditions under which the user
would feel themselves in danger in a game. However, as evidenced by the signifi-
cant autonomic nervous system activity of palms sweating and the participants’
responses, we believe that a game involving awareness of physical signals in the
form of biofeedback would have good entertainment value.

4 Conclusion

We created a new BF game that stimulates the player’s sense of agitation. This
game requires the player not only to relax but also to perform physical actions.
Previous BF games have had elements whereby the user’s mental concentration
makes the situation advantageous and his or her agitation makes the situation
disadvantageous. We added a new element: i.e., an attacking action that involves
the player shaking a controller with one hand. We experimented with this BF
game to examine whether the players would feel more agitation when the BF
was used and in turn feel more entertained.

The experimental result showed that the BF game was entertaining and that
the individual variation in the SCR values had very little influence on the game’s
outcome. In addition, the experimental results showed that the sources of the
user’s agitation came from not only making attacks but also from a situation in
which he or she had to inhibit their level of agitation. Moreover, we found that
feeding back the user’s own SCR values in real-time helped to increase their
level of agitation. Additionally, the participants in the experiment intuitively
understood that the fly could not be hit when they themselves were agitated.
The clear influence of the SCR values on the game reinforced the idea that to
make the attack succeed, calm judgment is needed.

In past BF games, the influence of individual variations was a problem that
needed to be solved. In this game, the problem was solved by involving BF in
the user’s attack behavior. Users showing a wide range of individual variations
in SCR found the BF game to be entertaining. We added a second input method
(physical action) that past BF games did not have. This input method agitated
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the user and improved the entertainment value, without deviating from the con-
cept of a BF game. Until now, an entertainment application of BF had been
assumed to be problematic. Our experimental results, in contrast, indicate that
BF may be used for entertainment purposes in the future.

We will further the possibilities of BF based on this game and the experimental
results obtained in this study. We wish to clarify the prospects of using BF
in various fields, by developing an affective system that generates appropriate
events for the user while monitoring his or her physiological state.
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Abstract. This paper introduces a dial-based haptic interface for a brickout 
game. Conventionally brickout games are played through a mouse or a 
keyboard. However, these input devices cannot provide sufficient intuitive 
interface to move the game paddle or provide multi-modal feedback for the 
user. We developed a haptic game device that gives the user haptic feedback 
during the game as well as visual and sound feedback. The user can move the 
position of the paddle by spinning the dial knob and feels various multi-modal 
effects according to the game context. Basic haptic effects include detent, 
vibration, friction and barrier. We can generate any combinations of these 
effects by adjusting the amount, frequency, and direction of torque along the 
rotational path. The result of a user-study showed that the proposed haptic dial 
interface made a simple brickout game more fun and more interesting. 
Additionally, the users were able to focus on the game more easily than when 
they played using a mouse.  

Keywords: haptic interface, brickout game, dial knob, tactile feedback. 

1   Introduction 

Recently haptic interfaces have been developed that allow users to interact with digital 
information via the sense of touch. Haptic senses include force/tactile feedback, 
pressure, vibration, heat, and even pain. Haptic technology has various applications 
such as medical simulations [1], rehabilitation [2], mobile phones, automobiles, and 
games. Especially, the success of the Wii [3] and the the haptic phone [4] in providing 
tactile feedback has led to the integration of a haptic interface into many game devices. 
Most game devices such as Wii, PSP, and Nintendo DS give simple vibration effects to 
the user. PC-based video games are played by a mouse, a keyboard, or a joystick 
without tactile feedback.  

Over the past several years, there have been a number of studies of haptic feedback 
controllers. Karon E. MacLean et al. introduced a variety of haptic devices and design 
parameters [5-7]. They considered characteristics of the touch sense and designed 
various tactile signals on their experimental devices. Several studies have been 
conducted of the 1 DOF (Degree of Freedom) dial knob. Scott S. Snibbe et al. 
suggested several haptic techniques for manipulating digital media based on intuitive 
physical metaphors [8]. Mircea Badescu et al. developed a single force feedback knob 
to imitate the senses of various conventional control knobs in motor vehicles [9]. 
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Laehyun Kim et al. used a haptic dial system for multimodal prototyping in the early 
phase of product development [10]. They applied the haptic technology to prototype 
the dial module of a washing machine. 

There are several works to apply the haptic interface to games. Yuichiro Sekiguchi 
applied the haptic effect to a game, proposing a device that gives a user the illusion of a 
virtual object inside the device when shaking it using accelerators and actuators [11]. 
Jukka Linjama et al. developed a bouncing ball game that uses accelerator sensors and 
tactile feedback actuators [12].  Wanjoo Park et al. proposed a brickout game using a 
haptic dial interface and some haptic effects for the game [13].  

2   Brickout Game and Hardware Configuration 

The main objective of the brickout game is to remove all the bricks from the wall by 
hitting them with the ball (the right side of Fig. 1). In our brickout game, conventional 
bricks are replaced by banana bricks, a game ball is replaced by a monkey, and a 
paddle is replaced by people holding up boards. In addition, a new item is added, a 
cloth wrapper.  

 

 

Fig. 1. Block diagram of the dial-based haptic system (left upper side), Modules of motor, control 
unit PCB and touch screen (left down side), Implementation of a brickout game (right side) 

When the ball hits a cloth wrapper, the haptic item falls down. If the user catches 
the item by moving the paddle, a predefined tactile effect is felt that lasts a few 
seconds. The game’s visual information helps the user understand the current game 
context.  

We will explain in detail the hardware configuration of the haptic dial knob. A 
block diagram of the system is shown in the left upper side of Fig. 1. The main  
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processor is an AVR ATMEGA-128 processor and the DAC (Digital to Analog 
Convertor) is a DAC0800 we obtained from National Semiconductor. A DC motor is 
used to generate various haptic patterns. We use an RE25 with a gear box of 5:1 ratio 
obtained from Maxon motor. The motor works at 24V/0.6A and 28.8mNm torque. 
The Dial knob is installed on the motor gear box, allowing the user to rotate the knob 
and to feel various haptic effects which are programmed along the angular position. 
The Encoder to measure the angular position is an MR 128 with 1000 pulse per turn 
from Maxon Motor. The encoder counter is an LS7166 manufactured by LSI 
Computer Systems. It has a 24-bits quadrature counter and a DC set to 25MHz count 
frequency. A LCD Module (an EZ-TFT350T manufactured by Alls Technology) is 
used to display visual information. It displays 3.5 inch QVGA 320 x 240 pixels with 
24 bits true color.  

When the user rotates the dial, the encoder generates the pulses. Then the encoder 
counter IC counts the pulses and the AVR processor reads the encoder value. The 
processor calculates the angle and drives the motor to generate haptic dial effects 
described in section 3. The user feels the programmed haptic effects according to the 
game context.  

3   Haptic Dial Effects 

In this section, we describe how to implement various haptic effects for a brickout 
game. Basic haptic dial effects include detent, vibration, friction, and barrier. 

3.1   Detent Effect 

The detent effect simulates small notches or a rugged surface along the angular 
position using sine functions. We call it the angle-based effect since the motor’s 
torque function is implemented based on the dial’s rotation angle. Eq. (1) shows the 
detent effect which is defined by a sine function.  

 

 

Fig. 2. Detent haptic effect (left side), these are paddle images for the different friction types 
right side): Normal condition (right upper side), high friction (right middle side), low friction 
(right down side).  
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)sin()( θθ θ ⋅= bAfd  (1) 

where, Aθ is the amplitude, b is the number of notches per turn, and θ is the rotation 
angle of the dial knob. 

The torque profile for the detent effect is shown in the left side of Fig. 2. When a 
game player gets a detent haptic item, a gravel image appears under the paddle and an 
audio clip of walking on a gravel road is heard. The user senses the rugged surface 
through the multimodal stimulation of visual, aural, and haptic feedback. This effect 
makes control more difficult but makes the game more interesting and allows the 
player to focus on the game with a realistic physical feeling. 

3.2   Vibration Effect 

The vibration effects generate vibrotactile feedback as a time-based effect. This is 
represented by Eq. (2). We designed paddle vibrations and item vibrations. The 
paddle vibration has a small amplitude (Av) and high frequency (s). When the paddle 
hits the game ball, the user feels the impact between the paddle and the ball according 
to the paddle’s vibration. During this effect, the dial knob shakes weakly and rapidly 
and an audio clip of bouncing strings is played. This gives the user the sense that the 
ball is actually bouncing physically. 

On the other hand, the item vibration is implemented by a large amplitude and low 
frequency. This effect generates a larger torque and longer period than the paddle 
vibration effect. When the user takes the cloth wrapper containing the item vibration 
effect, he/she feels several big vibrations lasting several seconds. As a result, paddle 
control becomes more difficult. For audio feedback, an audio clip of a warning siren 
adds tension for the gamer. 

)2sin()( tsAtf vv ⋅⋅= π  (2) 

where, At is the amplitude constant, s is the frequency scaling constant, and t is time 

3.3   Friction Effect 

The friction effects generate resistant torque opposite to the direction of movement as 
a movement-based effect. This is implemented based on the friction con model [14]. 
When the dial knob is rotated slowly, the rotational friction is low. On the other hand, 
when the user spins the dial fast, he/she feels more strong friction. There are 3 
different types of friction mode. The first is the friction mode for normal conditions. 
In this mode, the friction level Lf in Eq. (3) is small and the player feels relatively 
weak friction force. The paddle is represented by five walking people holding up a 
board. For the audio effect, an audio clip of many noisy people is used. The right side 
images of Fig. 3 show the paddle images for the different friction types. The second 
friction mode is the high friction effect. The paddle’s image is transferred to only one 
person for the visual effect. An audio clip of the sound of a single person walking is 
used for the audio effect. Rotational friction force of dial knob is very high due to 
high Lf in Eq. (3). Accordingly, the player feels strong friction force as he/she moves 
the paddle. The third friction mode is a low friction effect. The paddle is transferred to 
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a vehicle image and an audio clip of moving vehicle is used. In addition, the rotation 
friction of dial knob is near zero because of Lf is near zero in Eq. (3). Then the player 
can control the paddle’s movement very easily and quickly.  
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where Pcurr_f is the current position, Pnow is the angular position of the dial knob, Ppre 
is the previous position, Sf is the scaling factor, Pdiff is the difference of position, Lf is 
the friction level, and Tf is the friction torque. 

3.4   Barrier Effect 

The barrier effects simulate the hard stop as location-based effects because the barrier 
effect restricts the movement of the paddle in a certain location. Eq. (4) is a second 
order equation to calculate the barrier torque function. There are 2 types of barriers. In 
the normal condition, the user feels the barriers around the left and right wall. The 
barrier effect for the normal condition is calculated by b=180º, a=1 and w=6. When 
b=180º it means that barriers are located on -180 ºand 180 º. Variables of a and w in 
Eq. (4) are used to determine an edge function. With this, the player can feel a paddle 
cling to the wall like iron clings to magnet on near edge zones. If the player rotates 
the dial knob over the b point, the barrier effect blocks this rotation. The item barrier 
effect restricts the movement of a paddle inside a certain range for a certain time. In 
this case, b in Eq. (4) is set to 90, half of the normal condition. This effect is the most 
challenging item. If the game ball falls into the limited zone, the user cannot move the 
paddle inside that zone. 
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where θ is the rotation angle of the dial knob, b is the start point of barrier, a is the 
amplitude of edge function and w is the range of edge function. 

5   User-Study 

We performed a user study to compare the dial-based haptic interface with a mouse 
interface when playing the brickout game and to evaluate the interface’s usability by 
using a heuristic evaluation method.  
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At the beginning, 130 words related to game evaluation were collected and then 
representative words were chosen by 4 experts. The similarities between the words 
were analyzed by cluster analysis. The cluster analysis is a statistic method of a 
common technique for statistical data analysis used in many fields. It is the assignment 
of a set of observations into subsets-clusters so that observations in the same cluster are 
similar in some sense. Finally 4 representative words were selected such as interesting, 
immersed, easy to control and fatigued (Table 1). 

A usability survey was conducted with 35 undergraduate students regarding the 4 
classified items. The survey processed in 2 steps. First, a volunteer was asked to play 
the brickout game with a mouse for 5 minutes, and to fill out the questionnaire. 
Additionally, the volunteer was asked to play the game with the dial-based haptic 
device for another 5 minutes and to answer the other questionnaire. The questions on 
the questionnaire were 5-point Likert scales for 4 adjectives: ‘Interesting’, ‘Immersed’, 
‘Easy to control’, and ‘Fatigued’ (Table 1) and the volunteers gave the 4 adjectives 
scores from 1 (low) to 5 (high). A Likert scale is a psychometric scale commonly used 
in questionnaires, and is the most widely used scale in survey research. When 
responding to a Likert questionnaire item, respondents specify their level of agreement 
to a statement. 

Table 1. Result of cluster analysis  

Interesting Immersed Easy to control Fatigued 
fascinating concentrated easy tired 
absorbing focused simple exhausted 
attractive centralized freedom weary 
exciting absorbed efficiency of use strenuous 
fun passionate flexibility of use arduous 
pleasant engrossed clarity of goals stressor 
interesting engaged easy to use fatigued 
curiosity  intuitive obstacles 
wonder  easy to control tension 
fooling  casual  

Table 2. Result of T-test  

 F p-value T 
Interesting 8.9711 0.0038* -9.0440 
Immersed 4.3130 0.0416* -5.8874 
Easy to control 0.2710 0.6044_ 5.0556 
Fatigued 0.5828 0.4478_ -4.6697 

               * P < 0.05 

 
The questionnaire was analyzed by t-test and numerical statement. A t-test is any 

statistical hypothesis test in which the test statistic follows a Student’s t distribution if 
the null hypothesis is true. It is most commonly applied when the test statistic would 
follow a normal distribution if the value of a scaling term in the test statistic were 
known. When the scaling term is unknown and is replaced by an estimate based on the 
data, the test statistic follows a Student’s t distribution.  
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Fig. 3. Mean value of questionnaire 

In Fig. 3, each bar indicates the average value of each item. The results show that 
the users felt more interest and more immersed in the game using the haptic interface 
than the mouse. However, the users could control the game paddle more easily with the 
mouse and felt somewhat more fatigued when playing with the haptic dial interface 
than with the mouse interface. According to a t-test (Table 2), though, it was concluded 
that the haptics dial control was more interesting and players felt more immersed in the 
game than when using the mouse control (P<0.05). It is less meaningful that the mouse 
interface is easier to control and less fatiguing because of the high p-value. Therefore, 
it is concluded that the game using the dial-based haptic interface is more interesting 
and immersed than with mouse interface. It is recommended that a dial knob be 
designed with an ergomechanic grip that is easier to control and less fatiguing. 

6   Conclusion 

This paper describes a dial-based haptic interface and various haptic effects for a 
brickout game. Conventional game devices such as Wii and PSP provide simple effects 
like vibration. However, the haptic effects we proposed give the user more active and 
various physical experiences. We designed several different haptic effects which have 
different amplitude, direction, and frequency of torque along the angular position or 
movement. These include detent, vibration, friction, barrier, slow motion, and 
combinations of these effects. The barrier effect can block the movement of the dial at 
specific points and the detent effect makes the user feel a rugged surface while moving 
the game paddle. These haptic effects, which can be used as penalties or rewards, can 
make the game more fun. In addition, the dial knob gives a very intuitive interface to 
change the position of the paddle in the brickout game compared with conventional 
input devices such as a keyboard, button, or mouse. We conducted a user-study to 
compare a conventional mouse interface with our newly developed dial-based haptic 
interface. According to the results of the survey, the haptic interface made the game 
more fun and helped the game player focus on the game.  

In the future we will work on improving the haptic interface to reduce fatigue and 
facilitate greater control by designing an ergomechanic grip.  
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Abstract. The Face Cube is a work of interactive art which is targeted to 
children. To implement this art work, we use a camera-projector system. 
Instead of rear projection and edge detection method, we choose front 
projection approach and histogram-based detection method for interaction. This 
paper describes how to design the Face Cube and marker design for robust 
interaction, efficient way to remove projection lights from the front projection 
system for marker recognition, histogram-based marker detection, marker 
information management. 

Keywords: the Face Cube, Interactive art, Marker tracking. 

1   Introduction 

The Face Cube was planned to exhibit at “Four Faces Exhibition”, theme exhibition 
for children, by artist-technician collaboration. It was focused on intelligent exhibition 
space and interactive contents for children as a kind of interactive art. 

Since 2005, the reacTable [1] has shown us new electronic musical instrument. In 
2006, the Tablescape plus [2], Tokyo University, showed us interactive works with 
upstanding tiny displays on a tabletop display. Both famous interactive art-works use 
camera-projector system for interaction. They chose rear projection method and edge 
detection method for stable tracking. The rear projection method is useful in low 
ambient illumination settings. However, we didn’t want gloomy space and hoped 
children would feel rays from projector delightfully like sunshine. Therefore, the Face 
Cube chose front projection method. Since we didn’t want outlined markers, we chose 
histogram-based marker detection method for interaction.  

This paper describes how to design the Face Cube and marker design for robust 
interaction, efficient way to remove projection lights from the front projection system 
for marker recognition, histogram-based marker detection, marker information 
management and artist-technician collaboration results. 
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2   Face Cube 

The face cube was designed for “Four Faces Exhibition”, as an effort for tight 
collaboration among engineers and artists. The Mixed Reality Laboratory in Hanyang 
University took the charge of technical parts and the Mobile and Tangible Media 
Laboratory in Ewha Womans University took the artistic parts. 

 

 

Fig. 1. Basic concept of the Face Cube 

The Face Cube is a work of interactive art which is targeted for children. Children 
may roll a cube on the table. When a marker presented on each side of the cube is 
recognized by the camera, corresponding animation will appear around the cube. The 
marker is used not only to measure position or rotation of marker but also as a part of 
the animation output. Therefore, unlike using a square marker, we can reduce the 
visual unfamiliarity. Children can interact with and enjoy the artwork by encountering 
various unexpected characters.  

3   Method 

3.1   Artists and Technicians’ Collaboration 

The process of producing most works involves collaboration between technicians 
and artists beforehand. Some ideas from the artists may be modified due to the limits 
of techniques while some technical challenges could be restricted by the artists' 
request. 

3.2   Marker Design and Detection Method 

At first, technicians suggested marker detection method by drawing square-outlined 
markers around the cube. However, artists didn’t easily accept the idea of square- 
outlined markers and they suggested symmetric markers but those were not suitable 
for finding direction. Through some iterative procedure between art and technology, 
we redesigned the markers as shown in Fig. 2. 
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Fig. 2. First designed markers (left) and final markers (right) 

The template matching method is usually used as a simple method to track objects 
or patterns. In our case, template matching is not suitable for detecting direction of 
markers, since we use symmetric markers of six different shapes. Markers are too 
simple to have feature points and thus feature point-based tracking methods, such as 
openSURF, are not adequate for this kind of tracking. Our choice was to use color 
histogram-based searching method which uses two colors to represent direction. 

3.3   Dealing with Projected Images 

The underlying equations of projected images can be represented as follows:  

IL = IC + IE + IP(r, g, b).                                                                             (1) 

IC + IE < IC + IE + IP(0, 0, 0)  IC + IE + IP(r, g, b).                                   (2) 

where IL is the camera image, IC is the color of an equivalent flat frontal surface 
viewed under the same light, IE is the influences of the environment lighting, and IP is 
the influences of projector light (r, g, b means each values in RGB color space). 

We need IC to recognize the color of the cube, but it is difficult to fix one because 
of the environment lighting and projector light. Furthermore, the projector always 
displays black color, we call IP(0, 0, 0), on the cube. So the color on the cube during 
the detection includes IP(0, 0, 0). But images from the camera include IP(r, g, b). If the 
color of the cube, IC + IE + IP(0, 0, 0), has similar information to the color of the 
projected image, IP(r, g, b), it is difficult to see the difference between them. Thus if 
we know the color of the white table including IP(0, 0, 0), we may remove the color 
influences from the projector light by thresholding. 

IP'(r, g, b) = IP(r, g, b) - IP(0, 0, 0), 

IL = IC + IE + IP(r, g, b) = IC + IE + IP(0, 0, 0) + IP'(r, g, b), 

T = IC + IE + IP(0, 0, 0), 

                                                    IP'(r, g, b) = IL – T.                                          (3) 

where T is threshold value and IP'(r, g, b) is the color influences of the projector light. 
Threshold value T can be obtained by referencing the color of the white table 

which is projected on black color, (0,0,0) in RGB color space.  
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3.4   Rotation Estimation 

The combination of two colors in the markers can efficiently represent the marker’s 
direction. We used center of weight of each color because of its rotational 
invariability. Initial point A is center of weight of large area. Terminal point B is 
center of weight of small area. If we know the coordinates of two points, direction 
vector can be generated from A to B. The program saves the rotation vector as a 
normalized unit vector form. 

3.5   Marker Information Management 

The marker information manager watches the detected positional data of color 
clusters and determines the marker ID. If the ID is equal, the manager calculates non-
weighted average of positional data and sends the normalized rotation vector to the 
extended Kalman filter since we want visually smooth tracking data. Although the 
data doesn’t come in time due to a slight occlusion problem, the Kalman filter can 
produce the smooth natural linear motion.  

 

 

Fig. 3. Marker reliability management 

The information of the marker might be occluded by the people who interact with 
it and by sudden changes in lighting environment. If new data comes, we generate the 
variable on reliability and add the marker on the marker list. We never print out the 
animation with new data because we don't trust the new data. If a known marker is 
detected, reliability of the marker will increase. The reliability of undetected marker 
will be decreasing periodically. When the reliability exceeds the criteria of display, 
the animation will be displayed, but the oldest marker does not last longer than the 
other markers, because of reliability of marker limits on the maximum reliability 
constant. Once the reliability exceeds the criteria of display, the program keeps 
displaying, although the reliability has fallen below the criteria of display. If the 
reliability has been decreased continually and become lower than the minimum 
reliability, the marker will be removed from the marker list. In short, if the marker 
satisfies the fixed criteria, the program never gives up the marker information until 
the marker is eliminated. 



 Tangible Interactive Art Using Marker Tracking in Front Projection Environment 401 

4   Implementation 

The first draft of the cube was an embossed cube. The embossed cube shows the 
colors around the cube. We can detect the marker using relationship of the surrounded 
color without considering the shape of the marker and the color of the top. It is the 
best way for the technicians and the algorithm robustness. Artists redesigned the cube 
and the final draft of the cube is shown in Fig. 5. The white table was made of wood 
(120 x 90 x 70 cm). To soften the impact of cube throwing and to reduce influences 
from the specular light, we set a sheet of paper attached with rubber on the table 
projected by projector.  

Table 1. Implementation environment 

O/S Windows 7 Ultimate K(32bit) 

CPU Intel(R) Core(TM)2 Quad CPU @2.83GHz 

Main memory DDR3 3.25GB(32bit OS) 

Camera Dragonfly Flea2G 

Beam projector Optoma DLP EP-776 

 

 

Fig. 4. Overall hardware settings 

 

Fig. 5. First and final drafts of cube design 

4.1   Animation 

We designed 36 images for 24 frame/s animation for 1.5 seconds for each character. 
As shown in Fig. 6, we prepared 36 animations (6 animations for each side). The five 
themes of the animation are birds, fish, animals, boys and girls. 
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Fig. 6. 36 characters 

4.2   Image Pre-processing 

The program extract regions of interest, saves a new image plane, references the color 
of the table to remove the color influences from projector light and shadows. After 
thresholding, the program applies contrast stretching to thresholded image using 
threshold value T as a maximum intensity.  

 

 

Fig. 7. Thresholding and contrast stretching result 

4.3   Marker Detection 

In the block-based image searching, efficiency and execution time depend on the size 
of the block. The distance between projection plane and camera is fixed, so we can 
estimate the proper size of the block and we fixed it as 26x26. 

The program already knew about color distribution in each marker. It was 
measured by the camera beforehand. There are many errors in the cube made by 
manual industry, so we couldn't measure accurate area of each marker with manual 
measuring tools. The area of the marker is used to detect markers in camera image. If 
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we perform the histogram matching method with 26x26 size block in 640x480 
resolution image, about five billion operations will occur per 24 frames, which is 
prohibitive. Thus, we need algorithms to reduce the number of operations. 

(1)  Lowering the detecting resolution 
(2)  Skip counting unrelated colors during marker detection 
(3)  Skip detecting the block colored with achromatic at the center area of the block 

Table 2. Average execution time for marker detection 

Detecting resolution Achromatic block skip 
Average  
execution time 

640x480 X 1123 ms 

320x240 X 289 ms 

160x120 X 66 ms 

640x480 O variable(1~1150 ms) 

 
Supposing there are six cubes on the table, the image area of six cubes is 26*26*6 

pixel, not considering noise margin. Estimating with measured data, it will take 15 
ms. But, we need more to implement, because if children put their hands on the 
camera image to interact with cubes. The execution time will increase rapidly over 
100 ms. Therefore, to guarantee maximum execution time (40 ms), we decreased 
detecting resolution to 160x120. 

The program detects the marker on the table, and sends position and rotation data 
to marker information manager. The marker information manager disentangles the 
information from the data. 

4.4   Exhibition at the Hanbit Media Gallery 

The well animated characters attract visitors visually. For visitors’ convenience, we 
posted how to interact with exhibits on the notice board. 

 

 

Fig. 8. Exhibition at the Hanbit media gallery (2010.2.10-3.20) 
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5   Discussion 

The basic color of a person’s skin is mixed with red and yellow. The markers with red 
or yellow therefore sometimes cause misrecognition. To fix this problem, we needed 
to change base colors again or do a template matching method on the detected marker. 
However, in the template matching method, marker detection criteria and detection 
time will increase. They may disturb the real-time interaction with visitors. We may 
solve them all by GPU programming method or multi-core-based programming 
method, not single core solution. 

The Face Cube requires a story to become a more interactive media art. We just 
show the projected animations to children. There is no relationship between animated 
characters and there is no interactivity between them too. To expand children’s 
imagination further, we must develop much more relevant stories.  
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Abstract. Nowadays, the new paradigm demands digital textbooks which con-
tain interactive contents. Our goal is to design the digital textbook providing ef-
fective multimedia and cutting interface for interactive education. To achieve 
this purpose, we propose the user friendly cutting interface and interactive ani-
mation for digital textbook. This interface complemented current digital text-
book interface which is mostly in text based. We will discuss effectiveness of 
our interface for elementary students and how much our interface gives positive 
effect in learning. 

Keywords: Digital Textbook, 3D Object Cutting, E-learning, Edutainment,  
Interface. 

1   Introduction 

Nowadays, students live in different environment from older generation. Every family 
has computers, and students carry a cell phone every day. They are accustomed to 
using computer and cell-phone, and have an ability to manage a lot of information in 
digital. This changed environment changed a previous teaching paradigm which is 
based on the off-line text book. In digital learning environment, teachers use com-
puters and projectors and students attain information through internet and multimedia 
contents such as video clips, animations, and virtual reality. The paper-based textbook 
only delivers knowledge in one direction from teacher to students. However, the digi-
tal textbook encourages students’ participation to attain the knowledge by using inter-
active simulation method and multimedia. In this reason, the digital textbook in-
creases student’s problem solving competency [1]. 

Many digital textbooks are coming out and students can easily use the digital text-
books. However, most of text books are in .pdf representation of a traditional text. 
These e-books may have an advantage that lowers the cost of the textbook [2], but 
cannot fully utilize the merit of the digital textbook. If the digital text books do not 
utilize multimedia to give an immersive experience, it cannot overcome the limita-
tions of conventional textbooks. 

In our research, we set our goal to develop a digital textbook which teaches ‘vol-
cano and rock’ in the fifth grade curriculum. We focused on providing not only rich 
information based on paper-based textbook but also entertaining simulation method 
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which can maximize users’ participation and educational effect. For example, stu-
dents can observe long time process of natural phenomena such as volcano creation 
through 3D simulation in our digital textbook. To start volcano creating simulation 
the user should put magma chamber under the bedrock. We put this process on pur-
pose to increase users’ participation. Our program also provides the cutting effect to 
improve users’ concentration by entertaining the user. The user can enjoy with this 
cutting method by cutting the earth and volcano in various shapes. The user can also 
observe the cut cross section right after cutting the earth and volcano. This gives the 
user information about earth and volcano’s inner appearance. For this reason our 
cutting method provides both entertaining and educational effect. At last, our digital 
textbook offers rich information in text and voice.  

This research is executed as a portion of ‘Developing essential technology for digi-
tal textbook and u-learning revitalization’ under the sponsorship of the Korean gov-
ernment. In this paper, we will describe how we implemented an effective digital 
textbook interface for the fifth grade students. 

2   Related Work 

2.1   Digital Textbooks in Korea 

KERIS(Korea Education and Research Information Service) has started providing 
Korean, English, Mathematics, Music and Science digital textbooks to public elemen-
tary schools in Korea since 2007. However, the majority of these textbooks illustrates 
main concept of a subject in digital text format not using multimedia or animation. 
Even though students use the digital textbook in class, they have to study in the same 
way as they studied using a previous textbook. Especially, the Science digital text-
book has a great potential that the user can simulate dangerous natural phenomenon 
such as explosion of volcano which is impossible to perform in real class room, but 
current digital textbook also does not support these activities. In this way, we focused 
on developing the Science digital textbook which supports animation that shows 
process of volcano explosion and interactive cutting methods which can give students 
immersive experience to understand concept deeply. 

2.2   Effective Animation Interface in Educational Programs 

There were questions if the use of animation in educational programs improves stu-
dent’s learning or not. Media researchers have concluded whether the students learn 
better with animation depends on how it used [3]. In the research about how anima-
tion can be used in ways to promote learner understanding of scientific explanations, 
it introduces seven principles for the use of animation in multimedia instruction [4]. 
These principles demonstrate that a proper combination between text, narration and 
animation is essential interface to promote students’ deep learning. We developed our 
animation and interactive cutting methods in accordance to these principles. We pro-
vide detail description in text and voice about the volcano, and also interactive anima-
tion which is initiated by users’ participation.  
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3   Interface 

3.1     Effective Learning Interface 

3.1.1   Content Organization Based on Paper-Based Textbook Curriculum 
KERIS defines the digital textbook as comprehensive digital learning material which 
contains management program such as simulation, multimedia, and evaluation meth-
ods based on previous paper-based textbook [5]. In the ‘Revised Direction and Over-
view of Operation Guidelines for ICT Education Primary and Secondary School’ 
KERIS also stressed the importance of curriculum utilizing education and examples 
should be closely related to curriculum [6].  

In this reason we focused on organizing our content closely related to previous pa-
per-based textbook curriculum ‘volcano and rock’. We drew up the scenario flowchart 
such as Fig.1. We classified our contents into two categories, one with providing detail 
explanation to users and the other with enhancing users’ experience. Detail explanation 
is necessary to learn characteristics about each volcano and volcanic zone. In contrast 
to this, to learn the process of volcano creation and eruption having an experience to 
observe this process is more efficient than obtaining knowledge in explanation. We 
provide interactive animation and cutting methods in our research to enable the user 
observe volcano creation and eruption. These interactive animation and cutting meth-
ods also encourage not only users’ experience but also users’ participation. 

 

Fig. 1. Content flowchart closely related to curriculum 

3.1.2   Detail Description Based on Multimedia 
Our program illustrates a characteristic of the selected volcano and volcanic zone with 
both voice and text. In this way, students can attain more detail and accurate informa-
tion about the volcano. The explanation in text and voice gives familiarity to users by 
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enabling user to think that they are studying in previous off-line teaching method. For 
example, learning through the description in text is similar to study through paper-
based textbooks, and hearing explanation from voice is close to learning from teachers. 

 

    

Fig. 2. Explanation on the selected volcano in text and voice 

3.2   User Friendly Interface 

3.2.1   Encouraging Users to Entertain Our Program: Interactive Cutting Effect 
Since the users of our program are elementary students, it is very important to have 
an entertaining activity in our program. This fun activity will concentrate users’ 
attention and encourage them to focus on our program for a long time. In this reason, 
we developed our interactive cutting method. This method not only entertains the 
user but also give a lesson about inside appearance of the earth and volcano. In the 
interactive cutting method, the user is able to cut the earth and volcano by them-
selves with straight and curve strokes. To use this function in our program, the user 
should select the cutting mode first, and cut the earth and volcano by drawing a line 
with a tablet pen or a mouse. The user can have fun with cutting in various shapes 
and enjoy observing the result of the various cut cross sections. Fig.3 shows the cut 
cross section of the earth and volcano which are cut by straight and curve strokes. 
This interesting cut cross section is generated automatically right after the user cut 
the earth and volcano.  

 

  

Fig. 3. Cut cross section of the earth and volcano in various shapes 
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3.2.2   Intuitive Manipulating Interface: Tablet Pen and Manipulating Panel 

Tablet pen 
We used a tablet pen as a stroke manipulating interface because this can give the user 
more intuitive sensing than a mouse. The user usually uses a pen when they study in a 
traditional way, so using the tablet pen also can give familiarity to users. The intuition 
and familiarity encourage the user to participate in the program more easily. 

Manipulating panel 
Our program also has intuitive manipulating interface such as Fig.4. Because our 
users are elementary students, we made easy-to-understand thumbnails as a manipu-
lating panel. Our program provides magnification/minification, cutting and rotation 
methods as default methods. The user can cut the earth and volcano by pushing a 
sizzle thumbnail button, and observe the cut cross section closely by rotating and 
magnifying/minifying the cross section. When the user wants to watch simulation in 
animation, the user selects a play button thumbnail. 

 

 

Fig. 4. Intuitive manipulating panel 

3.2.3   Increasing the User Participation: Interactive Animation 
When students push the button on the top right, the mode chances to the volcano 
observation mode where we can observe the volcano. In this mode the user can ob-
serve the process of volcano eruption and creation in animation. 

The user can watch Fig.5, volcano eruption by pushing the play button in volcano 
observation mode.  

 

   

Fig. 5. Volcano eruption in animation 

When the user pushes the volcano creation button, the mode is changed to the vol-
cano creation mode. This mode enables the user to observe the process of the volcano 
creation. Fig.6 shows the volcano creation mode. To observe the volcano creation in 
animation the user should put magma chamber under the bedrock before pushing start 
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button. This process not only encourages user’s participation but also gives a lesson 
that magma is required to generate volcano. After setting the magma chamber under 
the bedrock the user pushes play button to start the volcano creating animation. If the 
user put one magma chamber, the process of volcano creation goes on such as 
Fig.6(c). The more users put magma chamber under the bedrock, the bigger volcano 
creates such as Fig.6(d).     

 

   
                          (a)                                                          (b) 

   
                             (c)                                                          (d)  

Fig. 6. Volcano creating process in animation 

4   Result 

4.1   Cutting Performance Analysis 

The time takes to cut the object is proportion to the number of polygons. We con-
ducted this experiment on Intel Core2Duo 6600 CPU and 4GB Ram. The earth model 
consists of 14,409 polygons and the average time to cut the object is 631ms. The 
Volcano model consists of 29,119 polygons and the average time to cut the object is 
945ms. 

4.2   Trial Service Result 

We conducted a trial service at one of the elementary schools in Daejeon, Korea. 26 
elementary school students and 3 teachers participated in the service. After this trial 
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service, we gave our questionnaire to students and teachers. This questionnaire is 
made based on the research about measuring the effectiveness of digital textbook [7]. 
We focused on estimating participants’ educational achievement by using our digital 
textbook compare to previous textbook. We made 13 questions and categorized these 
questions into three categories such as interface, educational aspect, and satisfaction 
to previous textbook. The score range is set from 1 to 5. The participants gave 1 for 
very poor score and 5 for very satisfied score.  

In the interface question we asked about the effectiveness of our cutting method, 
and whether it worked properly or not. We also asked if the manipulation of our digi-
tal textbook was easy to the participants. As shown in Fig.7, the participants show 
high satisfaction in our interface. They replied that the cutting method stimulated their 
curiosity, so they could participate in our program more actively. Also the thumbnail 
of our manipulation panel helped them to figure out the way to handle our program 
more intuitively. 

The participants also show very satisfactory result in educational effect. In this 
question we concentrated on estimating the participants’ understanding about ‘vol-
cano and rock’ through our digital textbook. The participants replied that the anima-
tion was really effective to understand the process of volcano creation. Also they said 
the process that the user looks through the earth and selects the volcano they want to 
attain information was very helpful. This self-directed learning encourages the user to 
study more interactively and actively.  

The average score of satisfaction compare to previous textbook is lower than other 
options. To complement the weak point, more interesting and entertaining aspects 
such as using augmented or virtual reality need to be added. 

 

 

Fig. 7. Satisfaction to our system 

5   Conclusion 

In this paper, we introduced the user friendly cutting interface for digital textbook. 
This digital textbook teaches about ‘volcano and rocks’ content which is for fifth 
grade elementary school students. We attracted the users by providing cutting method 
and interactive animation. Our digital textbook also offers enrich information closely 
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relate to previous paper-based textbook curriculum. This content will be serviced to 
the elementary students throughout the nation and the validity of application has been 
verified by the trial service on section 5.2. If the technology tool for encouraging 
interactivity such as augmented or virtual reality is added, the more effective educa-
tional content will be possible.  
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Abstract. This paper to study the potential of expressing ink-and-wash

painting through interaction, and present a direction that can coincide

with modern paintings by developing ink-and-wash painting from a tra-

ditional aspect through analyzing the theories and tech-niques instilled

in my works.This work is an interactive visualization of an oriental cym-

bidium using modern technology which our oriental ancestors painted for

mental training. During the old days in the orient, people used to wipe

cymbidium leaves or painted cymbidium for mental training by having a

cymbidium always by their side. Through the act of wiping cymbidium

leaves with utmost care, a cymbidium instilled with ancient philosophical

ideas is visualized.

Keywords: Ethnographic Design, mental training, Interactive art, ori-

ental digital art, ink-and-wash painting, haptic.

1 Introduction

In the orient, calligraphy is utilized for the mastering of ones mind rather than
just simply writing a letter or drawing a painting well. One must focus and
possess a proper attitude when engaging in calligraphy because process is given
more emphasis over results. This principle applies in drawing the cymbidium
leaves where the participants mentality will be projected on the screen. Moreover,
in order to complete a balanced cymbidium painting, cymbidium leaves must be
evenly selected, and the direction and angle one wants to draw must be adjusted.
This is easily linked to emotions, desires, and moods, with regenerative senses
on exercise as its medium. Also, almost an unlimited expression of ones mind
can be possibly conveyed by using different techniques such as direction, speed,
power, and rhythm. In particular, emotional and physical safety can be obtained
through aesthetic perspective, fine motor skills, hand-eye coordination, and sense
of achievement. In this way, art with oriental features can be enough driving
force to arouse interest and curiosity to national culture of children who will be
responsible for future generations. This may be achieved by active utilization of
media in line with modern perspectives.

H.S. Yang et al. (Eds.): ICEC 2010, LNCS 6243, pp. 413–415, 2010.
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2 Meaning of the Act of Drawing a Cymbidium

The spirituality, idea, and unique characteristic of our ink-and-wash painting
will be examined. This means that I intend to find the characteristic of ink-
and-wash painting from spirituality and express the spirituality through ink-
and-wash painting in my work in order to shed new light on the features of
ink-and-wash painting from a modern point of view. Prior to this, I would like
to help understand the act of wiping cymbidium as a means of interaction.
Asians has been living with cymbidium as if it is a close friend, and an oriental
cymbidium is always placed in noble places. The act of wiping each cymbidium
leaves with human hands as if sweeping it off is not to maintain cleanliness but
rather to uphold the spirit instilled within the cymbidium. In other words, if
one’s heart is troubled and there are a lot on ones mind, mental training was
carried out with a careful act of wiping cymbidium leaves with a calm mind
by having a cymbidium close to oneself. Once each cymbidium is wiped off, the
things troubling ones mind is forgotten and ones heart is emptied. This act has
great meaning as it plays a role of interacting with the cymbidium painting.
While the meaning of a cymbidium painting is also similar to the act of wiping
a cymbidium, it is instilled with more meaning. The artist always conducts close
observation of the subject before painting it. However, the oriental method of
sketching is not depicting the subject while looking at it in detail but making a
sketch by memory apart from the subject. Oriental drawing technique expands
the artists creative space while relying on visual memory and shape memory by
making the most use of ones subjectivity and imagination breaking away from
the restraint of the actual subject. What is important is drawing with creativity
yet keeping several rules. The curves, and bold and thick lines of a cymbidium
must be drawn, and its leaves must shake in the wind and have bones. In this
work, cymbidium leaves are visualized while being divided up into leaves curved
according to the angle of wiping up or down and cymbidium leaves blowing in
the wind. Just like this, even in the writers work, a poem and a writing about its
impression going well with the style of painting after the cymbidium and flower
is painted is written in harmony and last of all, a piece of an artwork is finished
by stamping a seal.

3 Design

When a cymbidium leaf is selected and wiped using the thumb and index finger
as if sweeping it down, a cymbidium leaf is drawn one after another inside the
digital frame. A flexible sensor is attached behind cymbidium leaves, and the size
of an angle made while a cymbidium leaf is curved appears due to the difference
in electrical current through flexible sensors. The micro controller detects this
signal and converts the analog signal to a digital signal. Then, the data is sent
to the PC using UART communication. The server program can detect UART
output signal sent to the desktop from the micro controller and converts this data
to a TCP/IP data format. As a result, this format can send this data set from
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the server to the client. Consequently, the client draws the painting according
to this signal after detecting the signal.

When the angle of the curve communicated through the cymbidium leaf is big,
the cymbidium leaf in the painting is drawn as curved leaves or leaves blowing
in the wind. A total of 8 cymbidium leaves are drawn up, and if one breathes air
into a flower after drawing a cymbidium leaf, a floral axis and flower is drawn. It
takes in the strength of the breath and when it is strong, a full blossomed flower
is visualized and when the breath is weak, an unblossomed flower is visualized.
When the interactive work is finished, a caption or a poem that goes well with
the style of the painting is written in the remaining blank space with a stamped
red seal. All of these methods communicate that the painting was produced in
the same way cymbidium paintings were painted in the old days. The regularity
and creativity of the cymbidium painting striking a balance, writing a poem and
writing which goes well with the blank space, the seal of the artist, and above
all, the greatest significance is that interaction was achieved through the act of
wiping the cymbidium leaves with the attitude and spirituality of the person
drawing the painting.

4 Conclusions

This is an interactive well-being design made so children can engage in mental
training physically and mentally through this artwork and naturally have an
interest in the Ethnographic aspect instilled in the work. In this artwork, Edu-
cation is carried out through a series of process from free selection, activity, rep-
etition, habit to learning. This process provides special experience unobtainable
in daily life, and will help setting up an educational set of values in establish-
ing an attitude of learning during adolescence later on. To children, play doesnt
simply mean playing, but means they learn sociality, emotions, reasoning, and
personal relationships. Furthermore, children expressing their experience and
emotions with play itself is a process of self-healing. Feeling the joy of learning,
a child freely engaging in work one desires and doing an assignment with their
own efforts helps display each childs intellectual ability and mentality in their
individual stage of development. Therefore, it will contribute to enhancing the
development of a childs emotional quotient (E.Q.).
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Abstract. Multipitch estimation is an important and difficult problem in 
entertainment computing. In this paper a flexible harmonic temporal structure 
for modeling musical instrument was proposed for estimating pitch in real 
music. Unlike the previous research, the proposed model does multipitch 
estimation according to the specific characteristics of specific musical 
instrument and uses EM algorithm to estimate the parameters in the model. 
Through choosing parameters suitable for its own characters for specific 
instrument, the proposed model preponderated over the common model. 

1   Introduction 

Multipitch estimation is one of the fast growing topic in MIR in which most of the 
research going on now is using signal processing method. A multipitch tracking 
method in noisy environment by filter bank process and pitch tracking using HMM 
was proposed by Wu et al. [1]. Goto presented a method to track F0 of objective 
single sound from polyphonic musical signals without restriction of the number of 
simultaneous sounds [2]. Some other multipitch analyzers such as graphical model-
based [3], filterbank-based [4], nonparametric Kalman filtering-based [5], [6]. Then a 
method for multipitch analysis called Harmonic-Temporal Clustering (HTC) was 
proposed [7] to deal with the harmonic and temporal structures in both time and 
frequency directions and shows high performance. However, all of these algorithms 
cannot do multipitch estimation according to the specific characteristics of specific 
musical instrument, which is actually important and meaningful for real music. In this 
paper, a flexible harmonic temporal structure for modeling musical instrument is 
proposed in section 2. The proposed model is based on the clustering principle and 
uses EM algorithm to estimate each mean parameter. In section 3, the experimental 
results were demonstrated. 

2   Flexible Harmonic Temporal Structure  

We propose model ( , ; ) to be the model for a single note in the music, where x 
is log-frequency, t is time and  is the parameter in the model. It is composed of the 
fundamental partial and harmonic partials. The normalized energy density of the nth 
partial in the kth source model can be assumed to be a multiplication of the power 
envelope of the nth partial  , ( ) and the Gaussian distribution centered at 
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(t) log( ), , ( ) ,√ ( ( ) ) ⁄
 1, … ,            (1) (t) is pitch contour of the kth source, ,  is relative energy of nth partial in kth 

source. Let the frequency spread of each harmonic component be approximated by a 
Gaussian distribution function when the spectra are obtained by the wavelet transform 
(constant Q transform) using Gabor wavelet basis function. Denote , ( ) as the 
power envelope of the nth partial. 

, ( ) ∑ , , ,
( , , ),                                (2) 

is the center of the forefront Gaussian, which is considered as an onset time 
estimate, , ,  is the weight parameter for each kernel, which allows the function to 
have variable shapes for each harmonic partial.   , ,  should be normalized to satisfy  , : ∑ , , ( , ) 1. , ,  is the 
distance between the centers of the Gaussian function kernels. The power 
spectrogram structures of different instruments are very different. So we set , , ＝ , ,  to give flexibility to the distance between the Gaussian function 
kernels. If the instrument’s power spectrogram structure is relatively steep at the 
beginning part, the model is able to choose larger  which means more Gaussian 
function kernels at the steep beginning part.  

The source models ( , ; ) are expressed as a mixture of Gaussian mixture 
model (GMM) with constraints on the kernel distributions: supposing that there is 
harmonicity with N partials modeled in the frequency direction, and the power 
envelope is described using Y kernel distribution in the time direction. The source 
model can be written in the form 

 ( , ; )＝∑ ∑ , , ( , ; )                          (3) 

And the Kernel distribution can be written in the form                            , , ( , ; ) , , , ( ( ) ) ( , ), ,                  (4)  is the energy of the kth source. Therefore the source model ( , ; ) is the 
mixture of mixture of Gaussian distribution , , ( , ; ). And the whole model is 
the mixture of the source model ( , ; ).  

The proposed the algorithm uses EM procedure for the parameter estimation 
procedure. We assume that the energy density W(x;t) has an unknown fuzzy 
membership to the kth source, introduced as a spectral masking function ( , ). To 
minimize the difference between the observed power spectrogram time series W(x;t) 
and the model ∑ ( , ; ), we use the Kullback–Leibler (KL) divergence as the 
global cost function.   ∑ ( , ) ( ; ) ( , ) ( ; )( , ; )                         (5) 

Satisfying with: , , ∑ ( , ) 1, 0 ( , ) 1. 
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Then the problem is regarded as the minimization of (5).  
The membership degree ( , )(spectral masking function) of kth source/stream 

can be considered to be the weight of the kth source model in the whole spectrogram 
model. It is unknown at the begging and need to be estimated. On the other hand, the 
spectrogram of the kth source can be modeled by a function ( , ; ), where  is 
the set of model parameters. They are also unknown variables. The proposed model 
works by using EM algorithm for iteratively updating of: E-step: ( , ) with  
fixed and M-step:  with ( , ) fixed. , , ( , ) is masking function. 

The E-step is realized by the following equation. ( , ) , , ( , ) , , ( , ; )∑ ∑ ∑ , , ( , ; )                  (6) 

The update of parameters can be obtained analytically by undetermined multipliers 
Lagrange’s method. 

3   Experiments 

To evaluate the proposed flexible harmonic temporal structure, we tested it with 151 
music instrument pieces (including 4 instruments: 36 guitar pieces, 45 violin pieces, 
36 flute pieces and 34 oboe pieces) chosen from the RWC music database. [8] Since 
the RWC database also includes the MIDI files associated with each real-performed 
music signal data, we evaluated the accuracy by comparing the estimated fundamental 
frequency and the MIDI files. The proposed algorithm preponderates over the HTC 
[7] approach for 23.3% for guitar signal, 2.8 % for oboe signal, 12.5 % for flute signal 
and 3.1% for violin signal.  
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Abstract. Ubiquitous computing is not only applied to doing daily activities 
and integrated into everyday objects but for entertainment, and gaming as well. 
In this research, we explore the relevance of ubiquitous computing to 
entertainment systems using devices such as mobile devices. We introduce a 
service-oriented architecture for ubiquitous entertainment systems to establish 
collaborative relationships between heterogeneous devices to provide users an 
interactive and ubiquitous entertainment and fun.  
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1   Introduction 

The vision of having computing services readily available is becoming more of a 
reality [1][2]. Ubiquitous computing has also applied in ubiquitous entertainment 
systems [3]. The emergence of mobile devices and the recent trend in 3G technology 
enables people to work, play games, or entertain themselves at home, office, or even 
on the move [4]. The capability of wireless devices to connect to a combination of 
networks such as wireless fidelity (WiFi), worldwide interoperability for microwave 
access (WiMAX), global system for mobile communication (GSM), and Bluetooth 
connections allows them to interoperate in a heterogeneous environment.   

In this research, we design a service-oriented architecture for ubiquitous entertainment 
systems to establish collaborative relationships between heterogeneous devices. The 
proposed service oriented architecture enables mobile users to find themselves in 
environments rich in ubiquitous services that their mobile devices can take advantage of 
for entertainment, gaming, and fun.  

2   Ubiquitous Entertainment Services 

The ubiquitous service center has more computing power compared to the mobile 
devices that people use. Examples of such ubiquitous environment may be in a 
conference room, coffee shop, restaurant, train station, airport, or shopping mall, etc. 
The ubiquitous service centers can be configured in controlled and relatively stable 
environments, such as homes, offices, or public areas that experience a high density 
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of mobile users to provide ubiquitous services such as shown in Fig. 1 where a user is 
playing a game in a mobile device surrounded by sensor network and is equipped 
with situation awareness to seamlessly perform other activities [5]. 

 

Ubiquitous 
interaction

Situation 
Awareness

Sensor network

Ubiquitous 
services

 
Fig. 1. Ubiquitous environment 

 
In the ubiquitous entertainment system, a mobile user should be able to access and 

consume the services provided by the ubiquitous entertainment server through the 
ubiquitous environment in a seamless manner. The proposed service oriented 
architecture for the ubiquitous entertainment system is shown in Fig. 2.   
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Fig. 2. Service oriented architecture for ubiquitous entertainment system 

One of the functions of the ubiquitous service center is to register and query of 
services. The registration and discovery of services in a ubiquitous service center is 
done by the service manager. The service manager is responsible for facilitating the 
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registration service where mobile devices can discover and select from a set of 
services. Also, ubiquitous service center is responsible for session management. If a 
user of a mobile device discovers that there are available services in the ubiquitous 
service center that are of his interest, he can query and request the service manager for 
services to be used by his mobile device.  

In the service oriented architecture of the ubiquitous entertainment system, the 
main focus of the design is the service interface. We consider that all the service 
components are deployed in ubiquitous environment and are visible for mobile 
devices to invoke or consume over the network. Also, the nature of SOA is focused 
on creating services using components with well defined interfaces, which allows 
devices to be loosely coupled with each other.  

3   Conclusion 

We have presented the significance of introducing a service-oriented architecture for 
ubiquitous entertainment system. The main focus of the service oriented architecture 
is the creation of flexible and extensible interfaces for the interactive delivery of 
services for a ubiquitous entertainment. The design of a service-oriented architecture 
is an integral part of ubiquitous technology. In the future, we aim to improve the 
security design of the ubiquitous entertainment system by implementing security 
algorithms to enhance reliability and improved performance of ubiquitous services. 
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Abstract. We propose the Narrative Entertainment System with Tabletop Inter-
face. This system is using a miniature-shaped interface called Physical Charac-
ter. By recognizing the operation of Physical Character, virtual actor’s behavior 
is under control, and that offers a method to create a story while playing with 
miniatures in a familiar way since our childhood. In the form of intuitive opera-
tion with this interface, you are not only an observer, but also a creator. 

Keywords: narrative entertainment, tabletop, interface, tangible, interactive sto-
rytelling, edutainment. 

1   Introduction 

Storytelling is typical of the narrative entertainment, and is helpful to children in 
improving their logic, language skill, expressions and communication skills [1].  

Storytelling with some interactions gives a chance to enable users to participate in 
the creation of the story, that has expanded the interests of story experience and 
reinforced the newness of the story contents. StoryMat[2] uses the toys, which can 
record children’s voice and action for saving and replaying stories when they are 
playing with. On the other hand, there are researches of interactive systems by operat-
ing objects on the table like [3] and [4].  

In this paper, we propose a method of Narrative Entertainment System with Tabletop 
Interface with a miniature-shaped interface in the real world to control the stories and 
environments of virtual world. In this system, miniatures and dolls with a full length of 
several centimeters take important part in interface to enable an interaction between 
users and the story world. Dolls or miniatures are familiar since our childhood, so it is 
an advantage to make it more intuitive than regular input devices.  

As a system to control the process of the story, we have developed a story engine 
that can manage a huge number of episode segments, and it can actively generate 
animations of massive character.   

2   System Concept 

The picture in the leftside of Fig. 1 is showing the concept of this system. The story 
world consists of the part of virtual world and the part of real world. This system has 
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an engine to manage the story (Story Engine), several miniatures to control the items 
or virtual actors (Physical Character), a table-shaped device with a display to get the 
input data (Tabletop Interface; TTI), and a vertical theater view (Story Monitor). This 
system is supposed to be placed in a living room. Whenever users watch the anima-
tion of life-like characters, they can move the Physical Characters to create their sto-
ries actively. By using substantial tangible interfaces such as dolls or miniatures, 
familiar and intuitive operation becomes possible, and this system is available to en-
courage children to study. Moreover, it supports a multiple play, which is related to 
improve children’s communication skills.  
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Story Monitor

Tabletop Interface

性格

Perceptual 
Information

Inner 
States

Story Engine Episode Template
Database

Lily

Position Direction

States of a Physical Character

ID
etc.
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Tabletop Interface

Physical 
Character

Virtual 
Actor

Camera

 

Fig. 1. System Concept Image and System Configuration 

Map Monitor
Physical Character

Story Monitor

 

Fig. 2. TTI System Prototype 

3   System Configuration 

The picture in the rightside of Fig. 1 is showing composition of this system. It is mainly 
consist of 3 parts, an engine to manage the story, a table-shaped device with a display to 
get the input data, and a vertical display. Each of them are named Story Engine, Table-
top Interface (TTI), and Story Monitor. Moreover, models of virtual characters and 
virtual items have been used as input device. That is called Physical Character. 
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Story Engine controls the Character Status and Story Progression on the basis of the 
input data of TTI, it shows the status of characters and objects on the Story Monitor. 
The core system, which controls the whole action of characters to be shown in the 
story, includes our privious research Massive Action Control System (MACS) [5]. 

TTI enables a way of creating stories by manipulating Physical Characters. TTI in-
cludes Physical Characters, camera, projector and mirror. Position of Physical Char-
acters is recognized with camera and data are sent to Story Engine and reactions are 
generated to respond user’s operation. Fig. 2 shows the system prototype of TTI. 

Story Monitor provides a real time view of the virtual world which the users have 
created. It mainly shows the 3D models of the virtual world, of which corresponded 
with Physical Character, and other characters living in the story world. Story gets the 
user’s operation and continues the story, which is projected to the Story Monitor to 
help it easier to understand. 

4   Conclusion 

We proposed a Narrative Entertainment System with Tabletop Interface which can be 
intuitively operated by children and adults in this paper. By using a miniature-shaped 
interface, stories can be created while playing with miniatures in a familiar way since 
our childhood. We have constructed the prototype and tested the system with episode 
templates and verified the effectiveness. As the result, users evaluated the intuitive 
way of control and easiness of operation about this interface. However they pointed 
out the lack of creation of stories. 

There are two directions for future development. The first is to develop episode 
templates. Cooperation and teachings depend on contents, so we are thinking of bring 
in long stories, or using episodes with clear logic to upgrade and test the episode tem-
plates. The second one is to develop the interface. The current TTI is operating in a 
2D panel. We are thinking of moving and changing directions miniatures like in the 
entertainment of Dollhouse, which can support a 3D movement and transformation. It 
may be updated with 3D sensing and movable Physical Characters.  
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Abstract. We propose an automated composing system for sub-melodies

focusing especially on pitch and rhythm. We constructed the system us-

ing a Hidden Markov Model (HMM). In a composing experiment, we ob-

tained various melodies depending on the song set used for learning, and

the results suggest that this system can learn the features of song sets that

are selected while considering music genres, music culture, or nuances of

composers.

Keywords: automated composing, HMM, machine learning, music.

1 Introduction

Nowadays, many forms of entertainment exists, e.g., computer games, movies,
and sports. Music is another form, and it has been especially loved by people all
around the world since ancient times. Composing music can also be thought of as
a form of entertainment as interesting as listening to music, and therefore, many
people who love music have also tried to compose it. The question we have to
ask here is whether people who do not have much music experience can compose
songs. Most music is composed by taking many elements into consideration,
e.g., rhythm, chord progression, and melody [1]. In particular, composing music
that has many parts requires a high level of knowledge because there may be
several different sub-melodies. However, it is difficult for people who do not
have a musical background to obtain this knowledge. Some simple melodies or
chord progressions can be hummed or imagined without this knowledge. We
expect that music which is not by book reflects the newest styles of music. Thus,
some support systems for composing music are necessary, for example the one
described in reference [2].

In this paper, as the first step in composing music responding to a demand,
we propose a support system for composing a sub-melody. This system focuses
on pitch and rhythm, which are thought to be the most important factors in a
melody, and learns them using Hidden Markov Model which is a probabilistic
learning model.
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Data base for pitch

Learning data base

Score information for learning

HMMs for Rhythm
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Fig. 1. Flowchart of the system

2 System

In this study, rhythm, chords, and pitch were each modeled and learnt from songs
that had many parts, melodies and sub-melodies. SN indicates the song set, and
score information about a song sn ∈ SN was modeled and learnt according to
the following procedure. The songs in SN were without modulation.

Rhythm series of melody and rhythm series of sub-melody are each modeled
using following states, ”sound”, ”silent”, or ”continuance of the previous state.”
In this study, we used an eighth note as the minimum unit, or beat in scores.
Taken in the light of tonality, we use degrees for tonic in each bar, song sn to
represent the chord’s name for learning chord progressions. In this study, any
bar in sn have only one chord. And then, we use three chords over the three bars
as a chord progression. A pitch series of the sub-melody in each bar, song sn is
learnt as a series of degree for a tonic of the song sn. Conditional probability that
show the relationships between rhythm series of melody and rhythm series of sub-
melody, and conditional probability that show the relationships between chord
progressions and pitch series are each calculated. Additionally, score information
about each bar in sn were learnt respectively using Left-to-Right HMM where
the state change in a single direction.

When we input a melody and chord progression, then the system automati-
cally outputs a sub-melody using the HMMs. Fig. 1 shows the flowchart of this
system.

3 Composing Experiment

We prepared five songs from the “RWC Music Database: Jazz Music Database [3]”
as the song set for jazz music, five songs from Japanese popular music randomly
selected as the song set for J-POP, and five compositions by Tchaikovsky as the
song set for classical. All songs used in learning had four-four time. Namely, we
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Input melody

Original sub-melody

 Sub-melody using HMM for Jazz-music

 Sub-melody using HMM for J-POP

 Sub-melody using HMM for Classic

Fig. 2. Results of composing sub-melodies using various HMMs

prepared three categories of song sets to learn. In this experiment, we composed
three sub-melodies with same input melodies using an HMM for jazz music, an
HMM for J-POP, and an HMM for classical. We prepared a song from the “RWC
Music Database: Jazz Music Database” that was not used in learning as an input
melody. Part of the input melody, the original sub-melody (for reference), and
the sub-melodies composed by the proposed system using each HMM are shown
in Fig. 2. Although the input melodies are the same, the sub-melodies composed
by using the proposed system are different due to using different HMMs.

4 Conclusion

In conclusion, we should note that the proposed system can be used as a system
to support composing. In the future, we plan to expand this study and consider
accessory notes while dealing with notes below the eighth notes. We will also
construct a system to allow feedback between the systems and the composer
when transcribing the music.
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Abstract. Driven by the development of wireless services with the advent of 
smart phone along with iPhone, wireless services are drawing attentions rather 
than PC internet based wired services. Since this technique is a mobile device 
judged as being in an environment suitable to provide SNS, there also need be 
researches. This research proposed mobile based SNS-UCC design through 
mobile based SNS-UCC writing tool development cases.  

Keywords: SNS, UCC, Mobile, Writing Tool, Development. 

1   Introduction 

Presently throughout the world, interactive services that offer amusements to users 
and are represented by UCC and Web 2.0, the SNS based UCC services, are 
extensively developed. The background SNS and UCC grew thus active is due to the 
desires of users to produce contents personally and consume them. As they prefer 
information in forms that they can understand intuitively, the types of contents change 
from image to moving pictures.[1] Another reason SNS and UCC grew active is that 
the opportunities to use wireless network increased owing to supply of 3G phone and 
high performance terminal devices like smart phone etc showed up.[2] 

2   Development of Mobile Based SNS-UCC Writing Tool 

SNS based UCC services are produced based on PC internet. However PC internet 
based SNS-UCC service has the following disadvantages: 

The first is the inconvenience of saving personal information. In case of PC 
internet base, users are faced with the inconvenience that they have to sign up 
individually at each and every site that they intend to use, and enter and save 
information on themselves each time. 

The second is time and space limitation. PC internet based SNS requires a space 
that offers PC and internet. In other words, if PC is not available, or if internet cannot 
be accessed though PC is available, SNS cannot be used. 
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The third is the many time and efforts needed in learning the using method. PC 
internet based UCC writing tool requires users to personally edit story structure or 
screen setting as well as moving picture, photo, speech and various effects. Therefore, 
many hours and efforts are required in learning and using such functions. 

In developing mobile based SNS-UCC, the following designing principles should 
assumed as fundamental: 

First, easy manipulation and access should be considered in priority. Existing UCC 
writing tools require many hours and efforts in learning functions to use, so easy 
access was hard to be attained. Therefore, even beginner should be able to use it 
easily by making the interface for manipulation easy. 

Second, consideration should be given to produce interactive contents that users 
can use in various fields. Mobile based SNS-UCC writing tool should be developed to 
be utilized in various fields like UCG(User Created Game), relay novel, music video 
and advertisement etc as well as existing UCC. The more fields the tool can be 
utilized in, the more users will use it, and the more diverse types of profit models will 
be created. 

Third, mobile based SNS-UCC supports easy transfer using MMS(Multimedia 
Message Service) and mobile web. MMS and mobile web should be supported 
simultaneously by considering the internet environment of touch phone and smart 
phone that are drawing attention recently as well as existing cellular phone and 
finally, convenience should be improved through interlinking with PC internet. 

Fourth, mobile based SNS-UCC should be designed so that it can be used in any 
mobile device through compatibility with various platforms. Mobile based SNS-UCC 
should be able to use writing tool in various mobile devices like smart phone etc 
represented by iPhone and Android phone as well as the cellular phone that people 
carry the most. 

3   Cases of Mobile Based SNS-UCC Writing Tool Development 

Mobile based SNS-UCC writing tool is under development through support by 2009 
IT Excellent Technology Supporting Project by applying the principle of mobile 
based SNS-UCC writing tool designing. "SNUC" the mobile based SNS-UCC writing 
tool is under development by reflecting the 4 designing principles that we went over 
above, and has the following characteristics: 

1) Contents can be produced “anytime anywhere”.  
In existing UCC production, space that accommodates use of PC was required, thus 
facing limitation of time and space. However, "SNUC" is of mobile base of easy 
portability, thus offering the advantage of being able to be produced with no 
limitation of time or space. 
2) Transfer of "emotion" through story telling is possible. 
Existing UCC was used often in editing moving picture or photo. "SNUC" can make 
theme story by utilizing the photo, moving picture or music etc of its own in mobile 
device, so it can create more emotional story. Also, "SNUC" should be made so that it 
can produce contents with various story with the conception that people remember 
contents with story longer. "SNUC" supports production of contents with story by 
offering structure of story with themes by the situation called theme template. 
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3) SNS that can be shared with “anyone”. 
In the case of existing SNS, information of its own should be entered and saved 
individually by accessing the site through PC internet. But, mobile device already 
contains all the information of my own, no entering of information is required. In 
addition, mobile device is also a tool most widely used in communicating with and 
establishing relationship with people. 
4) Can produce contents “easily and simply”. 
To produce UCC in the past, developers should learn and use complicated tool, thus 
requiring long hours in learning the tool and facing hardship in access. However, 
"SNUC" is considerate enough to accommodate completion of contents only through 
providing of template in a completed form with themes by the situations and simple 
modification.  
5) Offers the extensibility “that can be used in various fields”. 
"SNUC" is designed to be used in various fields like novel, film, music video, 
advertisement, marketing and drama etc as well as the function of SNS-UCC. Owing 
to the function of storytelling, "SNUC" can be applied in various types like 
UCG(User Created Game), UMC(User Modified Contents" and URC(User Recreated 
Contents) etc in addition to UCC. 

4   Conclusion 

Yet, the researches and developments of mobile based SNS and UCC are at beginning 
stage compared with PC based internet. However, many experts and companies are 
conducting research and development with significant interest in SNS and UCC. 

It is anticipated that once mobile based service with environment suitable for the 
supply of SNS is presented, not only SNS field but also UCC and Web 2.0 service on 
such basis will also evolve one step further. In such sense, it is important to establish 
the principles for the development and designing of mobile based SNS-UCC writing 
tool. 

Development of "SNUC" will play the role of uplifting the reachability of users as 
writing tool that can be used for easy and simple production in mobile based SNS 
market which is still at beginning stage. 
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Abstract. The goal of the project is to show that audio can successfully be the 
primary element of interactive entertainment by delivering pure audio experi-
ences that demonstrate both the creative potential and emotional power of an 
audio experience. We develop two proofs of concept with the technical founda-
tion supported by prototypes. The core technology is a combination of a 3D 
game engine and an audio engine used to build sound environments. The inter-
actions are based on 3D trackers and surround sound headphones. 

Keywords: Interactive Audio, Virtual Environment, 3D Sound. 

1   Introduction 

Project Sonology is a student pitched project of the Entertainment Technology Center 
at Carnegie Mellon University in 2008 whose goal is to show that audio can play the 
major factor in interactive entertainment by creating pure audio experiences that are 
unique and present both the creative potential and emotional power of an audio ex-
perience. We create a flexible technical foundation supported by multiple prototypes 
demonstrating the technology that would help shape the experiences we would even-
tually deliver. With the technical foundation in place, we work on two proofs of con-
cept as the final deliverables: The Story World and The Music World. 

We combine a 3D game engine and an audio engine as the core technology to cre-
ate 3D sound environments that can be navigated and interacted with intuitively. The 
interactions are based on 3D trackers and surround sound headphones. Guests per-
form actions and explore different parts of the environment. 

2   Platforms 

FMOD audio engine and OGRE 3D game engine are chosen as the fundamental soft-
ware. FMOD gives sound designers the option to create complex audio event behav-
iors. OGRE comes with 3D math and game utilities that help to speed up development. 
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FMOD and OGRE allow us to divide up and modularize the programming work so 
that different team members can work on different aspects simultaneously. On the 
other hand, Polhemus 3D trackers and surround headphones are selected as core hard-
ware platforms in the final proofs of concept. The surround headphones we use have 
speakers in the front and back for an added dimension. 

3   Prototypes 

In the early stage of the project, we developed a series of prototypes. From that we 
received valuable feedbacks directing us to revise and polish the work. The various 
prototypes that help define and demonstrate the technology foundation embrace: 

─ Head tracking to allow the guest to walk around and rotate his heads while lis-
tening to different aspects of a virtual 3D environment.  

─ Hand tracking to allow the guest to reach out sounds and then move them to 
new positions in the virtual 3D space.  

─ A fly catching game to integrate head and hand tracking into a system. 
─ Webcams with OpenCV to test out possible techniques for body tracking. 
─ DSP Plug-ins to simulate binaural effects. 
─ Speech recognition to implement auditory menus. 
─ Directional focused sound to assist the guest in locating a sound source.  

4   Proofs of Concept 

4.1   The Story World: Jack and the Beanstalk 

Since audio is an ancient platform for story-telling, we want to deliver a story by 
using our interactive audio-only concept. The goal is to find a good balance between 
immersion and interactivity. An interactive version of “Jack and the Beanstalk” is 
made where the guest assumes the role of Jack. By using Jack’s mom as the guide, the 
guest would feel that he is interacting with another character.  

A variety of simple interactions with sound are applied in many places such as 
grabbing the beanstalk, catching the hen and chopping the beanstalk. We also utilize 
the voice recognition technique in which the guest is requested to sing and match the 
tone that the golden harp plays. Yet some guests have had a hard time finding objects, 
we add a “Hot & Cold” feature, by which our program would guide the guest to a 
certain object by providing information of the distance from the target to the guest. 

4.2   The Music World: Whip It 

Our other proof of concept is an experience based around listening to music. The 
guest would hear a song, in this case Devo’s Whip It, and then the song would break 
into pieces at which point the guest would have to reconstruct the song to complete 
the experience. 

The main interactions with this experience are finding sounds and then playing 
with them. We add a sonar feature that makes a beeping noise to increase in intensity 
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as the guest gets closer to a sound that he needs to collect. Once the guest finds a 
sound, he can play with it. For instance, when the guest finds the guitar sound, guitar 
noises would be produced if he plays “air guitar.” Most guests do make these kinds of 
motions without any prompting. 

This experience is meant to be a tutorial for our technology and it works very well 
in this regard. It is also designed to be simple and fun to boost the guest’s confidence. 

5   Observation and Lesson Learned 

People are happy with the simplest aspects of our technology. With a complex and 
new experience, very simple interactions that are intuitive and recognizable are more 
fun than more complicated combinations of the interactions.  

Another lesson we learn is that it is very difficult to place a sound in 3D with 
enough information that a person can tell naturally where the sound is. When the 
sound is behind the guest, we apply a filter that blocks out all the high frequencies; 
when it is on the side, we pan the sound, attenuate volume and apply a Doppler effect 
for the distance, whereas in actual reality, sound is bouncing off walls and being ab-
sorbed by the material of the carpet. We also learn that the human hearing system is 
extremely complex. Our brain is automatically filtering out all the sounds that are not 
vital to allow you to listen to what is being said. We have attempted to solve this 
problem within the scope of the technology we have by adding story and context to 
help fill up gaps in information that our sound cannot convey. We moreover give 
other kinds of feedbacks like sonar beep noises to show the proximity of hands to 
objects and move sounds around in a certain pattern so that the guest can easily posi-
tion the sounds. Though how to make the sound localization more clear is another 
course for us, our attempts meet with enough success that a guest can pick up quickly 
how to locate sounds in our world and proceed on to the rest of the experience. 

6   Conclusion 

As previously stated, our goal is to prove that audio can be the primary element of an 
interactive experience.  We believe that our project is successful in demonstrating 
this, but that our proofs of concept have only scratched the surface of what is possible 
in this realm.  For example, we only make “Jack and the Beanstalk” interactive, but 
this proves that the same can be done for any story;  we only break apart “Whip It” 
and put it back together, but the same can be possible for any song in any genre.  In 
addition, this technology can be adapted for use with mobile devices like cell phones, 
MP3 players, as an interactive museum installation, a musical instrument or even as 
an educational tool. 

We hope that the lessons learned in our project and what we have achieved would 
motivate future audio-only projects to reveal more potentials of audio and sound with 
interactivities. 
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Abstract. Mobile telephony offers an interesting platform for build-

ing multipresence-enabled applications that utilize the phone as a social

or commercial assistant. The main objective of this research is to de-

velop multipresence-enabled audio windowing systems for visualization,

attention, and privacy awareness of narrowcasting (selection) functions

in collaborative virtual environments (CVEs) for mobile devices such as

3rd- and 4th-generation mobile phones. Mobile audio windowing system

enhances auditory information on mobile phones and encourages mod-

ernization of office- and mobile-based conferencing.

1 Introduction

Vision and audition are the two main human senses for obtaining information
about the outside world, and rich interfaces need both modes (at least!). Visual
windowing systems allow multiple and multiwindow applications to share display
resources; audio windowing systems, in analogy to graphical windows, can bring
order to a cacophony of multiple simultaneous sound sources. Audio windowing
can be thought of as a frontend, or articulated user interface, to a system with a
spatial sound backend. Audio windowing systems are especially appropriate on
small screen devices where there limited space for information and when control
changes are not needed.

Researchers are working on interactive spatial audio to support synchronous
groupware like teleconferences, either desktop applications or mobile device ap-
plications. For instance, Herder and Yamazaki [2] describe a networked virtual
environment with 3D audio to support a chatspace while Aoki et al. [3] present
a mobile audio space intended for use by gelled social groups. To the best of
our knowledge, there is no existing presence awareness systems that can handle
multiply present sources and sinks. The narrowcasting attributes [1] presented
here suggest an elegant solution for such multipresence environments.

The suite of inclusion and exclusion narrowcasting commands for sources and
sinks are like analogs of burning and dodging (shading) in photographic process-
ing. The duality between source and sink operations is tight, and the semantics
are identical: an object is inclusively enabled by default unless, a) it explicitly
excluded (with mute or deafen), or, b) peers (either self-designated or non
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self-designation of the selected object) are explicitly included (with select
[solo] or attend) when the respective avatar is not. We have developed a mo-
bile phone interface which allows users to multicast their voice to multiple re-
ceivers and control crowded soundscapes using these narrowcasting operations.
Programmed with J2ME, our application runs on NTT DoCoMo iappli mobile
phones.

2 “ı·Con”: Mobile Device Multispace Interface

Featuring selectable icons with one rotational and two translational degrees of
freedom, the “ı·Con” 2.5D dynamic map interface is used to control position,
sensitivity, and audibility of avatars in a groupware session. Its isosceles trian-
gle icons are representations of symbolic heads in an orthographic projection,
including narrowcasting attributes.

We have developed symbolic representations of narrowcasting operations (as
shown in Figure 1) for the mobile interface. In our mobile application, narrow-
casting attributes graphical displays are triply encoded— by position (before the
“mouth” for mute and select, straddling the “ears” for deafen and attend),
symbol (‘+’ for assert ‘-’ for inhibit), and color (green for assert red, yellow, and
orange for inhibit). The attributes are not mutually exclusive, and the encoding
dimensions are orthogonal. For instance, a sink might be first attended, per-
haps as a member of some non-singleton subset of a spaces sinks, and then later
deafened, so that both attributes are simultaneously applied.

The select and attend attributes are denoted by characteristic features. If
any avatar has been selected, non-selected avatars are implicitly muted if their
self-designation state is the same as the selected avatar. For example, if a self-
designated avatar is selected, only other self-designated avatars are implicitly
muted. In the same manner, if any attended avatars exist in a given space, non-
attended avatars are implicitly deafened if they are in the same class (self
or non-self) as an attended avatar. Orange color is used to represent these
implicit effects, implicit mute represented by a ‘-’ before the mouth and implicit
deafen by ‘-’s straddling the ears.

A unique feature of our system is the ability of a human pilot to delegate mul-
tiple avatars simultaneously, increasing quantity of presence; such multipresence
enables one to overcome some fundamental constraints of human condition. Our
interface will allow each human user to have sources and sinks present in mul-
tiple conversations at once. Users will be able to receive multiple audio streams
and transmit their voices to multiple recipients, controlled according to custom
preferences. Multiple sources are useful, for instance, in directing one’s remarks
to specific groups, decreasing the granularity of audibility control. Multiple sinks
are useful in situations in which a common environment implies social inhibitions
to rearranging shared sources like musical voices or conferees, as well as individ-
ual sessions in which spatial arrangement of sources, like the configuration of a
concert orchestra, has mnemonic value.
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Fig. 1. Narrowcasting attributes graphical displays: In the Home space, avatar #0 is

attended, so its complement (comprising all the other avatars) is deafened; and avatar

#3 is selected, so its complement is implicitly muted. In the School space, avatars

#0 & #2 are respectively muted and deafened by self while avatars #1 & #3 are

respectively muted and deafened by others.

3 Conclusion

The basic goal of this research is to develop rich idioms for selective attention,
presence, privacy, and narrowcasting for presence awareness applications for a
nomadic device like a mobile phone. A multipresence feature using these id-
ioms encourages users to install avatar representatives of themselves in several
places and spaces at once. Spatial sound enhances the conferencing capabili-
ties in collaborative virtual environments. Multipresence-enabled systems will
enhance office communication and make it easier to coordinate work groups.
The system also enhance human communication, allowing users to interact with
friends, family, and colleagues “anytime anywhere.” We expect that commercial
development of this research will involve partnerships with network providers,
who might license such technology to offer to their subscribers as an added value
service.
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Abstract. We explore the possibility of implementing real-time fluid simulation 
on iPhone to create an innovative game experience. Using fluid dynamics and 
water tri-states as game mechanics, players can manipulate fluid and solve 
puzzles through the unique input controls of iPhone, such as accelerometer and 
multi-touch. We implement particle-based fluid simulation and integrate our 
particle system with a physics engine, Box2D, to realize the interactions 
between particles and rigid body. The playtest showed that Fluxion is not only a 
fun game, but also educational since it provides players the basic concepts of 
how fluid behaves in the real world. 

1   Introduction 

Water plays an important role in our daily lives, and it is always fun to play with it. 
Nowadays, fluid simulation has become an increasingly popular topic in computer 
graphics for generating realistic animations of water, smoke and related phenomena. 
With the novelty of iPhone, we aim to create an iPhone game using fluid dynamics as 
game mechanics, so that players can use iPhone featured input controls to manipulate 
fluid and solve puzzles. 
 

Fig. 1. (a) The tri-states of water: gas, liquid, and solid. (b) The according liquid behavior when 
the accelerometer senses tilting right motion. (c) The item menu, showing all items that players 
can use in the current level. 
 

We develop an immersive game experience and explore the possibilities of 
innovative game mechanics based on fluid dynamics. There are three main features in 
our game. First, our game mechanic is based on fluid dynamics. The biggest difference 
from others is that we integrate the water tri-states into our game (Figure1.(a)). Players 

(a) (b) (c) 
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can use tools such as heater, cooler, freezer etc. to play with state changes between gas, 
liquid and solid. Second, iPhone’s input controls have a great potential for intuitive and 
interesting game interaction. The 3-axis accelerometer senses the orientation of the 
phone and changes the content in the game accordingly (Figure1.(b)). For example, 
with the accelerometer, players can tilt the iPhone to move or to speed up the fluid 
flow. Third, our game involves a lot of conceptual challenges for players to utilize fluid 
features to solve puzzles. We design tools to help players solve problems (Figure1.(c)). 
For example, players can place a heater to turn water into gas or place a freezer to turn 
it into ice.  

2   Game Design 

In fluxion, the objective of each level is to collect enough fluid particles to reach the 
goal. Players can tilt the iPhone to control the gravity of fluid. They can also use 
different items to perform state changes between gas, liquid and solid, or change the 
flowing direction to pass through obstacles and solve puzzles. There are some other 
interesting features such as using fingers to block the fluid movement and using 
multi-touch to control camera movements. 

Fluxion is a game introducing tri-state features. It includes solid, liquid, and gas. 
As shown in Figure 2, three elements form a bi-directional chain where each element 
can be transformed into its neighbor states. 

 

  Gas 
 

Liquid 
 

Solid 

Fig. 2. State Transitions 

Fluxion provides seven kinds of items that help players pass each game level. 
These items are freezers, coolers, heaters, and four kinds of fans blowing (upward, 
downward, rightward and leftward)(Figure3.). 

(a) (b) (c) 

Fig. 3. (a) A heater turns water into gas. (b) Water is turned into an ice cube so that the cart can 
carry it. (c)Fans blow gas away. 
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3   Technical Approach 

Fluid dynamics is a wide topic. There are a lot of approaches to simulate realistic 
fluid in computer graphics. In general, these approaches can be divided into two 
groups: grid-based and particle based fluid simulation. In our system, we apply 
Smooth Particle Hydrodynamics (SPH) [1], which is a particle-based simulation 
method. 

An important issue is how to implement fluid transformation between different 
states. We set a temperature variable to control the state change. When the 
temperature of a particle reaches a certain threshold, the particle will change its state. 
For freezing water into ice, we use a physics engine (Box2D) instead of our particle 
system to form a rigid body as an ice and handle the interactions between particles 
and the rigid body. 

We optimize the OpenGLES drawing pipeline and our rendering algorithm by 
using texture-based rendering instead of grid-based rendering, which enormously 
improves the performance. Fluxion has been performed on iPhone 3GS at 30 frames 
per second with 150 particles. 

4   Conclusion 

Beyond recreational purpose, Fluxion is also educational. Players can learn the fluid 
physics through playing Fluxion. It completely shows the property of fluid dynamics 
and the tri-state of water: solid, liquid and gas. In addition, Fluxion demonstrates 
phenomena of fluid particles: water splashes while colliding to walls, gas always 
flows up, and ice cubes always floats on top of water. Moreover, our game allows 
players to perform logical thinking in the process of solving the puzzles using the 
knowledge they learned from the game. All in all, Fluxion gives players a basic idea 
of fluid behaviors in the real world. 

Another achievement of our work is that we implement a real time fluid simulation 
on iPhone. Since iPhone has limited computation power, we manage to utilize the 
most efficient way to simulate fluid. Reducing unnecessary function calls and 
optimizing the algorithm make our game run at an acceptable frame rate. Our game 
takes advantages of iPhone features that make it more intuitive for players to observe 
and manipulate water particles around on a portable device rather than pressing arrow 
keys and watching the simulation on a still monitor.  
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Abstract. In this paper we present our experiences from extending the

Eurobot contest for students of the age up to 30 by a category for pupils

up to 18. We show two different models of the extension and present our

experiences acquired after implementing them in 2008 and 2009.
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1 Introduction

Robotic contests are nowadays popular. At the same time, the increasing power,
abilities, and “user-friendliness” as well as decreasing price of components usable
for building robots makes them available to broad public, and more and more
for younger and younger robot builders. In this paper, we present the Eurobot
Autonomous Robot contest and how we have extended it in the Czech Republic
also for younger participants. For more details about the rules, participation
conditions, discussions and reasonings see [1] and [2].

The following text is organized as follows: in Section 2, we present Eurobot
contest. In Section 3, a contest for younger participants is introduced as Eurobot
Junior and in Section 4, we present another new category called Starter. In
Sections 5 and 6 we give our experiences from the two years when Eurobot
+ Eurobot Junior (2008) and Eurobot + Starter (2009) contests have been
organized in the Czech Republic. Section 7 concludes the paper.

2 Eurobot Contest

Eurobot is an international autonomous robot contest for young non-professional
roboticians of the age up to 30 years. Their task is to build an autonomous robot
which is able to perform actions defined by the rules. Then, the builders meet
for matches with other teams and their robots. In the matches, two robots from
two teams compete on a playing field. The core technical rules of the Eurobot
contest are: autonomous robots (no remote control allowed); indoor robots with
limited size (roughly a 30 cm cube); game on a table (roughly 2 x 3 m); little
time for one match (90 sec); fair-play spirit of the game; team work.

While these basic technical rules remain the same, the rest is changed every
year; it is therefore easier for new participants to start with Eurobot in contrast
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with other contests where the rules are fixed and it takes years to reach the top
level (see e.g. RoboCup initiative [5]). The changing part of the rules defines the
main topic, playing elements etc.: during the years, the robots had for example
to build structures from wooden cubes, collect coloured balls, sort waste, or lay
down skittles (see the Archives section at [1]).

3 Trophées de Robotique / Eurobot Junior Contest

The Eurobot contest started as a single-category contest. In 2006, Eurobot or-
ganizers asked organizers of another contest, Trophées de Robotique, to join
Eurobot and open it also for other countries under the name of Eurobot Junior
(see [3] and [4]). This category is limited for participants of the age up to 18
years or the end of their secondary school studies. The task is simpler than in
the main Eurobot contest; the most significant difference is that the robots are
not autonomous but remote controlled. But, the rules are by intention prepared
independently, and Junior rules share with Eurobot only the core (see Sec. 2).

4 Starter Contest

In 2007, Czech organizers of Eurobot National Cup organized only Eurobot
contest. In 2008, they prepared Eurobot Junior too. For 2009, they decided
to run the contest for the younger category like in 2008, however to ease the
organization, they decided to use another model: to use Eurobot rules and not
to make two different contests. The only change done to Eurobot rules was the
non-autonomy of Starter robots (and attributes related to this), the rest of the
rules stayed intact. Therefore, the two categories look very similar, because the
playing field is the same and most other visual attributes too, and the match
goals for the robots are exactly the same. The Starter rules specification can be
found at Eurobot Czech web pages (see [2]).

5 Eurobot + Eurobot Junior in the Czech Republic, 2008

For the visitors, both contests were interesting and the whole event was “diverse
and colourful” (because of two different playing fields), however it was quite
difficult for them to understand the two different rule sets.

The Eurobot and Junior teams stayed separate and concerned only on their
respective category matches.

For the organizers, adding Eurobot Junior meant organizing two completely
different contests even some external attributes were seemingly similar. For ex-
ample, the implementation required to translate two sets of rules from English to
Czech, build two different playing fields, train two groups of referees etc. During
the debriefing, the organizers had to confess they underestimated how different
the two contests were to organize.
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6 Eurobot + Starter in the Czech Republic, 2009

The nearly same rules for Eurobot and Starter in 2009 created a “compact”
event, which was easier for the public to follow and understand. The public also
appreciated the kids took part in the same technical and scientific activity as
the older participants.

The Eurobot and Starter teams merged together and examined in detail the
results of work of the other teams regardless on the category, because all partic-
ipants had the same goals and therefore the two groups had the same knowledge
of what to expect and what to look for. The organizers consider it as a great
result, fulfilling one of the goals of Eurobot Association – “to foster scientific
and educational exchange between young amateur robotic fans”.

For the organizers, making Starter did not bring any additional work to Eu-
robot, in general the only difference to “Eurobot only” was just bigger number
of teams (Starter + Eurobot).

7 Conclusion

In this paper, we have shown the evolution of the Eurobot contest between 2007
and 2009. The experience clearly shows several conclusions:

Firstly, the idea to extend the contest also to involve younger participants was
good and eligible.

Secondly, adding the younger category did not only allow younger people to
take part and learn from the experienced contestants in the main category, but
also has shown that older participants can (and do) gain from the youngsters.
Originally, the category for younger participants was introduced because the
younger scholars were afraid of competing with university students. It has shown
that in many cases this fear is unjustified and even more, in some cases the older
students from universities have learnt from the younger scholars!

At third, the organizers of Eurobot contest in the Czech Republic have found
out that for small- and middle-sized national cups (currently all except France),
the contest model used in 2009 serves better than the model used in 2008 when
the two age categories were separated. It might not be the case for big events
where plenty of teams participate, because it is not possible for the organizers
to run it at the same time on the same place anyway. But for all other national
organizing groups where the two categories could be organized together, the
advantages are clear and expressive.
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4. Planète Sciences: Trophées de Robotique, http://www.planete-sciences.org/

robot
5. The RoboCup Federation: RoboCup international research and education initiative,

http://www.robocup.org

http://www.eurobot.org
http://www.eurobot.cz
http://www.eurobot.org/eng/junior.php
http://www.planete-sciences.org/robot
http://www.planete-sciences.org/robot
http://www.robocup.org


H.S. Yang et al. (Eds.): ICEC 2010, LNCS 6243, pp. 443–445, 2010. 
© IFIP International Federation for Information Processing 2010 

A Sound Engine for Virtual Cities 

Shih-Han Chan, Cécile Le Prado, Stéphane Natkin, and Guillaume Tiger 

CEDRIC, CNAM, 292 Rue Saint-Martin  
75003 Paris, France 

shihhan.chan@gmail.com, cecile.leprado@free.fr,  
stephane.natkin@cnam.fr, tiger.guillaume@gmail.com 

Abstract. This paper is a position paper to specify and implement a general-
purpose sound engine for virtual cities. The work is motivated by the project 
Terra Dynamica funded by the French government. We present a state of the art 
of the virtual urban sound spaces emphasizing various types of virtual cities and 
their relationships to auditory space. We then discuss the choice of a sound en-
gine, sound spatialization and scene description languages as ongoing works. 
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1   Introduction 

The purpose of this research is to study the dynamic of sound in virtual cities and to 
propose a sound engine solution that allows sound designers to organize virtual urban 
soundscapes in an interactive 3D environment. This work integrates the continuous 
research of the CEDRIC laboratory on sound and virtual environments. 

Our work is motivated by the project Terra Dynamica, a real-time simulation of the 
city with avatars and non-player characters (individual characters, crowds, vehicles, 
flows). This project consists in both an adaptable architecture and a granular approach 
from individual to group. In the deliverable, real-time sound scenes are built in 3D 
through an open soundscape editor including procedural behavior. While sound plays 
different roles within different scenarios, this platform in development allows sounds 
to provide information, characters’ locations for instance, in various fields of applica-
tions such as safety exercises and art design. 

2   State of the Art  

In the field of interactive media, considering urban representations, the audio content is 
closely related to the spatial organization of the city. In addition, nowadays’ digital 
representations are often derived from soundscape studies carried on during the sixties. 

Urban sound representations come from acoustic ecology and noise pollution mat-
ters. This mostly takes the form of soundmaps which consist of empirical auditory 
content overlaid on mapped space and, sometimes, tend to cross-media applications. 
Furthermore, considering the city as a designed space, its relationship to sound can be 
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understood as a dynamic interaction, first through the analytic and creative paradigms 
of the soundscape theory, then in regard of the architectural digital acoustic tools and 
finally as a real-time construction within video games. 

2.1   Dynamics of Urban Auditory Environments: Soundscapes, Architectures 
and Video Games 

Audio, in soundscape theory, architecture and video games, is characterized by its 
strong relationship to spatial organization. The soundscape theory describes the audi-
tory environment as a perspective (background, foreground and soundmarks) thus 
creating multidimensional dynamic objects. This perspective is echoed in architec-
tural auditory virtual representations which provide advanced acoustic simulations 
calculating propagation fields (direct, diffuse, and critical). Finally, some video games 
offer large, real-time, interactive, 3D urban environments in which sound design 
strategies attempt to create a credible environment rather than a simulation. 

2.2   Usage of Sound in Virtual Cities  

We select typical applications of sound in virtual cities. Google Earth is the virtual 
earth representation; Second Life is also a multipurpose virtual world; Prototype is an 
action-adventure video game (Radical Entertainment / Activision) which uses an 
original dynamic sound map of New York City; Locustream is an “openmike” 
soundmap used for many interactive purposes; Soundwalk allows combining a local-
ized sound recording with the real sound of the city. Figure 1 shows the use of sound 
in each application. 

 
                                       
SOUND           MEDIA
FUNCTIONS  

GOOGLE EARTH SECOND LIFE PROTOTYPE SOUND WALK.COM LOCUS STREAM 

IMMERSION Static recordings  
Public spaces, sound art 
works and private 
spaces  

Music, surround 
sound, realtime 
spatialization  

Ambient sound, read 
text  

Realtime audio 
streams  

NAVIGATION HELP   3D sound  Audio guide   

INFORMATION 
Relative to listenable 
audio files  

Positioning objects (3D 
sound), relative to audio 
content  

Character behav-
iors, density / 
proximity of agents 

Historical  and 
culture information, 
localization  

Relative to audio 
stream broadcasts  

SOCIALIZATION  
Concerts, adding sounds 
to avatars, private audio 
broadcasts  

  User community  

STORYTELLING   
Interactive music, 
dialogues  

Sound path divided 
into sequences   

REUSE OF DATA     
Utilization of streams 
as sources  

Fig. 1. Intersection of different types of virtual urban media and sound functions (red text 
shows functions for which users may bring content) 

In all applications, the construction in layers reminds of the classical theory of 
soundscapes: background, foreground, and soundmarks. The dynamic organization of 
the soundscape is according to the needs created by the gameplay or rules of the media. 
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3   Conclusion 

Most of sound game engines have a three level architecture. The lower level includes 
sound synthesizers and real-time filters that can compose and be applied to a sound 
stream which asks for a balance between procedural sound design and wavetable 
playback. We choose Collada as the formal representation of the virtual space on 
which the intermediate level of the audio architecture relies. The definition of a sound 
extension of Collada is being made based on the scene language of MPEG4. The 
design of an efficient high-level editor is the core of our project, and is based on the 
analyses of several experiments and usages in the Terra Dynamica project. 

We conduct various urban recordings to implement an interactive soundmap as the 
preliminary work. On top of that, the spectral analysis of the recordings provides data 
about the layers composing the urban soundscape. In our first experiment, Fmod is the 
lower level tool integrated with the 3D rendering engine – Unity3D. We will next 
explore other possible combinations of various sound engines (e.g Wwise, Playall) 
and rendering engines (e.g Ogre) with the integration of Collada sound scene.  

Considering the large number of audio sources in urban virtual environments, spa-
tialization problematic will be included in our future works as it may bring solutions 
regarding level of detail, source clustering and reverberation. 

While the project Terra Dynamica requests audio uses within five main fields of 
applications (game and art, urban design and architecture, safety analysis, city trans-
portation, proximity services), it will also provide us some visual data and basic re-
quirements (e.g. path finding) from which we will be able to define more precisely 
our sound engine architecture. 
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Abstract. We capture key factors of a group meal with communication and in-
terface technologies to make a meal more enjoyable for diners who cannot be 
collocated. We determined three factors of a popular group meal, Chinese hot-
pot, that are essential for a group meal experience: interacting as a group with 
food, a central shared hotpot, and a feeling that others are nearby. We devel-
oped a prototype system to maintain these factors for an online meal with re-
mote friends. Our technique is of interest to designers creating technology for 
isolated diners. 

Keywords: Augmented Reality, Hotpot, Online Meals, Social Networking. 

1   Introduction 

Family or friends often enjoy meals together, but sometimes not everyone can join the 
meal. This is particularly true as older people live independently, younger people live 
alone [1] and working people travel more and work from afar. In these cases, one or 
all the group has to eat alone – an experience that is not as enjoyable as a group meal. 

Ubiquitous, high bandwidth and inexpensive communications technology offer a 
solution. Telepresence technologies [2], like Skype, may have interaction limited to 
audio and grainy video, but we can build on these technologies to create a system that 
captures the factors of an enjoyable group meal so that remote diners can join the fun. 

To our knowledge, we are the first researchers to use targeted interactions to focus 
only on communicating important factors of group meals with simple augmented-reality 
technologies rather than trying to recreate a highly realistic tele-eating experience. 
Maintaining the factors with our prototype ultimately improved diner’s enjoyment when 
sharing a hotpot meal with remote friends. Our system can be made cheaply and is easy 
to set up. Until truly realistic telepresence technologies are available, our approach may 
well be the most enjoyable way to eat with remote friends. 

2   Missing Meal Factors 

In our study, we focussed on Chinese hotpot. Hotpot is a communal meal eaten in East 
Asia, and is popular among Canadian-Asian communities in Vancouver. In hotpot, a 
group of friends or family members simmers a central pot of stock at the dining table 
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where each person uses their chopsticks to select items to cook from an assortment of 
plates of food around the table such as sliced meat, vegetables and seafood. Hotpot is a 
social meal that takes a long time to eat and is often enjoyed on special occasions. We 
surveyed diners and observed three factors to be important in this meal: 
 

1. Interacting as a group with food. Some diners adopt roles, such as the person 
in charge of putting in specific foods. There is often a formal order when food is 
taken out of the pot. Some diners test the food to tell others if it is cooked. 

2. Central shared hotpot. Hotpot diners all share the same pot. Diners rarely turn 
away from the hotpot. The meal lasts a long time. Even when talking to others, 
diners focus their attention on the food in the pot. 

3. Company, a feeling that others are nearby. Even though diners do not pay a 
lot of attention to others, they are nevertheless aware of them in their periphery. 

 

By maintaining these factors, we expect that meals with remote diners can be made 
more enjoyable. We also aim to select the least complex and expensive technologies 
that will result in significant improvements to meal enjoyment. Teleconferencing 
software, such as Skype, cannot recover all the missing factors alone. We developed 
low-fidelity prototypes to determine that designs to recover meal factors should: 
Adopt avatars to represent remote diners, Acknowledge that diners are not concerned 
with what remote diners are eating, Involve simple interactions, Use readily available 
and inexpensive components, and Make sure audio is included. 

3   Prototype 

For our prototype, half of a traditional Yuān Yāng Guō, or "Mandarin Duck”, hotpot 
is used for cooking, while the other half serves as a display and tracking surface to 
interact with remote diners. The interactive surface of the pot is a white space on 
which images are projected, and the movements of the diner’s chopsticks within this 
space are tracked with a video camera. An induction stove is used as a safe and com-
pact heating element. This is shown in Fig 1. 

Up to three virtual food items, such as gailan (a type of broccoli), fish balls and 
tofu, appear on the interaction surface as if dropped into the pot. The food floats 
around as it slowly gets “cooked”. The food initially appears raw (meats are red/pink 
in color), and changes to a cooked appearance as it stays in the pot. If food has been 
in the pot too long, it appears “overcooked”. A diner can move a piece of food by 
placing the tip of the chopstick on it, and then moving the chopsticks. For simplicity, 
the food cannot be dropped once picked up, but only placed into a “container”. 

Three diners are represented by avatars at the edge of the interactive surface. A 
diner is fed when food moves close to their avatar. Each diner has a “satisfaction bar” 
that is incremented each time they are fed. Cooked food increments the bar, over-
cooked food decrements the bar. Diners are notified of the names of remote diners 
who feed their avatar. The avatar enters a sleep state if remote diners don’t interact 
with their hotpot. 

The system augments a typical hotpot arrangement with a computer, overhead pro-
jector and webcam to track the chopsticks and runs over the internet using our soft-
ware and Skype™. 
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Fig. 1. Inductive hot-plate and the NetPot system of projected remote diner actions, chopstick 
tracking cameras and Skype audio teleconferencing 

4   Conclusion 

We determined three meal factors missing when diners eat Chinese hotpot alone. We 
assumed that if these factors were maintained for a tele-eating experience, then 
diner’s meals would be more enjoyable without trying to recreate the exact meal ex-
perience using high-end teleconferencing. We targeted interaction designs with read-
ily available augmented reality technology to keep the missing factors in an online 
meal with remote friends. 

We evaluated a prototype of the design – NetPot – to assess how much more en-
joyable the meal is than when sharing the meal with a low quality telepresence sys-
tem. We maintained the meal factors, although not completely. The meal was more 
enjoyable, but it is not clear if it was because the factors were there or because the 
interactions we chose were enjoyable.  

Until telepresence systems provide complete realism and are affordable, a careful 
treatment of the important meal factors for remote diners with targeted interactions 
may lead to more enjoyable shared dining even when friends and family cannot be 
together.  
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Abstract. We developed a glasses-free 3D stereoscopic display using an LCD 
display panel and a special grating film for stereoscopic viewing. The display 
screen is divided in half in order that left and right regions provide the 
stereoscopic images for left and right eyes. Because both stereoscopic images 
are not in the same position, it is difficult for the observer to view the 3D image 
by the stereoviewing. The grating film can solve this problem because it shifts 
both left and right images to the same position. Moreover this grating film can 
give us glasses-free 3D viewing because of its view control effect. As the result, 
the each eye can perceive separated stereoscopic images for left and right eyes 
without special glasses such as polarized glasses. 

Keywords: optical film sheet, grating film, viewing angle control, stereoscopic 
3D imaging, display. 

1   Introduction 

Conventional 3D movie systems with the special glasses such as polarized glasses 
provide us touchable spatial images. However, these 3D imaging systems are very 
expensive and large scale equipment. Our research group would like to realize the 
simple 3D imaging system to construct an interactive spatial imaging environment. The 
authors have researched the 3D displays and applications. We have ever proposed 3D 
displays using the slit as a parallax barrier, the lenticular screen and the holographic 
optical elements(HOEs) for displaying active image. This paper describes the 3D 
display using an optical film, which is sold at D.I.Y. stores, for easy 3D image viewing. 

2   Superimpose Stereoscopic Images 

To overlap left and right images, the authors use an optical film. This optical sheet is 
a flexible film with prisms designed to transport and diffuse the light. This sheet has 
interesting characteristics as follows; the prismatic phenomenon is observed and the 
doubling can be visible through the sheet like the Calcite. This doubling phenomenon 
occurs because the prism sheet diffracts two beams. These beams are called as the 
first order diffracted beam and the second order diffracted beam. Fig. 1 shows the 
doubling phenomenon. This interesting thing reminds us of method to superimpose 
left and right stereoscopic images. A grating diffracts or scatters a light beam with a 
designed angle. Using the doubling phenomenon, the authors shift the images for 
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superimposing stereoscopic images by adjusting the interval between an optical sheet 
and image plane as shown in fig. 2. The optical grating film shifts both left and right 
images to the same position. The observer watches overlapped stereoscopic images 
for left and right eyes. This optical grating film is thin and works as a prism. The 
optical film appropriately locates apart from the display panel so that stereoscopic left 
and right images are overlapped. As shown in fig. 2(b), the left and right images are 
overlapped on the same plane. If these overlapped images can be separated into 
appropriate eyes, you can perceive the left image only by a left eye and the right 
image by a right eye. 
 

 
 

(a) side-by-side image 
 

(b) view thru grating film 

Fig. 1. Doubling phenomenon Fig. 2. Superimposing left and right images 

3   View Control Effect of Grating Film 

The authors firstly used the “SOLFTM” optical film for overlapping left and right 
image as shown in fig. 2. But you need to wear polarized glasses for separating stereo 
image. To deliver left and right images into appropriate eyes though you wear no 
glasses, we use a new grating film with view control effect. The author unexpectedly 
found this sheet in D.I.Y. materials floor at Sannomiya Store of Tokyu Hands. This 
product name is unknown. We regard this sheet as a cheaper copy product of the 
SOLF sheet. However this sheet has a useful characteristic. Using this film, you can 
see through the film from the left, but not from the right as shown in fig 3. One of the 
miraculous features is that it can be either transparent or grating sheet, so that it looks 
either like transparent glass or prism, depending on the angle of sight. 

It is useful characteristics for 3D viewing that you can control what can and what 
cannot be seen depending on which side the viewer is on, or what angle the viewer is 
looking from. Using the miracle of this visibility control as shown in fig 3, it enables 
us to perceive left images by the only left eye and right images by the only right eye.  
As shown in fig 4, the view control film passes the light within a designed angle. 
Let’s design the optical layout assuming that 9-inch display panel is used. The width 
of the 9-inch panel is approximately 200mm. As shown in the fig. 4, the ray of a left 
image is emitted with an angle α to vertical and it reaches into the left eye after the 
ray is diffracted by an optical grating film.  Meanwhile the grating film doesn’t 
diffract the ray with an angle β, which passes into the right eye. Therefore the left 
image is observed by the only left eye because the ray with an angle β to vertical is 
blocked by the optical film. The rays of a right image are the same as the left image. 
Using this grating film, the observer can perceive the left image only by a left eye and 
the right image by a right eye with no glasses because the film with view control 
effect restricts the direction of scattering light after the grating film overlays left and 
right images at the same position. Therefore, the observers, who wear no glasses, can 
view the 3D images by the binocular viewing. 
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We have developed the prototype glasses-free stereoscopic 3D display using two 
commercial LCD panels for playing 3D contents by portable DVD players. The size 
of panels is 7.24-inch and its width of viewscreen is 103mm. Assuming the 9-inch 
panel, the interval between the center of viewscreen is 100mm. Both panels are side 
by-side and each LCD displays a left image for the left eye and a right image for the 
right eye. The grating film plate is positioned 92mm apart from the display panels so 
that stereoscopic left and right images are overlapped. The observer perceives an 
overlapped image through the grating film within a viewing window as shown in fig. 
5. In trial display, the observation distance is 400 mm. Because of overlapping images 
by optical film, the observer can see the 3D image at approximately 300 mm apart 
from the viewing window of a display box. Since viewing positions of left and right 
images are restricted, the observers can view the 3D images by the binocular stereo 
viewing without special glasses. 
 

 
(a) optical layout 

 
(b) viewing from left 

 
(c) viewing from right 

Fig. 3. View control effect of grating film 
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Fig. 4. Optical design for 3D viewing             
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Abstract. The authors have researched support system of the reminiscence and 
life review activity. This support system consists of an interactive tabletop 
display and interface system. On the reminiscence and life review activity, a 
therapist puts pictures on the table so as to trigger a talk. However some 
observers may perceive upside down images if they sit down opposite the 
therapist. To overcome this problem, we have developed the display system 
which can be viewed from any direction. In this paper, we propose a 4-views 
tabletop flat display system for cooperative activity on a round table. 

Keywords: all around viewing, group work, viewing angle control film, table-
top display. 

1   Introduction 

The authors have researched multimedia system and support system for nursing 
studies on and practices of reminiscence therapy and life review therapy. The concept 
of the life review is presented by Butler in 1963. The process of thinking back on 
one's life and communicating about one's life to another person is called life review. 
A therapist must keep a record of sessions for inspection of methods and ways of 
valuation on reminiscence and life review therapy, but it is trouble for the therapist to 
record. The aim of research is to develop the support system which can automatically 
give an optimum topic and write down a session report about the activity. This life 
review is often assisted by aids such as videos, pictures, objects, archives and life 
story books, as shown in fig. 1, in order to make an opportunity of talking. We want 
to develop an omni-directional display system for cooperative activity on a round 
table to enable all-around viewing and unification of media contents by an electronic 
form. 

2   Motivations 

This paper describes an omni-directional display system that can be viewed from any 
direction (i.e., the display has four viewing zones so as to perceive a screen view of 
the display at all directions around a table). The authors have ever researched 
information display systems involving 3D imaging. However, a conventional monitor 
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display is viewed from one direction, that is, the display has narrow viewing angle 
and observers cannot view the screen from the opposite side. Hence we developed a 
4-views display system for collaborative tasks cooperated by four users. This 4-views 
display can provide different images to four users surrounding the system utilizing an 
optical grating film for generating a virtual screen and floating above the top level of 
an actual display panel. The floating virtual screens of this display are generated into 
a square pyramid in front of observers’ eyes. But this system displays different 
images in the pyramid and the display screen is not flat. Then this paper describes a 
flat type display system for the all-around viewing, which enables to put something 
on the table. 
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Fig. 1. Cooperative work of life review activity Fig. 2. Optical layout of display 

3   4-Views Tabletop Flat Display 

The authors firstly used the “SOLFTM” optical grating sheet for shifting and floating 
image planes above the top level of an actual display panel. This display system is the 
shape where the outer surfaces are triangular and converge at a point. We would like 
to shape a new display like a conventional table. To enable all-around viewing from 
four directions, it is necessary to generate a virtual screen. So this viewscreen is 
floating above an actual display panel and sinking below the level of the table as 
shown in fig. 2. To simplify an optical layout, the authors utilize a special grating 
sheet for locating pseudo images at different places from original positions. The 
author unexpectedly found this special sheet at the Sannomiya store of Tokyu Hands. 
As shown in fig. 3, this grating sheet provides a diffracted image which is arranged 
left or right from original position. The grating sheet diffracts or scatters a light beam 
with a designed angle. This interesting phenomenon reminds us of method to shift 
image positions by a simple optical layout. This product name is unknown. We regard 
this sheet as a cheeper copy product of the SOLF sheet. However this sheet has a 
useful characteristic. Using this film, you can observe shifted image of the left card 
from the left, but not from the right as shown in fig 3. The right card is also 
observable as the same. Thus this new grating film has an effect of the viewing angle 
control in addition unlike an original SOLF sheet. 

As shown in fig. 2, our developed omni directional display system consists of four 
LCD panels and two optical grating films for shifting original images into the center 
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and separating virtual images into an appropriate eye. As above mentioned, one 
grating sheet can shift left and right images into the center and deliver each image to 
an observer. To generate four virtual screens, we piled up two grating sheets. The 
important point is that each sheet is inclined at 45 degrees to an edge of the table 
because both sheets shift the images into any direction independently. As shown in 
fig. 4, the combination of two optical sheets generates four directional image shifts. 
Each grating sheet shifts an actual image into any direction at 45 degrees to 
horizontal. Both image shifts makes vertical shift as the result. Other image shifts are 
also generated just the same. Fig 5 shows the appearance of our developed prototype 
display. Four display panels are arrayed crosswise in order to produce four virtual 
image screens into the center. A grating film appropriately locates apart from the 
panels so as to shift images into the center for delivering an appropriate image into 
each observer by adjusting the interval between the optical sheet and the display 
panels. The lights of an LCD pass through the films or are blocked by the films 
whether eyes are corresponding to each image or not. An observer can perceive 
delivered image without wearing special glasses. 
 

(a) view from left (b) view from right 
 

Fig. 3. Image shift by grating sheet 
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Fig. 4. Effect of image shift to four directions 

 

Fig. 5. Appearance of display (KNB-20) 
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We have developed the prototype display system using four commercial LCD 
panels. These displays have a 7.24 inch LCD panel and its size is 160mm(W) x 
90mm(H). The video input supports NTSC. The panels are fixed on edges of a 
220mm square. The size of a viewing window on surfaces of the table is 150mm 
square. This viewing window is with two grating sheets. The distance between these 
LCD panels and the viewing window is approximately 220mm so as to shift all 
images into the center. Since the grating sheet not only shifts an image but also 
controls a viewing angle, an observer perceives an only virtual screen right in front of 
his/her face. Observers can watch the screen of a display from any direction because 
this system has four screens with four viewing directions. 
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Abstract. The human vision system has visual functions for viewing 3D images 
with a correct depth. These functions are called accommodation, vergence and 
binocular stereopsis. Most 3D display system utilizes binocular stereopsis. We 
have developed a monocular 3D vision system with accommodation 
mechanism, which is useful function for perceiving depth. This vision unit 
needs an image shift optics for generating monocular parallax images. But 
conventional image shift mechanism is heavy because of its linear actuator. To 
improve this problem, we developed a light-weight 3D vision unit for 
presenting monocular stereoscopic images using a polypyrrole linear actuator. 

Keywords: head mounted display, monocular stereoscopic display, real-time 
stereogram, 3-D display. 

1   Introduction 

A study of virtual-reality system has been popular and its technology has been applied 
to medical engineering, educational engineering, a CAD/CAM system and so on. The 
3D imaging display system has two types in the presentation method; one is a 3D 
display system using a special glasses and the other is the monitor system requiring 
no special glasses. A display system with no special glasses is useful for a 3D TV 
monitor, but this system has demerit such that the size of a monitor restricts the visual 
field for displaying images. The 3D display system using special glasses can display 
virtual images over a wide area. The human vision system has visual functions for 
viewing 3D images with a correct depth. These functions are called accommodation, 
vergence and binocular stereopsis. Accommodation is a useful function for perceiving 
a depth by the monocular vision system. Binocular stereopsis is one of the most 
important processes for the human 3D perception. Then most 3D display system 
utilizes this binocular stereopsis. The binocular vision mostly utilizes next two 
functions. One is simultaneous perception, which is an ability to perceive 
dichoptically presented images simultaneously and in the correct position. The other 
is binocular fusion, which is an ability to perceive two dichoptic images in left and 
right eyes as one image. Meanwhile accommodation enables us to perceive a depth by 
the monocular vision system. And humans have the function called the simultaneous 
perception. Using this function, humans perceive dichoptically presented images 
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simultaneously and in the correct position. So the authors have developed a 
monocular 3D vision system which enables us to provide correct and natural 3D 
images with a depth perceiving by the accommodation. 

 

measure of focus

Generating near-focused image Generating far-focused image

Changing focused image 
by accommodation

Far in focusNear in focus

near in focus detected far in focus detected

(a) (b)

Display

★

★★

★

★★

Display

P P

PR PL PR1 PR2

 

Fig. 1. Flow of generating focused image Fig. 2. The principle of a stereogram 

2   Monocular 3D Display 

To realize natural 3D viewing, we have developed the monocular vision system, 
which can directly project stereoscopic image on a retina, and a 3D image generation 
system, which can make 3D computer graphics in accordance with accommodation. 
Assume that an actual object is in the real world. When you perceive this object, a 
part of the projected image on a retina might be a blur by the lens of an eye. It is a 
physiological response called as accommodation. In case of virtual 3D image 
viewing as shown in fig. 1, you can watch a correct 3D image as the actual object is 
in there if the projected retina image has appropriate blur in compliance with focus 
adjustment of your eye. Then you might perceive virtual images with same 
accommodation as you watch real objects. Thus a monocular 3D vision system can 
provide correct 3D viewing with accommodation, vergence and binocular stereopsis 
and without a tired feeling at long time watching when the retina image is directly 
projected and external stimulation induces the focus adjustment by changing the 
thickness of an eye lens. 
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Fig. 2 shows the principle of a reconstruction of the 3D image by the stereo-
viewing. Fig. 2 (a) shows the optical configuration of a conventional stereogram. To 
display a point object P, observers turn on a point PL for the left eye and a point PR 
for the right eye as shown in this figure. The observer perceives that a point object 
exists on a spatial position P due to the binocular parallax. Fig. 2 (b) shows the 
optical configuration of a monocular multi-view stereogram. To display a point 
object P, observers turn on points PR1 and PR2 for the right eye as shown in this 
figure. At the monocular multi-viewing, the observer adjusts the focal length of an 
eye to match with the spatial position P, then projected images of pixels PR1 and PR2 
are focused to the same position on the retina. So the observer naturally perceives 
that a point object exists on a spatial position P due to the monocular parallax. Fig. 3 
shows the principle of the 3D vision system using monocular stereoscopy. This 
display system consists of an LCD panel, an acrylic plate and an optical lens. The 
observers perceive parallax images at the just point, which the optical lens converges 
the light on. To perceive multiple parallax images with just one eye, the image 
shifting optics consists of a parallel plane acrylic plate, whose inclination causes the 
image to shift as shown in fig. 3. An LCD panel is used as the displaying plane of 
parallax images. The signal controller sends an image signal to the LCD panel to the 
tune of a control signal. Then the displaying plane of parallax images creates 
monocular multi-viewing images. 

3   Improvement of Image Shift Optics 

As shown in fig. 4, the image shift Δx is generated by an inclined acrylic plate. To 
incline the plate, former vision unit used a motor. Therefore its weight is heavy so 
that observers wear it as glasses. To improve this problem, the authors developed 
new image shift mechanism for monocular 3D vision. This image shifting optics 
consists of an acrylic plate and a polypyrrole linear actuator as shown in fig. 4. Fig. 5 
shows the structure of the polypyrrole actuator. This plastic film actuator is made of 
the polypyrrole. The thin layer of polypyrrole is attached on an acetate film as a 
support film. The polypyrrole can expand when it absorbs moisture in the air. When 
it discharges moisture, it can contract. Meanwhile the polypyrrole can also contract 
when the voltage is applied to it. The principle lies in the desorption of water vapor 
caused by Joule heating, where the electric field controls the sorption and the film 
absorbs and desorbs moisture reversibly in response to the applied voltage. The 
plastic film actuator is bent because the polypyrrole layer contacts but the acetate 
film cannot contract as shown in fig. 6. The polypyrrole film containing perchlorate 
is electrochemically synthesized by the anodic oxidation of pyrrole. The plastic film 
actuator can incline the acrylic plate when this film actuator is bent (or contracts) by 
controlling the applied voltage as shown in fig. 4. The film actuator is thin and light. 
So the authors could develop the light-weight monocular display unit for 3D viewing 
with a correct and natural depth using this polypyrrole actuator. 
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Abstract. Robots usually have multiple components, such as motors, sensors, 
microcontrollers and embedded computers. A robot programming to control 
motors and measure the output of sensors is complicated. Therefore it is 
troublesome for beginners to write the program of a robot control. To solve this 
problem, this paper describes a card programming for controlling a robot. 

Keywords: card programming, mobile robot control, structured programming. 

1   Introduction 

The authors have developed the mobile robot which can be programmed by command 
and instruction cards. All you have to do is to arrange cards on a table and to shot the 
programming stage by a camera. Our card programming system recognizes 
instruction cards and translates icon commands into the motor driver program. This 
card programming environment also provides low-level structure programming. 

2   Instruction Sets for Robot Programming 

Fig. 1 shows basic instruction sets to control a mobile robot. The mobile robot has 
wheels to move itself. ‘Go’, ‘Back’, ‘Left’ and ‘Right’ commands enables to transfer 
the robot anywhere you like. The wheels are rotated by motors. In order to move the 
robot, a motor driver needs to control the motors. Fig.2 shows the programming 
language for our developed motor driver and input/output controller. You must 
actually indicate which motor to work and how much it to rotate. However it is 
difficult for beginners to program and troublesome for all users to indicate in detail. 
So these basic commands are automatically translated into the program for the motor 
driver in our system. Moreover the authors developed the card programming 
environment using command and instruction marker which enables beginners or kids 
to enjoy lightheartedly the mobile robot operation. Fig. 3 shows examples of 
command and instruction cards. 

Our developed motor driver can control six servo motors and have eight digital 
input/output ports. The motor driver has the PIC(Peripheral Interface Controller) 
microcomputer manufactured by Microchip Technology Inc. as a command service 
module and connects with a Windows PC through the RS-232C serial communication 
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line. In our driver, the PIC microcomputer receives 26 kinds of instructions from the 
PC. One capital alphabet letter and an additional data constitute this instruction form 
as shown in Fig. 2. In order to control the mobile robot, the motor driver operates 
motors and turns a light on or off by the instruction, which is directly inputted or 
translated on the card programming environment. 

Fig. 4 shows a situation of the card programming for our mobile robot control. As 
shown in Fig. 4, a camera shots the programming stage where you arrange the 
instruction cards on. On our card programming environment, you can instruct eight 
commands on the table at the same time. Moreover this card programming system 
supports a ‘for loop’ statement and a subroutine statement as the universal 
programming language. The ‘for loop’ allows command to be repeatedly executed. 
The subroutine also involves some commands to build a portion of instruction within 
a larger program. Then ‘for loop’ and subroutine have a series of instructions, and 
these statements behave in much the same way as a program that is used as one step 
in a larger program or another subprogram. The authors introduced and demonstrated 
the feasibility of a new concept in packaging. The packaging is to unify some 
instruction cards into one card as shown in Fig. 1. Thus packaging process can 
memorize and give a new function to a blank card which involves a series of 
commands and executes instructions step by step. Then to put a newly generated 
instruction card on the table means to call and execute the subroutine. The 
combination of the loop command and packaged instructions card realizes the loop 
function which executes same commands many times defined by a loop counter. 
 

           
GO     LIGHT ON   TURN LEFT   BACK          New subroutine

Packaging

 

Fig. 1. Example of instructions and generating subroutine  

 

GO Move forward 
BACK Move behind 
LEFT Turn left 
RIGHT Turn light 
LIGHT Turn LED light on/off 
LOOP Execute instructions repeatedly 
MEMORY Package instructions 

(Generate subroutine) 
CALL Execute packaged instructions 

(Call subroutine) 
 

3   Easy Programming Using Command Cards 

To realize the card programming, our developed easy robot programming system 
needs to recognize markers in the real world and discriminate command and 
 

10  U:01 70 #call subroutine 
20  H:1 #Port H=high 
30  W:100 #wait 
40  H:0 #Port H=low 
50  U:20 70 #loop 20 times 
60  U:99 #program end 
70  A:220 #Servo A=220 
80  B:90 #Servo B=90 
90  U:00 #return 

Fig. 2. Example text programming 
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Fig. 3. Example of command and instruction cards 

 

Fig. 4. Result of card recognition              Fig. 5. Appearance of mobile robot 

 
instruction from drawn patterns on the markers.  As shown in Fig. 3, the marker card 
consists of a black square frame filled with some kind of a pattern. We shoot makers 
and take picture of it. The computer vision system firstly finds the black square 
flames from video streams and then recognizes patterns within the interesting regions. 
On our developed system, the authors make use of a mixed reality software in order to 
recognize a kind of the marker and measure its position. This software library is 
called ARToolkit. ARToolkit involves a video capture, a 3D graphics generator, a 
spatial measuring and an overlay imaging for the creation of augmented reality 
applications. Fig. 4 shows the result of card recognition. In Fig.4, the application 
window area consists of three regions; the upper screen shot shows the recognition 
result, the lower left shot is an original video stream and the lower right shows 
recognized instructions. The card programming stage has eight slots and the center is 
an origin marker for measuring card positions. A user puts the instruction cards onto 
these slots by turns of execution. At the example shown in Fig. 4, the slot number 2, 6 
and 8 are vacant. The robot programming system finds the all instruction markers and 
overlays cubes on the markers as flags in case that the recognition process is correctly 
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finished. As shown in lower right of Fig. 4, the six instructions are loaded excluding 
vacant slots. Fig. 5 shows the appearance of our mobile robot. You can control this 
robot to move anywhere you like and turn head lights on or off using the command 
and instruction cards. 
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Abstract. A mobile robot is an automatic machine that is capable of movement 
in a given environment. Many techniques of automatic control are proposed. A 
line tracer is one of the most popular robots. The line tracer goes along a white 
line on the floor. The authors developed a mobile robot which moves to 
indicated point automatically. All you have to do is to indicate a goal point. In 
this paper, we propose an automatic mobile robot system controlled by a marker 
and remote indication using the augmented reality technology. 

Keywords: mobile robot, automatic control, marker and remote indication. 

1   Introduction 

Our developed mobile robot can move itself to indicated goal point by an operator. A 
trial robot system provides us two indication methods. One is how to indicate as the 
operator put a marker as a goal point on the floor. The other is a remote control 
through closed-circuit television like the operator indicates the goal point on a video 
monitor. The mobile robot decides a route to the goal according to a behavior decision 
algorithm. The automatic mobile robot moves itself so as to shorten a distance from 
current residence to goal in consideration of a direction to the goal. 

2   Target Indication by Goal Marker 

Fig. 1 shows a scene of automatic mobile robot operation. The authors have developed 
a mobile robot system using a commercial radio control car and an additional 
controller. This robot is made utilizing a frame of the radio control car and attached 
with a marker in order to measure its position on the floor. The radio controller is also 
reconstructed so as to operate a motion from Windows PC. The operator indicates a 
goal using the marker as shown in Fig. 1. To control the mobile robot automatically, a 
camera fixed on the ceiling shots the markers which are robot and goal positions. The 
direction and distance from current residence to goal are calculated after the operation 
system recognizes markers and measures spatial positions. To get relation between 
markers, we used the software library which is called ARToolkit. ARToolkit involves 
a video capture, a 3D graphics generator, a spatial measuring and an overlay imaging 



 Automatic Mobile Robot Control and Indication Method 465 

for the creation of augmented reality applications. ARToolkit calculates three 
coordinate axes from a captured camera scene. The video tracking libraries calculate 
the real camera position and orientation relative to physical markers in real time as 
shown in Fig. 2. 

Suppose that two 2D markers are laid on the floor. One is the marker which 
indicates a goal position. The rest shows the position of the mobile robot. The 
tracking library calculates each three coordinate axes on the two markers. Since our 
system program can detect a difference between two coordinate systems, we can 
know the direction and distance from current residence to goal. In Fig. 2, let (Xc, Yc, 
Zc) be three space coordinate of a camera and parameter Zc shows the depth. 
Moreover, let (Xm, Ym, Zm) be three space coordinate of a marker and parameter Zm 
shows the height. Assume that the transposed matrix [Xc Yc Zc 1]T means the camera 
coordinate and [Xm Ym Zm 1]T means the marker coordinate. Then the coordinate 
transformation between three space coordinates of a camera and a marker is given as 
follows by using a coordinate transformation matrix Tcm; 

[Xc Yc Zc 1]T = Tcm [Xm Ym Zm 1]T.                                         (1) 

Fig. 2 shows a transformation process between three space coordinates of markers on 
the same plane. Equation (1) shows the coordinate transformation between three 
space coordinate of a camera and three space coordinate of a marker. As shown in 
Fig. 2, the marker A and maker B are shot by the same camera. Assume that [XAm YAm 
ZAm 1]T means the coordinate of marker A and [XBm YBm ZBm 1]T means the coordinate 
of marker B. From equation (1), the coordinate transformation matrixes TAcm and 
TBcm are given as follows; 

[Xc Yc Zc 1]T = TAcm [XAm YAm ZAm 1]T,  [Xc Yc Zc 1]T = TBcm [XBm YBm ZBm 1]T. 
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Fig. 1. Scene of mobile robot operation Fig. 2. 3D measuring for marker tracking 

 
The coordinate transformation matrix Tcm shows the relation between three space 

coordinate of a camera and three space coordinate of a marker. When the coordinate 
transformation matrixes TAcm and TBcm are determined, the camera is at the same 
position. Therefore the relation of the positions between the coordinate of marker A 
[XBm YBm ZBm 1]T and the coordinate of marker B [XBm YBm ZBm 1]T is given as follows; 

[XAm YAm ZAm 1]T = TAcm
-1 TBcm [XBm YBm ZBm 1]T, 

[XBm YBm ZBm 1]T = TBcm
-1 TAcm [XAm YAm ZAm 1]T. 

Goal Marker 

Mobile Robot 
Attached with Marker 
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After a decision of the direction and distance to the goal, the automatic mobile 
robot judges a next action itself according to an algorithm of the motion behavior 
decision. Fig. 3 shows the behavior decision algorithm.  Suppose a line whose 
direction vector is the same to a direction of movement. Firstly the mobile robot 
judges whether a goal marker is in the left or right. Assume that the answer is the 
right. Next judgment is whether the goal exists in front or behind. This decision is to 
choice that the mobile robot goes straight or it makes a U-turn refers to performing a 
180 degree rotation to reverse the direction of movement. If the goal exists in the 
same direction of movement, the robot goes straight or makes a U-turn in order to 
change a heading direction. In case that the goal does not lie on the line, the mobile 
robot moves to right in front or to left at back in order that it turns toward the goal. 
After slight movement the robot again judges whether a goal marker is in the left or 
right. To perform a series of slight movement reaches the goal. This robot can also 
take an action in the same way even if the goal marker exists in the left side. 

3   Remote Control by Closed-Circuit Television 

Fig. 4 shows the illustration of capturing the marker on the floor using a pin-hole 
camera. The marker in the real world and its perspective image on the plane of a film 
are indicated in this figure. This marker is utilized in order to define a plane of the 
floor. In Fig. 4, let (X, Y, Z) be three space coordinate and parameter Z shows the 
depth. The SX-SY coordinate system shows the image plane of a camera. Assume three 
points and a normal vector. Points (px, py, pz) and (tx, ty, tz) are target points which are 
indicated on the video screen and in real world respectively. (mx, my, mz) is a center 
point of the square marker. (nx, ny, nz) is a normal vector of the floor plane and it is 
also z axis of the marker coordinate. If the focal length of a camera is f , pz = f. When 
you indicate point (px, py, pz) on the view screen as a target point on the floor, points 
(px, py, pz) and (tx, ty, tz) lie on the same line. This line equation is 

[tx, ty, tz]
T = t [px, py, pz]

T  (t is variable).                                       (2) 

Meanwhile the equation of the floor plane is given as follows; 

nx(X – mx)+ ny(Y – my)+ nz(Z – mz) = 0.                                      (3) 
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Fig. 3. Behavior decision algorithm Fig. 4. Measurement of the 3D position 
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From the equations (2) and (3), we get an intersection (tx, ty, tz) of the line and plane; 

nx(t px – mx)+ ny(t py – my)+ nz(t pz – mz) = 0. 

Then we can get the parameter t as follows and the indicated point on the real floor; 

t = (nxmx + nymy + nzmz) / (nxpx + nypy + nzpz). 

Using this parameter t, the mobile robot decides the goal point. After this calculation, 
the robot can move itself in the same way as the marker indication. 
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Abstract. The authors have been developing the mobile robots which can 
cooperation between robots. The robots should communicate with each other in 
order to cooperate together. Therefore, the inter communication between robots 
is very important problem to be solved. These robots generally utilize wireless 
transmission system. The transmission sets send and receive on the same 
frequency or channel to establish the radio communication. This is called 
working simplex. The robots cannot start communication if both sets use 
different frequency channels. It is important to perform an initial configuration 
for establishing the radio signal transmission at a first contact among strange 
mobile robots. To solve this problem, this paper describes an information 
transmission system using an invisible code on displays which show an 
expression of robot's eyes. 

Keywords: 2D code, polarized invisible code, polarized light control, LCD 
display. 

1   Introduction 

“The eyes are eloquent as the tongue.” This proverb means that one can say more 
with a look than with ten thousand words. In many cases, we perceive one's true 
intention from his or her facial expressions and gestures. This is a nonverbal 
communication. The nonverbal communications are usually understood as the process 
of communication through sending and receiving wordless messages. The eye contact 
is a basic and expected form of nonverbal communication as the famous quote by: 
“the eyes are the window of the heart, and the heart is the house for the soul.” This 
eye contact is a meeting of the eyes between two individuals. The authors hit upon an 
idea that fundamental transmission can make the best use of the eye communication. 
In this paper, the authors propose a communication method using an invisible code 
which is drawn on the eyes of the robot. We have developed the special graphics 
display for showing expression of robot's eyes and confirmed that our proposed 
technique enables the mobile robots to transmit and receive information data in order 
to establish a cooperation environment among robots. 

A printing company has developed a new technology which makes a publication 
embedded with invisible codes, which is made by infrared reflective pigment, or 
small 2D codes, which is made by conventional offset printing using an infrared 
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printing ink. The code symbol like a QR code consists of numerous intelligent small 
dots that can be read by a pen device. This pattern indicates the exact positions of the 
pen. When touching the pattern on the paper is automatically taken. Every snapshot 
contains enough data to determine the exact position of the pen device. Using this 
position data, the interactive computer system provides us with services such as a 
voice reading or a touch-panel-like operation on the paper. But this technology is 
realized only on the paper material. The authors would like to realize communication 
using an invisible code on an electrical display. 

2   2D Code Contains Information Data 

QR Code is a kind of 2D symbology developed by Denso Wave in 1994. QR Code 
(2D Code) contains information in both the vertical and horizontal directions, whereas 
a bar code contains data in one direction only. QR Code is capable of 360 degrees, 
high speed reading. QR Code accomplishes this task through position detection 
patterns located at the three corners of the symbol. This ability allows the use of 2-
dimensional codes in a wide range of applications. QR codes onto labels are widely 
used in the fields of distribution and logistics.  Moreover, QR Code is available for 
camera phones which enable new services based on QR-code (2D-barcode) input. The 
QR Code can store much information. The authors utilize this QR Code in order to 
establish the communication among the mobile robots. 
 

 
(a) view of normal camera 

 
(b) thru horizontal polarizer 

 
(c) thru vertical polarizer 

Fig. 1. Invisible display unit 

3   Invisible Code Display 

The printing technology using a special pigment enables us to provide a publication 
embedded with invisible codes. This technique is useful for developing an interaction 
system. We want to make good use of invisible codes at an electric display as well as 
a paper. 

To display visual information and to embed invisible additional information, the 
display panel needs to hide code symbols so as not to interfere with screen viewing as 
shown Fig. 1. So we utilize a polarized symbol image to overlap additional 
information on the visual screen. The polarized light wave has a useful characteristic 
to generate hidden images. You know you cannot perceive digits of a calculator if a 
polarizer is removed from an LCD, i.e., it is impossible for human’s eyes to 
distinguish characteristics of polarization. In robot's eye expression display system 
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Fig. 2. Principle of generating invisible code Fig. 3. Principle of hidden code detection 

  

(a) expression of eye (b) additional information contained in QR code 

Fig. 4. Robot eye display 
 
using LCD panels, we utilize characteristics of polarization. As shown in Fig. 2, our 
proposed display system consists of a conventional LCD panel, an additional liquid 
crystal (LC) layer and some optical elements. LC layers can rotate the direction of the 
polarization axis according to the applied voltage. The LC layer sandwiched between 
both polarizers displays visual information. This structure functions as an LCD panel. 
Then this LCD panel emits the polarized light due to the existence of a surface 
polarizer (it is called an analyzer). Moreover, the overlaid additional LC layer 
changes the direction of polarization from LCD outputs. This LC layer generates 
invisible symbol patterns. The final LC layer outputs horizontal or vertical linear 
polarized light waves. This difference of orientation makes a binary symbol image. 
As humans cannot perceive differences of polarization, they directly watch only 
visual images on the viewscreen without perceiving symbol patterns. At the detection, 
the polarized symbol pattern images are observable through the polarizer because the 
polarizer blocks the wave or not according to the orientation. This enables a camera to 
detect the invisible code on the display panel. Humans and cameras can perceive the 
hidden pattern through these optical elements. So the display panels show visual 
images and invisible symbols simultaneously. Human’s eyes can get only visual 
information and a code reader finds an only binary symbol pattern. Fig. 3 clearly 
shows the basic concept of an invisible code display. The additional LC layer turns 
the linear polarization from LCD outputs. We can perceive the difference of 
polarization using a polarizer. Assume that the polarizer rotates 90 degrees. Then the 
direction of polarizer converts vertical into horizontal or vice versa. This means that a 
detector gets an inverse image which is white and black reversed. Using this invisible 
code, the display system provides humans with visual information like expressions of  
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robot's eyes and additional information in order to perform an initial configuration for 
establishing the radio signal transmission at a first contact among strange mobile 
robots. Fig. 4 shows the appearance of the display panel for robot’s eyes. Fig. 4 (a) 
shows the observed image by a natural human’s eye. Fig. 4 (b) shows the detected 
image through the polarizer. 
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Abstract. In this article, we define interactive storytelling as a gaming 
experience where the form and content of the game is customized in real time 
and tailored to the preferences and needs of the player to maximixe enjoyment. 
The primary focus of interactive storytelling should not be on the attributes of 
the technology or characteristics of the medium, such as the AI techniques, 
planning formalisms, story representations, etc. but on different interaction 
levels provided by computer games and basic components of player enjoyment 
such as difficulty levels and gaming rewards. In conducting an analysis of 
interactive storytelling systems, we propose a user-centered approach to 
interactive storytelling by defining different customization levels for an 
optimum gaming experience.  

Keywords: Computer games, interactivity, interactive storytelling, gaming 
experience, user-centered design. 

1   Interactive Storytelling: Beyond Story Structures  

Interactive storytelling is a gaming experience where the form and content of the 
game is modified in real time and tailored to the preferences and needs of the player 
to provide a sense of control over the mutual discourse of play. After all, the 
fundamental goal of interactivity is to allow the user different choices to be able to 
receive a highly personalized end result [1]. From our point of view, player modelling 
or profiling is the first step in dynamic reconfiguration of the virtual world to provide 
personalized gaming experiences. And the second step is in the player-centered 
approach to interactive storytelling is to decide on the parameters to be adapted or 
reconfigured beyond story plots and artificial intelligence capabilities of virtual 
agents. The term reconfiguration is transforming the "push button" interactivity into 
the productive process of gameplay where the user makes significant interventions 
into a game world to produce dynamic effects throughout the system [2]. Given below 
is the figure showing possible customization levels for computer games and our 
proposed customization levels for interactive storytelling systems.    
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Fig. 1. Proposed customization levels for interactive storytelling systems 

Customization of the gaming experience requires constant monitoring of the player 
actions within the virtual world. In this regard, Marsh et al. [3] proposed an approach 
to continuously and unobtrusively gather data about player interactions and a method 
to analyze and identify player behaviour, patterns and experience [4,5,6]. Player 
actions shall give an idea about his/her preferences or needs, but it should not be 
forgotten that the restrictions imposed by the game mechanics significantly reduce the 
number of player needs satisfied by a game. We claim that gaming experience should 
be customized for different interaction levels discussed in this study. Beyond story 
structures, the system should be capable of making real-time modifications on the 
virtual world (physical appearance, geography, regional history, life and society) and 
the virtual characters, as well as the player’s avatar (physical appearance, personality, 



474 B. Bostan and T. Marsh 

relations with other characters, traits, motives). Two other customization levels for 
interactive storytelling systems are the rewards given (experience points, items, spells, 
titles, guild ranks) and the difficulty levels provided. Having defined these five 
customization levels (story structures, virtual world, virtual agents, rewards, 
difficulty), it is important to note that most of the commercial games focus on 
customizing story structures by player alignment (evil-neutral-good) and most of the 
research projects focus on customizing story structures by play styles. We claim that 
gaming experience should be customized on all these levels according to the 
preferences and needs of the player.  

Although the majority of the interactive storytelling systems focus on the 
capabilities of the drama manager or the story planning processes, we believe that the 
“interactive” part of interactive storytelling is the user modelling or the player profiling 
that handles player interactions and defines how the experience should be customized 
for the player. Based on play styles, character classes or player types, the drama 
managers usually customize the story plots or NPC goals. But the critical questions are 
“what” to customize, “how” to customize and “why” to customize. Are story plots or 
character interrelations the only elements to be customized to provide an interactive 
gaming experience? This article already defined five different customization levels 
(story structures, virtual world, virtual agents, rewards, difficulty) for optimizing the 
gaming experience. And why is there a need for customization? In this regard, it 
should not be forgotten that motivation to reach a goal is influenced by both personal 
factors (needs, motivations, and goals) and situational factors (opportunities and 
possible incentives provided by the environment). Thus, we believe that gameplaying 
experience should be customized for maximizing player enjoyment or providing an 
optimum gaming experience which requires an understanding of player’s psychology, 
especially his/her needs, motivations, and goals.    

Are the play styles or player types in the literature the only way to portray player 
preferences?  Although there have been attempts to define the basic motivations 
behind game playing, different approaches to motivational aspects of player behavior, 
when applied to computer games with different structures and content, represent 
different facets of player psychology and define several variables that leave much 
scope for subjective interpretation. In this regard, the motivational variables defined 
by the major studies in literature are more likely to shed light on the popular question 
“why do people play computer games,” rather than predicting player behaviour or 
understanding player interactions/choices in a computer game. In order to define 
‘how’ to customize the gaming experience, the motivational framework proposed by 
Bostan [7] should provide better insights since the study is based on psychological 
needs and analyzes these needs in relation to the gaming situations of a computer 
game. In an attempt to take this study one step further and to identify the common 
interaction patterns between these individual needs, Bostan and Kaplancali [8] applied 
the same motivational framework to another computer game and analyzed 
psychological needs by defining the driving game mechanics behind them. The same 
authors also analyzed user-created content (mods) of a popular computer game within 
the same motivational framework in terms of the needs they satisfy [9]. For future 
studies, this motivational framework should provide a convenient way of 
understanding player preferences.  
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Abstract. “Remote Context Monitoring of Actions and Behavior in a Location 
Through the Usage of a 3D Visualization in Real-time” is a software 
application designed to read large amounts of data from a database and use that 
data to recreate the context that events occurred to improve understanding of 
the data. 

Keywords: Multi3D, Visualization, Remote, Monitoring, Panda3D, Real-Time. 

1   Introduction 

This prototype is the result of a long project development made at the Entertainment 
Technology Center where work was done in conjunction with NEC and the 
Universidad de Monterrey. 

The goal of this project is to present huge amounts of data, not parse-able by a 
single person and present it in an interactive 3D recreation of the events that the 
sensors detected using a 3D rendering engine known as Panda3D.   

While there is a lot of work in this field one of the unique angles of this project is 
the type of data is designed to build the recreation from.  This data is from NEC's 
LifeLog system which tracks a wide variety of detailed information on what each 
employee in the monitored space does daily on a second to second basis. 
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Additionally, the data can be viewed from anywhere in the world, not just the 
monitored laboratory.  

 

 

Fig. 1. Initial 3D shaded model for the Southern laboratory 

2   System Architecture 

Our entire system is built on NEC's LifeLog system which is responsible for 
gathering the large amount of data that is needed for the software to operate. See 
Figure 2 below for a view of the ceiling with installed sensors. 

 

Fig. 2. Ceiling of the South Laboratory with installed sensors 

Employee location is detected through the use of IR emitters on employees and 
receivers mounted on the ceiling, though approximately 25% of all location data is 
"8022" which is the code for a person who is not detected by any IR receiver on the 
premises. Ambient sound level data is collected by over 90 microphones installed in 
the ceiling.   

All E-mails send to or from monitored employees are also stored, though 
addressees that are not monitored are stored only as “Company Employee" or 
“Recipient Outside Company". 

Additionally, extensive information is pulled from the computer operations of each 
monitored employee. Statistics such as key presses, mouse clicks and mouse 
movements in the past second.  Further, they track the currently active process 
running on the computer and the most recently accessed file.  Even all of the currently 
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running processes in the background.  Finally they log all of the employee's internet 
access, though this last piece of information can be disabled by the employee.  
Finally, each employee has a wireless button that they carry with them that records 
when it was pressed and if pressed for more than one second, it also reports the 
duration of the press. 

Also, while not related to people, 16 RFID readers are used to track the location of 
resources (e.g. books, laptops) which have RFID tags on them, as they move around 
the office.  It also tracks which employee is using each particular resource. 

The flow of information is quite simple, the LifeLog system polls the sensors for 
their latest information.  It then takes this information, timestamps it and outputs it to 
a simplified YAML[1] format and stores this information on a server. Out program 
then connects to the server and requests the files required to view the time the user 
wishes to view, loads the needed information into memory in python data structures 
and displays the recreated events to the user. 

Due to security restrictions at NEC, the data is only accessible locally or through a 
Virtual Private Network (VPN) connection. However, since the only remote action 
that is being performed with the software is reading data from the server, with less 
strict security measures, the software can function anywhere without the need for any 
special access permissions. 

3   Experimental Results and Conclusion 

While the system does use a large concentration of sensors in a small area and is 
generally very invasive, it does mean there are many promising opportunities for 
future research to improve on both the technology and software. While not ready for 
industry yet, with the inclusion of other research as well further improvement of the 
current software this seems to be a promising technology and may prove to be the 
next big step in combining multiple different information gathering technologies. 
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Abstract. In this paper, we present an underwater exploration game called 
Wave Touch, designed specifically for a category of devices known as, 
interactive tabletops. The game provides users with a fun way to learn about 
important historical artifacts. An emphasis is placed on making Wave Touch 
entertaining to the user, a goal which is satisfied through the use of interactive 
tabletops and realistic water simulation. We also present the techniques we used 
to enable real-time water simulation effects in the game. 

Keywords: tabletop, water simulation, educational entertainment, multi-touch. 

1   Introduction 

As a way of demonstrating the powerful potential of interactive tabletops for the 
entertainment domain, we developed an educational game called Wave Touch. 
Briefly, Wave Touch teaches players about significant historical artifacts pertaining to 
Korean culture. We also incorporated realistic water simulation effects to provide an 
exciting dynamic to the game environment. This captivating visual feedback 
mechanism can also serve to increase user enjoyment while playing Wave Touch. 

Many researchers have dealt with tabletop technologies for entertainment purposes. 
In [1], Kaltenbrunner et al. presented reacTable, a tangible interface on an interactive 
tabletop, for musical performances. Tse et al. demonstrated a multimodal interface 
using a combination of hand gestures and verbal utterances for playing games on 
tabletops [2]. In [3], Gross et al. designed and evaluated a multi-touch tabletop 
interface, which supports cooperative and competitive gaming. 

These days, a few researchers have shown interest in real-time fluid simulation. 
Bridson et al. [4] presents the curl-noise method for procedural fluid flow and 
added interesting fluid motions by using simple vector calculus. Thurey et al. [5] 
presents a new method for enhancing water simulations using overturning waves. 
This method can simulate large bodies of water in real-time. Yuksel et al. [6] 
introduces a novel method for real-time simulation of fluid surface waves. This 
method is very simple, fast, and unconditionally stable. It can simulate large bodies 
of water in real-time. 
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2   Interactive Tabletop 

One of the most crucial elements for interactive tabletops is the touch sensing 
technology, particularly multi-touch, because they usually don’t provide any 
peripheral devices for interaction (e.g. mice, keyboards). Interactions involving touch 
gestures tend to provides for a visceral user experience. Users feel much more 
engaged with the interface and derive more enjoyment out of the experience than with 
other conventional devices. There are a myriad of possible approaches for multi-touch 
detection, the two more well known approaches are capacitive [7] and optical-based 
[8]. We have developed novel optical multi-touch sensor to apply to Wave Touch.  

3   Water Simulation 

The Saint-Venant equations are a generalized version of the N-S equations. These 
equations reduce the problem of a 3D fluid motion to a 2D description with a height-
field representation. The conservative Saint-Venant equations can be written as  
 

 

Where h is the height of the fluid above zero-level, U is the velocity of the fluid in the 
horizontal plane, u and v is each component of the velocity of the fluid U, and g is 
gravity. The Saint-Venant equations are commonly solved using the CPU, but solving 
the Saint-Venant equations on the CPU is very slow and not suitable for real-time 
applications. Therefore, we solve these equations using graphics hardware instead of 
the CPU, which significantly improves simulation performance and allows simulation 
to be performed on high resolution grids in real-time.  

4   Wave Touch Game 

The main goal of Wave Touch is to search and find hidden treasures (Fig. 1a) that are 
scattered throughout the underwater environment. As users navigate throughout the 
environment, these treasures will appear and disappear randomly. When a user finds 
and selects a treasure item, the game will pause momentarily and an information 
panel (Fig. 1b) will appear about that treasure. Each treasure found will award the 
user with a certain number of points. The game ends when all treasures have been 
found, and the player with the most points will win. 
 

         
(a)                        (b)                              (c)                              (d)            

Fig. 1. (a) Treasures (b) Information Panel (c) Multi-touch Interaction (d) Zoom-out gesture 
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Since Wave Touch is played on an interactive tabletop, players play the game by 
directly touching the tabletop interface. Navigation throughout the game environment 
is accomplished by using various single touch and multi touch gestures. The game 
world is presented in 2 dimensions so navigation consists of panning an overhead 
point-of-view or zooming in or out. To shift the point-of-view location, the player 
needs to swipe a finger across the interface. The scene will then move in that 
direction. To zoom in or out of the environment, the player needs to use a multi-touch 
pinch gesture, which entails bringing two contact points apart or together (Fig. 1d), 
respectively. When a player locates a treasure, they should directly touch that treasure 
on the screen in order to capture it. 

5   Conclusion 

We explored interactive tabletop technology and water simulation effects, particularly 
in regard to their contributive effects for entertainment related applications. A Series 
of user evaluation show that interactive tabletops are powerful devices for the 
entertainment domain due to the unique interaction modalities that are possible and 
the social nature of the device. Additionally, realistic water simulation effects provide 
applications with a type of visual feedback that is exciting and captivating, which can 
also improve user enjoyment. 
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Abstract. The purpose of game provides fun and enjoyment to users. Most of 
the game, however, has physical dysfunction with providing fun experience. As 
a solution about this problem, the body movement based game like Nintendo 
Wii was presented. However, it just prevents the physical dysfunction by 
adopting body movement as game input and requires the special controller to 
play a game. In this research, we suggest a new game input style which is 
tapping stomach and shouting. It is not only preventing the dysfunction but also 
promoting health.  

Keywords: Game interface, Interaction style, Active healthcare. 

1   Introduction 

A physical dysfunction has been occurred with the growth of game industry [1]. As a 
physical dysfunction by game, there are Visual Display Terminal (VDT) syndrome, 
Spinal curvature, and Carpal Tunnel syndrome. To solve the problems, the exertion 
game interface like Nintendo Wii or Dance Dance Revolution [DDR] was developed 
[2], but it just prevented the physical dysfunction. We suggest two new game input 
methods for active healthcare beyond just preventing ill health. One is tapping 
stomach with both hands. Some medical research was shown that tapping stomach by 
both hands promotes the secernent of digestive fluid and the circulation of the blood. 
In other words, it promotes a digestive process [3]. The other style is shouting like a 
kendo player. Shouting like a kendo or taekwondo player is effective in reducing 
stress and improving concentration [4]. We suggest a new game interface that detects 
tapping the stomach by applying digital image processing (DIP) technology and 
measures the shouting level by digital signal processing (DSP) technology. We also 
present new athletic game, Health Super Mario, with the suggested interface. 

2   Game Interface and Healthy Super Mario 

The suggested interface consists of one webcam and one normal PC. The webcam 
detects the tapping stomach by both hands and counts the number of times tapping  
the stomach occurs in interval of 500 ms. The green colored ellipses in Figure 1-(a) is 
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the tapping area and intestines are located in Figure 1-(b). The microphone of the 
webcam detects shouting by a player and measures the volume of shouting.  
 

 
(a)                               (b)                                                             (c) 

Fig. 1. (a) An anatomical chart, (b) A digestive system, and (c) The screenshot of Healthy 
Super Mario 

Figure 1-(c) shows that Health Super Mario athletic game played by the suggested 
interface. Mario runs and jumps to avoid Goomba, an enemy character. The running 
speed is proportional to the number of tapping stomach per unit time and Mario jumps 
by shouting. 

3   Conclusion 

Many office workers or youth immediately play an online game or web surfing after 
eating a meal. This behavior has a bad influence on a digestive process. In this study, 
we suggest new input style that uses tapping stomach and shouting as game input. It 
aims to prevent the physical dysfunction and builds up health by changing a game 
style in life. As a result, the suggested input style is an entertainment system for active 
health. 
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Abstract. A new high-speed manipulation model for a group of indi-

vidual bodies (GIB) such as sand and lava is proposed in this paper.

One of the goals of this research is to use it for applications such as

home VR cooking systems for representing eg. a mass of fried rice. In

this model, GIB is represented as a height field. Variation in the height

field represents movement of the GIB. Transformation of GIB in wide

spaces which is beyond adjacent grids is considered. GIB is treated as one

object, which means that calculation is done efficiently on one object.

Transformation of GIB is calculated quickly. Interactivity has a priority

over correct movement of GIB in this model.

Keywords: a group of individual bodies, VR cooking system, home use.

1 Introduction

In recent years, research about interactive manipulation for sand and lava has
been performed [1] [2]. In these researches, transformation of a group of indi-
vidual bodies (GIB) such as lava and sand in a wide spaces which is beyond
adjacent grids needs multiple calculations over a timeframe. For example, in a
sand manipulation model [2], the collapse of the GIB is calculated by searching
adjacent grids on every timeframe. The transformation of the GIB surface is
conducted by sequences of calculations. In this paper, we propose a high-speed
GIB model which only needs a few calculations for a certain point of time. In
this model, we consider transformation of GIB in wide spaces which is beyond
adjacent grids. GIB is treated as one object, which is calculated quickly.

2 Manipulation Model of GIB

Transformation Surface. In this model, GIB is defined as a height field which
is fixed on a container. Transformation of the GIB is calculated from a curved
surface. When the GIB exists in the center of a container, for example (Fig.1-
1), transformation surface (TS) is generated around place where the GIB seem
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to slide down to (Fig.1-2 the black part), and the volume is added to the GIB
(Fig.1-3). Then the GIB volume is corrected (Fig.1-4), and as a result the GIB is
moved. A TS is generated as a half of elliptic cylinder for simplified calculation
[3]. For example, when the container is tilted, a TS is generated in Fig.2. When
an acceleration is applied to the container, the GIB receives a reaction force.
The TS is calculated from the gravity and the reaction force.

Fig. 1. Vertical Section of GIB and container

Fig. 2. TS of a half of elliptic cylinder Fig. 3. Process of GIB movement

Expression Based on Existence Probability. Though TS model is quick
because of its simple method, this model is insufficient in expressing the GIB’s
movement. To represent the process of GIB movement, we conduct an expression
based on existence probability. When TS is generated on the place where TS is
isolated from GIB in Fig.3 (left), we suppose that GIB are sliding down on the
container. In this case, the GIB spreads both at the top of container and TS.
Each grid of height field in the container are added random values based on
existence probability (Fig.3 right). This expression is continued as long as more
than a threshold volume exists between the center and the top of the container.

Particle System. We also implement a particle system [4] in this model. In order
to implement the system, we locate the particles in height field values. Particle
collision is detected on the surface of the height field. They also fall down when
the container is tilted, and then the total volume of the GIB in the container is
decreased. Only a few particles are used for maintaining a level of realism.

3 Experiment and Conclusion

The experiment was constructed on a system with a WiiRemote using a Intel
Core 2 Duo E6300 1.86GHz CPU, 1024MB RAM. In this system, the GIB is
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Fig. 4. System Appearance

supposed as fried rice (not traditional Chinese fried rice but Japanese) and the
container as a skillet (Fig.4). Through this system, subjects were able to move
fried rice by moving the container. 8 subjects evaluated the GIB movement’s
realism by classifying the score into seven grades. 1st grade is “This model
doesn’t feel real enough for a cooking system”. 7th grade is “It is as natural as a
real one”. 3 subjects evaluated it as 4. 4 subjects evaluated it as 5. One subject
evaluated it as 6. The results of the performance test is shown in the Table 1.
We got some positive evaluations such as that GIB movement seems natural
with 331 vertices and 670 particles. Good results were obtained but there are
some points that need improvement. We have to improve upward movement of
the GIB without the particle system. We are also developing a model for using
cooking tools e.g. a spatula in this model.

Table 1. Performance Results

Vertices Particles FPS

331 670 20

631 1300 18

817 1700 15
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Abstract. Most of the commercialized games have used controller by 
manipulated hands or foots. Recently, some studies tried to facial expressions or 
emotion as game input, but it didn’t directly manipulate a game. It adjusted the 
difficulty of game. In this study, we suggest a new type of game input interface 
using face components as input, directly, and present one offline game and two 
online games by using this method.  

Keywords: Game interface, Face components, Smile. 

1   Introduction 

Many offline games use joystick as game input and most of the online games use a 
keyboard and a mouse as game input. Some researches tried to adopt facial expression 
as game input indirectly [1-3]. Those studies measured the emotional state from the 
facial expressions and adjusted the level of difficulty in game. It is not the direct input 
for game. 

In this study, we present the face component recognition (FCR) interface. In 
addition to the interface, we suggest one offline game, Smile like Hollywood Star, 
controlled by FCR, and apply FCR to two online games, Tetris and Kart-Rider. 

2   Face Component Recognition Interface 

FCR interface consists of one webcam, one normal PC, and one keyboard signal 
generation board. Most of the online games require the keyboard signal in hardware 
level because of security. Therefore, we implemented the signal generation board to 
occur the real key-code signal in Figure 1. 

 

Fig. 1. Keyboard Signal Generation Board 
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The working process of FCR interface has five steps. At first, it detects the face 
region by Haarcascade method from the captured frames. At second, it detects face 
components, eyes and mouth. At third, it sets up the face components as the region 
of interest (ROI). At fourth, it tracks the ROI and recognizes the input states, the 
smile, the Ho, the wink with right eye, and the wink with left eye in Figure 2. At 
fifth, PC sends the recognized input state to the keyboard signal generation board 
by RS-232C. Finally, the board enters the keyboard signal according to the received 
command into PC. 

 

 

Fig. 2. Face Components as game input (a) Smile, (b) Ho, (c) Wink with left eye, and (d) Wink 
with right eye 

3   Game Description 

We have suggested one offline game, Smile like a Hollywood Star. It uses face 
components as game input, directly. Figure 3-(a) shows the screen shot of Smile like 
Hollywood Star. The game is very simple and intuitive. Hollywood star’s photo is 
displayed and a user mimics the face expression of the displayed photo like the 
Hollywood star. When the feature points, face components, are similar between the 
player and the star, the player gets the game score. The game score is proportional to 
the completion time.  

 

Fig. 3. Games with Face Components Recognition (FCR) Interface (a) Smile like Hollywood 
star (b) Kart-Rider serviced by NEXON, and (c) Tetris by NHN 
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Besides offline game, we have applied FCR interface to two commercialized 
online games in Korea. One is Tetris [4] in Figure 3-(b) and the other is Kart-Rider 
[5] in Figure 3-(c). In Tetris, the smile rotates a block, the Ho fast drops a block, the 
wink with right eye moves a block to the right, and the wink with left eye moves a 
block to the left. In Kart-Rider, the smile drives the Kart to forward, the Ho drives the 
Kart to backward, the wink with right eye turns right the Kart, and the wink with left 
eye turns left the Kart. 

4   Conclusion 

In this study, we suggest new game interface that uses face components as game 
input, directly. By adopting the suggested FCR interface, we have presented one new 
types of game, Smile like Hollywood Star, and FCR interface has applied to two 
online games. 

FCR interface and three games have three purposes. One is that the users have 
more natural smiling face. Usually, the East Asian is impassive than the Westerner, 
because they feel awkward to express an emotion [6]. By iteratively playing the game 
with FCR interface, we expect that the user feels more comfortable to reveal an 
emotion and have dynamic facial expression including a smiling face. Another 
purpose is reducing the level of stress and promoting a positive emotion by smile, 
even though it is artificially smile. The other is the game input style for mobility 
impaired people and hand impaired people. 
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Abstract. In this paper, we propose an information processing model for a kansei 
robot. This model handles memory based on human psychology. We expect that 
on incorporating the model, a robot can exhibit human characteristics because of 
using psychological memory. To verify the model, we first perform a comparison 
between the results of the experiment performed using this model and that of an 
actual psychological experiment. The results of the comparison suggest that the 
memory functions of the model are similar to the human memory functions. 
Second, we conduct the process of learning movement actions to verify that the 
robot on which the model was implemented learned movement for moving to 
many places and decreasing its curiosity. 

Keywords: kansei, robot, memory, neural network, psychology. 

1   Introduction 

For making partner robots resemble humans they need to have human characteristics. 
However, the method to instill such characteristics in robots is not known yet. 
Therefore, we suggest an information processing model based on human psychology 
[1]. This model is constructed by referring to information processing models [2]. The 
model explains how internal or external information is handled. In this study, we verify 
the usability of the model, particularly for memory.  

2   Information Processing Model 

Figure.1 shows the information processing model we propose. First, data captured by 
the sensors of a robot enters the Sensory Memory and then, the data is transferred to the 
Short Memory only if the robot observes (Observe, a robot action). Second, the robot’s 
action is generated using a multilayer neural network (NN), whose inputs are the input 
data in the Short Memory and the robot’s internal conditions (e.g., desire).  

In addition, the indexes of forgetting and remembering memory data are given to the 
Short Memory and the Episodic Memory. We apply the function proposed by Wayne 
A. Wickelgren [3] to the index of the Episodic Memory. 
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Fig. 1. Information processing model 

Here, we define the want values which are the values of the robot’s internal 
conditions. The want values steadily increase; they decrease only if a robot’s action 
succeeds. When the robot learns something, the NN is given the spread coefficient 
referring to the rate of the decrease in the want value. However, this learning is 
executed only when a robot’s action ends, and there is a possibility that this learning is 
inadequate. Therefore, a robot executes the offline learning when the input data in the 
Short Memory is similar to data in the Episodic Memory (Recall under Cued). 

We performed a simulation for verifying that the memory function of the model is 
similar to the human memory function. This simulation is a comparison between the 
outcome of the model and that of the experiment conducted by Bennet B. Murdock [4]. 
The results indicate that their similarity is 90.6%; thus we assumed that their functions 
are similar. 

3   Learning the Movement Actions Simulation 

From the simulation, we can determine the processes for learning the movement 
actions. Here, there are six robot actions, generated by the recurrent NN; turn left and 
right, move forward and backward, observe, and do nothing. The robot’s want value is 
referred to as curiosity. Equation (1) shows how to decrease its curiosity if a robot 
moves. 
 

( ).)(5.05.01 positionSimCuriosityCuriosity kk ×+×= −  (1)
 
Here, Sim(position) is the function, which returns the similarity between position 
information of memory and that of the robot’s position; Lesser the memory a robot has 
regarding the place, the more its curiosity decrease. 

Figure.2 shows the path (indicated by arrows) of a round robot moving in a square 
room with action steps. The figure also shows that the darker the shade of the path is, 
the more frequent the robot is present at that location. We assumed that the robot 
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(a) 0-500 steps                              (b) 1000-1500 steps 

Fig. 2. State of the moving round robot 

learned the movement actions needed to travel throughout the room to decrease its 
curiosity, because the robot had moved a considerable number of steps. 

4   Conclusions 

In this paper, we proposed an information processing model for a kansei robot. In 
addition, we performed a comparison of the results of this study with the experiment 
that Bennet B. Murdock conducted, which indicated that the memory function in the 
memory and the human memory function have a similarity is 90.6%. The second 
simulation for learning the movement actions indicated that the robot moved to 
decrease its curiosity. 

This study showed that the robot exhibited human characteristics. However, we still 
need to verify the features of an actual robot because an experiment with an actual robot 
was not conducted. 
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Abstract. In this study, we redesign and develop a new digital sugoroku game 
based on the phenomenon of vegetation succession. A practical evaluation in an 
elementary school that consisted of game play and fieldwork activity was 
conducted. The results of the evaluation showed that the game was effective in 
stimulating the interest of the students who participated in the game, and was 
able to support their learning in a joyful way. 

Keywords: Digital interaction game, vegetation succession. 

1   Introduction 

Simulation games play an important role in the teaching and learning of science at 
school. They can support enjoyable interactive learning of complex systems in nature 
that are difficult to deal with in the school laboratory [1].  

In our previous study, we have developed a simulation game, the “Vegetation 
Interaction Game” based on the vegetation succession, which is a digital sugoroku 
board game that simulates the real forest area of Mt. Rokko in Japan. In this sugoroku 
board game, a piece corresponds to a plant, and a grid of sugoroku to the relative 
succession phase around the plants. In playing the game, each child handles one 
piece. This condition supports children's playing the role of agent in the simulation. 
Moreover, we conducted an experimental evaluation in a university in Japan. The 
results showed the game was effective in stimulating the interest of students, and in 
supporting their learning in a joyful way[2]. 

In this study, we made some improvements in game interface to strengthen the 
enjoyability and understandability of the game. Additionally, we conducted a 
practical evaluation that consisted of two phases; game and fieldwork activity phase. 
This issue shows the development and improvement of our “Vegetation Interaction 
Game,” and the results of practical evaluation. 



494 A. Deguchi et al. 

2   Development and Improvement of the Game 

Figure 1 is the main 
window of the digital 
game; it shows the face 
of the sugoroku board. 
6 plant pieces represent 
6 characteristic plants 
that grow in the Mt. 
Rokko region. The size 
of the sugoroku board 
was set at 1024*768 
pixels. The surrounding 
part is the grid area of 
the sugoroku board. The central part houses the event cards area, a direction window 
to move pieces, and a visualization window to show vegetation succession according 
to the progress of the game.  

6 players can participate in one game. Each player handles one piece. Players draw 
event cards, one at a time, by clicking in turn. When a plant piece advances ahead on the 
board grids, it implies that the plant is dominant in that particular environment. Each piece 
is to be moved by the number of grids that the current event card indicates. These 
directions are shown in the central part of the main window. If more than one piece takes 
the same position on the grid, they will be moved along the grids as indicated by the rules 
governing the interaction between plants. A game finishes when all event cards are drawn. 

In this study, following points were improved based on the feedback of the previous 
experimental evaluation; (a) layout of the interface to make it more understandable, 
(b) illustration of event cards and visualization window to make them more 
scientifically valid and enjoyable for children. 

3   Practical Evaluation of the Vegetation 
Interaction Game 

The subjects were 17 sixth grade children (12 years 
old) in a Japanese elementary school. We recruited 
18 children to participate in the experiment, and the 
participants were divided into three groups (6, 6, and 
5) in random order (one child was absent on the 
experiment day). Game play was held in the 
elementary school (Fig. 2). Children played the game 
three times; in each game, the numbers of each event 
card were controlled so that children could 
experience some patterns of vegetation succession. 
After playing the games, the children had a fieldwork 
activity in Mt. Rokko area experiencing real   
vegetation succession along with the guidance of 
phytosociologist who is proficient at Mt. Rokko area  
(Fig. 3). 

Fig. 2. Game Playing 

Fig. 3. Field work activity 

Fig. 1. Main window of sugoroku board 

Start 
grid 

Plant piece 

Event card 

Visualization 
window 

Direction 
window 
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3.1   Evaluation of Students’ Interests 

After the game play, children answered the questionnaire about the game. Table 1 
shows the question items and their results. To examine the children’s answers, “think 
so” and “quite think so” were evaluated as a positive answer, “no opinion,” “don't 
quite think so” and “don't think so” were evaluated as a negative answer. After that, 
Fisher’s exact test was conducted. The results show that positive answers were 
significantly higher than negative ones in all the items.  

Table 1. Results of students’ interests 

Questions TS QTS NO DQTS DTS 
1) I enjoyed playing the game.** 13 4 0 0 0 
2) I was absorbed in playing the game. ** 15 2 0 0 0 
3) I understand the relation between disturbances and the 
number of the kinds of plants. ** 

10 5 0 2 0 

4) I understand the characteristics of interactions in 
vegetation succession. ** 

10 7 0 0 0 

TS; Think so, QTS; Quite think so, NO; No opinion, DQTS; Don’t quite think so, DTS; Don’t think so,**p<0.1 

4   Conclusion 

In this study, we redesigned and developed a Vegetation Interaction Game and 
conducted a practical evaluation that include fieldwork activity. The results of 
evaluation showed that children who participated in the experiment felt the game was 
interesting and they also thought that they understood the mechanisms of vegetation 
succession. It was shown that the game could successfully communicate with 
students, and was able to support their understanding of the relationship between 
disturbance and the numbers of each plant. 
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Abstract. This paper proposes a feature extraction method for online handwritten 
characters for a penmanship learning support system. This system has a  
database of model characters. It evaluates the characters a learner writes by 
comparing them with the model characters. However, if we prepare feature 
information for every character, information must be input every time a  
model character is added. Therefore, we propose a method of automatically 
extracting features from handwritten characters. In this paper, we examine 
whether it correctly identifies the turns in strokes as features. The resulting 
extraction rate is 80% and in the remaining 20% of cases, it extracted an  
area near a turn. 

Keywords: Penmanship, Evaluation of characters, Features, Turns. 

1   Introduction 

Classes and correspondence courses on penmanship are very popular. In the 
penmanship classes, the learner attends there regularly. Therefore, the time to attend 
there is needed, and it is not suitable for a busy person. In a correspondence course, 
the learner learns the shape and balance of a character according to a model character 
in the text and the accompanying explanation at favorite time. Afterward, the learner 
sends the teacher his fair copy of the character, and the teacher corrects it and sends 
the result back to the learner. This is the general flow of a correspondence course, 
which lacks real-time feedback due to the time required for sending materials. 
Therefore, we developed a penmanship learning support system that automatically 
evaluates characters. The purpose of this system is to reproduce the environment of 
the penmanship classroom at home. In other words, the learner can learn penmanship 
freely without being limited in place and time. In this research, we extract features 
from the model character and that produced by the learner. We then evaluate the 
characters by comparing the length of features and the angles between them. In this 
paper, we describe the feature extraction method. We want to extract the beginnings, 
endings, turns, and curves of the strokes. We do not describe the hardware and 
software here because we describe them in [1]. 
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2   Feature Extraction 

The character data has coordinates at 10 ms intervals. We call the each of the points 
located at these intervals a Point. We extract the points that become feature candidates 
from the Points and then define the selected Points as features. 

First, we describe the method of extracting the points that are feature candidates. It 
can be divided into three stages. In the first stage, we let the beginning and ending 

points BP  and EP , respectively, of the stroke be feature candidates. In the second 

stage, we search for the feature parts. We describe the procedure below. 

1-1. Replace BP  with a base point bP . 

1-2. Replace the second Point from bP  with a moving point mP . 

1-3. For all Points that exist between bP  and mP , evaluate the distance PD  

between it and the straight line bP mP . Evaluate the Point maxP  and the distance 

maxD  for which PD  is the maximum. 

1-4. If maxD  is more than 1δ  (which is 2 in this paper), let maxP  be a feature 

candidate point. Replace maxP  with bP . If the second Point from bP  is EP , end. 

Otherwise, move to step 1-2. 

1-5. Otherwise, mP  is moved to the following Point. If mP  is EP , end. Otherwise, 

move to step 1-3. 
In the third stage, we let the turns in a stroke be feature candidate points. We show 

the extraction method below. 

2-1. Evaluate 1+∠ iiji FCPFC  of the adjoining feature candidate points iFC , 

1+iFC  and Point ijP  that exists between them. ( 11 −≤≤ FCNi , PNj ≤≤1 ; 

FCN  is the number of feature candidate points, and PN  is the number of Points that 

exist between iFC  and 1+iFC .) 

2-2. For all j, find ijP  satisfying 21 δ<∠ +iiji FCPFC . ( 2δ  is a threshold; a 

value of 100 is used in this paper.) If it is not found, move to step 2-5. 

2-3. Let distance 
ijPD  denote the minimum of the two distances between iFC  and 

ijP  and between 1+iFC  and ijP . 

2-4. Let ijP  for which 
ijPD  is the maximum be feature candidate points. 

2-5. For all i, repeat steps 2-1 to 2-4. 
Next, we describe the method of deleting an unnecessary feature candidate point. 

We examine three consecutive feature candidate points 1−iFC , iFC , and 1+iFC  

and delete iFC  that matches the following deletion condition: 

3-1. 11 +−∠ iii FCFCFC  is more than 100°. 
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3-2. The distance between iFC  and the straight line 1−iFC 1+iFC  is less than 

seven pixels. 

3   Experimental Results 

We extracted features from the 46 hiragana characters. Fig. 1 shows an example of 
the resulting feature extraction from three characters. Table 1 shows the resulting 
extraction of turns in strokes. 

 

    

Fig. 1. Example of feature extraction result (“え,” “こ,” and “そ” from the left) 

Table 1. Feature extraction of turns in strokes 

Number of turns 
in strokes 

Number of 
extractions 

Extraction 
rate (%) 

Average distance of the 
error extraction (pixel) 

80 64 80 1.88 

 
The average distance of the error extraction is the average of the difference in the 

distance between the turns of 16 features extracted by mistake and the actual features. 
It can be said that the turns will almost be extracted because they are gaps of less than 
two pixels. 

4   Summary 

In this paper, we proposed a feature extraction method for online handwritten 
characters and examined the turns in strokes that it extracted. The resulting extraction 
rate is 80%. In the remaining 20% of the cases, it has extracted the area near a turn in 
a stroke (the average error distance is 1.88 pixels). 
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Abstract. Focusing on an infrared camera and a near-infrared radar, we have 
developed a system for new amusements which we can operate by gesture input 
toward a screen or moving our bodies in front of a screen projected on a wall. 
The infrared camera is used for operations performed by means of gestures, and 
the near-infrared radar is used for operations performed by larger movement of 
a human body by detecting the position of the person or the state of his feet near 
the floor surface. A screen is projected on a wall by an ultra-short throw 
projector. This system can be set up anywhere if there is a certain sized wall. 

Keywords: Multi-touch, Digital game, Infrared camera, Infrared radar. 

1   Introduction 

Studies of gesture input have been proceeding as a method of intuitive operations.  
Examples for the studies include touch panels, graphics tablets, Apple’s Magic Mouse 
for computers and game operations by Wii remote control toward a TV screen.  
However, these examples of gesture input are basically used within a restricted range, 
and unsuitable for large-scale amusements such as physical amusements.  
Consequently, focusing on an infrared camera and a near-infrared radar, we have 
developed a system for new amusements which we can operate by gesture input 
toward a screen or moving our bodies in front of a screen projected on a wall.  

2   Devices Used for Gesture Input 

An infrared camera and a near-infrared radar are used as devices for gesture input.  
They have advantages that they are easy to set up because of their compact sizes and 
they have sufficient processing capacities. The infrared camera is used for operations 
performed by means of gestures, and the near-infrared radar is used for operations 
performed by larger movement of a human body by detecting the position of the 
person or the state of his feet near the floor surface.  

An infrared camera, OptiTrack FLEX V100 is used. The data of three-dimensional 
coordinates, sizes and areas of markers are obtained by irradiating infrared light from 
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around a lens on the camera and taking the reflected infrared light from the surface of 
the markers. An image taken by the camera has only the markers and the other part of 
the image except the markers such as background and others becomes “transparent”.  
Processing of the captured image is immediately performed and gesture input is 
immediately reflected in output image of an application. Image capture is performed 
100 times per second, a view angle is 45-degree and the range of capture is 3 cm to 6 
m when a 1-inch standard marker is used (figure 1).  

The near-infrared radar rotates laser beams 36 times per second with a 0.36-degree 
pitch in fan-shaped flat space with radius 4 m and central angle 240-degree, and can 
acquire the data of directions and the distances to objects by detecting the reflected 
laser beams from the surface of the objects. The positions of the objects are calculated 
from these data (figure 1).  
 
 
 
 
 
 
 
 
 

Fig. 1. An infrared camera and markers(left) and data detected by a near-infrared radar(right).  

3   System Structure 

A screen is projected on a wall by an ultra-short throw projector. This system can be 
set up anywhere if there is a certain sized wall. Further, as it is assumed that an 
operator stands in front of a screen, there is a possibility that a body silhouette appears 
on the screen when normal projectors are used, however, if an ultra-short throw 
projector is used, the silhouette does not almost appear on the screen because the main 
body of the projector can be placed almost adhered to a wall.  

The infrared camera is fixed with a tripod and installed in the position at the same 
height or a little higher than the operating position. The camera is connected to a 
personal computer with an USB cable and captured images are sent to a server using 
API. The server performs image processing, calculates the coordinates, height, width 
and area of each detected marker, lumps the data together and sends it to an 
application, and the data is utilized for the application. The near-infrared radar is set 
up on a floor and detects the standing position and other data of an operator. Figure 2 
shows the system configuration. 

The recognition of the position of a person standing on the floor is performed by 
placing the near-infrared radar parallel to the floor. The radar can recognize the 
shapes of the person as follows; if both feet are detected by the radar, the person is 
standing, if one foot is detected by the radar, the person is standing on one foot and if 
the radar does not detect anything, the person is jumping. Squat is recognized by 
placing two radars and sensing at different heights. This system can be available for 
several people at the same time.  
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Infrared camera

Operator
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Infrared radar Projector

Wall

 

Fig. 2. System configuration 

4   An Example of Applications 

A product example of applications using gesture input by an infrared camera is shown 
in Figure 3. This is an amusement in which cards displayed on a wall are moved by 
gestures. The card overlapped with a marker goes away at random and an image 
hidden behind these cards appear.  

 

Fig. 3. A product example of an application using gesture input by an infrared camera 
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Abstract. This paper proposes an emotion-generation model for complex 
change using a chaotic neural network (CNN). Using a CNN, the proposed 
model will solve the problem of past studies that have indicated that robotic 
emotion changes are simplistic. The model uses the principle of an 
adaptation level, which is used in Russell’s emotion model to generate 
emotion. This paper considers the effectiveness of this approach using 
simulation, and shows that the model can express a change of “adaptation”. 
In addition, through the chaos of CNN, the proposed model can express 
different changes, even if the values of CNN’s input values remain the 
same. 

Keywords: Partner Robot, Chaos Neural Network, Emotion. 

1   Introduction 

Recently, the market for partner robot has expanded with along with technological 
advances. A partner robot is a robot that receives communications from a person 
and brings healing to the person’s mind. However, because the expressions of 
emotion that it brings are simple, both interest and research studies on this subject 
have waned. This study examines, using a chaotic neural network (CNN), a model 
that can generate complex emotions that are similar to the emotions of human 
beings. 

2   The Emotion-Generation Model 

The emotion-dimension theory is used to construct the emotions of a partner robot. 
In this paper, Russell’s emotion model can express emotion by two dimensions 
consisting of two axes, the pleasant level and the awake level [1]. Russell’s 
emotion model also exhibits the principle of adaptation. It shows that an emotion is 
effected by the emotion of the previous event. For example, a glad event when a 
emotion is a little sad is felt gladder than usually. In this paper, CNN is used to 
show a complex output change [2]. This is followed by the details of the emotion-
generation model, and the network structure of CNN, which uses a layered 
network.  
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Fig. 1. Structure of the proposed model 
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In addition, the study method uses a back-propagation algorithm. A structural drawing 
of the proposed model is shown in Figure 1. To express complex affective changes, 
the proposed model includes an algorithm that exhibits the principle of the CNN 
adaptation level. The expression in an internal state of the neuron of CNN is (1). For 
the proposed model, adding the principle of adaptation level to (1), (1) changes (3) 
and (4), using (2). 

The proposed model prepares five inputs. Two of them take either －1 or 1 at a 
constant probability, and neither values becomes 1. Another two inputs change the 
probability that the value is －1 or 1, according to other inputs. These four values do 
not change for a period that is decided at random. The remaining input takes the value 
of two significant figures for －1 to 1. In addition all inputs take a gradual time-series 
change. 

3   Simulation 

In this simulation, the proposed model shows the feature of the adaptation level, 
and we confirm whether the changes in output of the proposed model are more 
complex than that of CNN. At first, both models study enough with a same input 
value.  

Next, the output changes of both models were compared when they have the same 
input value. The results of five trials are shown in Figure2 and 3.  
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Fig. 2. Output change of the proposed model 
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Fig. 3. Output change of CNN 

 
Figure2 and 3 show an awake level’s changes in Russell’s emotion-generation 

model. 
For the proposed model, the output change increases and decreases alternately as 

the value receives the influence the principle of the adaptation level. However, in 
CNN, it was almost steady with the value of the teach signal. 

Moreover, the proposed model can clearly confirm how the output can be settled 
differently at each trial, although the chaos generated because of the initial weight 
values of neurons are different. Therefore, we can confirm that the proposed model 
shows more complex changes of emotion than CNN. 

I will evaluate an emotion of the robot with the proposed model. 
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Abstract. We propose an interactive tabu search (ITS) to be used for the 
development support of a product that fits a human’s feeling. Interactive 
evolutionary computation (IEC) is one of the technologies used in the 
development support of products that fit a human’s feeling using a computer 
and person undergoing a communication. The interactive generic algorithm 
(IGA) is generally used in the IEC. A major problem with the use of the IEC 
is the increased burden on the IEC user to evaluate multiple solution 
candidates. Using the ITS instead of the IGA may reduce this burden, because 
the ITS user chooses only his most favorite solution candidate among 
multiple solution candidates. We performed a comparison of the search 
performance using simulations with the ITS and IGA. As a result of this 
simulation, the search performance of the ITS exceeded that of the IGA by a 
range from 2% to 10%. 

Keywords: Tabu search, Interactive evolutionary computation. 

1   Introduction 

Interactive evolutionary computation (IEC) is a technique used in the development 
support of a product that fits a human’s feeling using a computer. 

A major problem with the use of the IEC is the increased evaluation burden of the 
IEC user. One of the methods that can be used to reduce the evaluation burden of the 
IEC user is an improvement to the evaluation interface [1]. A general evaluation 
interface of IEC is an n-stage evaluation method of all of the individuals that the IEC 
system shows. However, if many individuals are shown immediately, the result is a 
large evaluation burden for the IEC user. 

The burden of the IEC user is caused as follows. First, the user should evaluate the 
same individual repeatedly during a single search. Second, the user must give each 
individual a gradual evaluation point. To solve these problems, an algorithm that can 
maintain evolution performance by a simple evaluation interface is desirable. 
However, this is difficult to achieve when using a generic algorithm (GA). 

Therefore, we use a tabu search (TS) instead of a GA. The ITS aims to reduce the 
evaluation burden of the IEC user.  
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2   Interactive Tabu Search 

The ITS is a tabu search that evaluates the solution candidates using human intuitive 
evaluation instead of a quantitative evaluation function. The evaluation interface of 
the ITS is a method to choose the individual that the user prefers the most. We 
anticipate that the simplicity of this solution evaluation greatly reduces the burden of 
the user. 

Following are the steps of the ITS process: 

(1) Generation of the initial individuals. 
The initial individuals are generated by the bit strings at random. 

(2) Presentation and evaluation by the users. 
     All of the individuals are shown to the user, who chooses the individual that he 

prefers the most. 
(3) Update of the tabu list. 
      The information of the individual that the user has chosen is added to the tabu list. 
(4) Generation of neighboring individuals. 
      The neighboring individuals are generated by flipping the single bit individual that 

the user chose. Multiple neighboring individuals are generated. Steps (2) to (4) are 
repeated until the final generation. 

(5) Generation of the initial individuals from the tabu list. 

The TS searches while repeating improvement and the change for the worse of the 
solution. Therefore, the evaluation of an individual chosen before several generations 
may be higher than the evaluation of the current individual. The tabu list records the 
chosen individuals from several generations. The individuals in the tabu list are 
shown to the user. 

3   Simulation and Result 

We evaluate the utility of the ITS with the use of a simulation, which compares the 
search performance of the ITS with the IGA. The utility of the ITS can be proven if 
the search performance of the ITS is better than that of the IGA. 

The target individual to mean human’s feeling is generated, and evaluates the 
individual in Hamming distance with it. Figure 1 shows the evaluation of the individuals 
according to the target individual.  

 

Fig. 1. Evaluation of the individual by the target individual 
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The evaluation value is the number of bits that a number accords with it. If the 
length of the bit string is longer than 10 bits, the evaluation value is converted so that 
the maximum length becomes 10. 

Figure 2 shows a result of the simulation. As a result of this simulation, the search 
performance of the ITS exceeded the performance of the IGA by approximately 2% 
with the 20th generation of 10 bits. In addition, the search performance of the ITS 
exceeded that of the IGA by approximately 10% with the 20th generation of 50 bits. 
The ITS achieves the same evaluation value with half the generation number of the 
IGA. The ITS can be figured to be algorithm that can maintain search performance by 
a simple evaluation interface. So we consider that the ITS be expected to reduce the 
evaluation burden of the IEC user. 
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Fig. 2. Search performance of ITS and IGA 

4   Summary 

We propose the use of an ITS to reduce the burden of users. The utility of the ITS was 
proved by simulation. In the future, we will inspect the evaluation burden of the user 
who is used as a subject. 
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Abstract. We propose an instant posture estimation technique, which can 
operate only by a stereo image with small (6 cm) baseline. It does not require a 
priori information of the target user, background information, and markers. This 
system allows cameras to move freely, because it operates only with a small 
stereo camera unit. Moreover, if the input image is replaced with a movie or 
real-time video, this system can be used as a real-time motion tracker. With our 
proposed technique, robots and computers will be able to non-verbally 
communicate with unspecified people as well as pre-registered people. 
Moreover, this system can output not only the posture but also the body size 
and clothes. Therefore, proposed technique can also be used as a calibration 
procedure for other motion tracking algorithms.  

Keywords: posture estimation, motion tracking, Marker-less, Calibration-free. 

1   Introduction 

The motion tracking technology is necessary to achieve a natural interaction of human 
and computer/robot as will as recognition of voice and facial expression. Current 
“motion tracking” technologies based on volume matching or image matching have 
achieved high-speed and high-accuracy. However, existing techniques require a priori 
information of the person being tracked [1]. When the target is a specific user, a priori 
information of the target user can be input before the tracking session. But, when the 
user is unspecified, it is impossible to input a priori information. To solve this 
problem, it is necessary to develop a new algorithm to estimate initial information 
based on the input of single frame. 

This paper explains the “posture estimation” algorithm to acquire initial information 
and the entertainment application using our algorithm. 

2   Proposed Technique 

We propose a robust algorithm of posture estimation (Fig. 1), by avoiding error 
propagation from body trunk to ends of limbs and by using reliable 3D body ridge 
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line detection in estimating the position/orientation of each part of the body. To 
avoid the error propagation, we introduced loose coupling of bones and a 
mechanism to feedback the estimation result of upper arms to the rotation angle 
of body trunk (Fig. 2). Unlike existing methods that use rigid joint-bone structure 
and estimate the direction/rotation of each part serially, estimation error in the 
rotation angle of body trunk does not propagate to the errors at the end of limbs 
(Fig. 3). 

 

 

3   System Performance 

Fig. 4-7 shows the case that parts of the body (lower legs) are out of the camera view, 
with complex background. Fig. 8-11 shows the case that entire body is visible with 
simple background. 

 

 

                          Fig. 4. Left input A 
 

  Fig. 5. Right Input A  

 
            Fig. 6. 2D Output A 

 

 
        Fig. 7. 3D Output A 

 

 

Fig. 2. Proposed  

 

Fig. 3. Related 

 

Fig. 1. System  
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                         Fig. 8. Left input B 

 

  Fig. 9. Right Input B 

 
            Fig. 10. 2D Output B 

 
      Fig. 11. 3D Output B 

4   Our Demonstration  

In our demonstrations, a visitor (A) is asked to put on a headgear composed of an 
HMD and a stereo camera. When another person (B) enters the visitor’s view, the 
appearance of B is replaced by a 3D character (Fig. 12).  
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Fig. 12. Demonstration (3D model and character (C) Teatime.inc) 
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Abstract. The system described in this paper is an attempt at developing a 
coach for sports using a virtual world and multimodal interaction, including 
brain activity. Users can ride a bicycle through a virtual world while the coach 
monitors the user’s performance. The system incorporates the user’s brain 
activity, heart rate and respiration rate. These data are analyzed and the features 
are sent through to give the virtual coach the instructions for movements and 
dialogues to coach the user. The Electroencephalogram (EEG) provides ample 
possibilities to research the brain activity of the user and to provide for an extra 
modality in the interaction. 

Keywords: BCI, Coaching, 3D Avatar, Multimodal Interaction, Sports, 
Extreme EEG. 

1   Introduction 

Finding motivation for the practice of sports and bodily exercises is becoming harder 
and harder in the fast-paced society we live in. A lot of people would therefore be 
helped by the aid of a virtual coach [3]. Earlier work by Ruttkay et al. [7] provides the 
basis for virtual coaches. The system proposed in this paper is a start for such a virtual 
coach using brain activity as a modality. In the first working version of this system we 
focus on a bicyclist, exercising on a real bicycle that has been mounted onto a VR 
bike frame. 

In this system we intend to use brain activity, various physiological signals such as 
heart rate, respiration rate and volume as well as pedal rate and power exerted by the 
user on the bicycle. 

While heart and respiration rate are quite common features to measure on what 
level the user is performing, brain activity is not. However, research by Palva et al. [6] 
and Schürmann et al. [8] indicates that interesting meaning can be found in the alpha 
band of the electroencephalogram (EEG). Energy in the alpha band can indicate how 
conscious and attentive the subject is to a task. Also the work by Klimesch et al. [5] 
provides interesting cues for more research into different energy bands in the EEG of 
an exercising user. In future research related to this paper we will investigate the use 
of such information for a better informed virtual coach. 

2   Overview of the System 

The system as a whole is build up from different components as depicted in figure 1. 
These components constitute to a loop in which sensory data from the user is 
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measured, analysed and behaviour and dialogues for the virtual coach selected. After 
this the avatar component realizes the behaviour and dialogue which the user can see 
on a screen and hear through the loudspeakers. 

The first step in the loop is to take the EEG and physiological data. These are 
acquired from various sensors, located on the user’s body. The data is then streamed 
in real-time to the signal analysis component. This component interprets the data and 
sends the features to the behaviour selection component. Depending on the value of 
the incoming features this component selects the most fitting behaviour for the coach. 
Then in turn, the dialogue system selects the dialogue to send to the Virtual coach. 
The virtual coach carries out the dialogue and movements which are the feedback for 
the user. 

Fig. 1. Overview of the Virtual Coach system 

The user can ride through any virtual world which supports the VR bicycle frame. 
Users sitting on this bike can then use the steer and pedal to navigate through this 
world, while being monitored and coached by the system. The avatar used for the 
virtual coach consists of the Elckerlyc system as introduced by Van Welbergen et al. 
[9]. The Behaviour selection and Dialogue component communicate through 
Behaviour Markup Language (BML). Elckerlyc visualizes the movements and 
dialogues on the screen. 

3   Analysis and Use of Neurophysiological Data  

In the current version of the system the EEG is analysed for energy in the alpha band 
on a certain part of the brain, namely location ‘Pz’ in the 10-20 placement system [2]. 
The feature measured on this location on the scalp is an indication for the user either 
being agitated and alert or relaxed and distracted. The EEG is band pass filtered 
between 8 and 13 Hz after which the band power is calculated. A moving window of 
120 seconds is used to normalize the output, id est, the extrema and the mean of the 
signal over the last 120 seconds determine the actual value of this feature. This way, 
the algorithm will adapt to any user using the system, invariable of the baseline power 
in the alpha band of a user.  

The interpretation of the user’s mental state is then used to select the appropriate 
attitude for the virtual coach towards the user. The heart and respiration rate will be 
used to monitor if the user is performing on the right level, depending on the goal 
being weight loss or condition improvement. 
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Because the user is performing physical activity, robustness of the EEG signal 
quality and classification of said signal is very important. However, similar research 
by Katsis et al [4] in race car drivers indicates that this should be possible. 

4   Conclusion and Future Work 

In this paper a system for a virtual coach using brain activity is introduced. Research 
into how brain activity can be put to use for a virtual coach is one of the main 
interests.  

While currently the system only uses one feature in the EEG, future research will 
include using more complex or multiple features to provide the virtual coach with a 
more comprehensive representation of the user’s mental and physical state. Such 
features could focus on measuring the flow of the user as defined by Cziksentmihalyi 
[1]. Ultimately this could lead to a system that keeps track of the user being in the 
flow and adapts itself to provide a better user experience. 
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1 Introduction

Virtual humans (VHs) are used in many educational and entertainment settings:
training and serious gaming, interactive information kiosks, tour guides, tutoring,
interactive virtual dancers, and much more. Building a complete VH from scratch
is a daunting task, and it makes sense to rely on existing platforms. However,
when one builds a novel interactive VH application, one needs to be able to
adapt and extend the means to control the VH offered by the platform, without
reprogramming parts of the platform. This paper describes Elckerlyc, a novel
platform for controlling a VH. The focus is on how to easily extend and adapt
the system to the needs of a particular application, without programming.

2 The SAIBA Framework

The SAIBA framework [1] provides a good starting point for designing inter-
active VHs. The framework defines a three-stage process: communicative intent
planning, multimodal behavior planning, resulting in a specification of the form
synchronisation of the behavior that the VH should display, and behavior real-
ization, to actually perform the behavior using the embodiment of the VH.

When designing a VH application, one should focus on the intent and behav-
ior planning stages: given the goals of the VH and the context in the interaction
with a human user, determine the communicative behavior that the VH should
display. To ensure that this behavior can be executed transparently by any be-
havior realization platform, the emerging SAIBA standard Behavior Markup
Language (BML) is being developed [1].

BML provides a general, realizer-independent description of multimodal be-
havior that can be used to (incrementally) control a VH. BML expressions de-
scribe the occurrence of certain types of behavior on an abstract level (gaze,
speech, point and beat gestures, lexicalized gestures and facial expressions, and
other types) as well their synchronisation.
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Fig. 1. Face editor: Define, for all MPEG4 control points, the effect on the mesh. Then,

obtain subtle face expressions using MPEG4, FACS, or other means.

Although this level of abstraction saves a lot of effort when building VH
applications, BML Realizers should never completely be black box systems. One
must still be able to specify for some of these abstract behaviors in exact detail
how that behavior is performed – for example, by using a specific piece of mocap
for a beat gesture, or a hand crafted animation for certain pointing gestures.

3 Elckerlyc

Elckerlyc is a state-of-the-art BML Realizer [2]. Elsewhere, we described its mixed
dynamics capabilities, that allow one to combine physics simulation with other
types of animation in a flexible way [3], and its focus on continuous interaction,
allowing last moment modification of behavior plans with respect to content
and timing, which makes it very suitable for VH applications requiring high
responsiveness to the behavior of the user [4]. Here we will discuss how one can
adapt Elckerlyc to suit the needs of a particular application without giving up
the level of abstraction offered by its BML Realization interface.

Adding New Avatars. Often, VH applications require a custom-built avatar body.
Elckerlyc’s import facilities allow one to use standard modelling software to build
the avatar body. Only two things are needed to control the resulting embodiment
using Elckerlyc. Firstly, a physical model of the avatar needs to be created using
Elckerlyc’s physics editor, if one wants to use mixed dynamics. Secondly, in
order to have full control of the avatar’s face expressions, one needs to make the
face MPEG4 compliant using Elckerlyc’s face editor. For each of the standard
MPEG4 control points of a face (see Figure 1), one needs to define their effect
on the mesh. Then, all existing face expressions in Elckerlyc can be displayed
on the new VH embodiment. Furthermore, the VH can then be controlled using
BML Face Behaviors that apply (1) direct MPEG4 control of the face mesh,
(2) the FACS Action Units of Ekman et al., which provide a more muscle-like
approach, and (3) the basic emotion profiles of [5] using the method of [6].

Extending the Animation Repertoire. Elckerlyc can use motion units (anima-
tions) from any number of paradigms, such as motion capture, hand crafted
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animation, and physical simulation. Each of these paradigms can be seen as pro-
viding joint rotations over time, between 0 < t < 1, with 0 and 1 being the start
and end of the animation. For each of the above paradigms, a file format is avail-
able from which Elckerlyc can read the specification of new motion units. For
facial animation units, the same holds, but instead of joint rotations, a face unit
provides displacements of MPEG4 control points over time, between 0 < t < 1.

Mapping new motion units to specific BML behaviors. After adding new mo-
tion units for a specific VH application, the BML Realizer needs to know how
to map BML expressions to them. This is achieved through two resource files:
the gesture binding and the face binding. Each defines a mapping from BML
behavior types to motion units (or face units) in one of the available paradigms,
constrained by the value of certain parameters. For example, a <head> be-
havior is mapped to the procedural animation "nod.xml" when it satisfies the
constraints action="ROTATION" and rotation="NOD", and another to motion
unit when rotation="SHAKE" (see Figure 2).

<bml><head id="nod1" repeats="3" action="ROTATION" rotation="NOD"/></bml>

----

<gesturebinding>

<MotionUnitSpec type="head">

<constraints>

<constraint name="action" value="ROTATION"/>

<constraint name="rotation" value="NOD"/>

</constraints>

<parametermap>

<parameter src="repeats" dst="r"/>

</parametermap>

<MotionUnit type="ProcAnimation" file="procanimation/smartbody/nod.xml"/>

</MotionUnitSpec>

<MotionUnitSpec type="head">

<constraints>

<constraint name="action" value="ROTATION"/>

<constraint name="rotation" value="SHAKE"/>

</constraints>

...

Fig. 2. Gesture binding: link BML behavior types to newly defined animations using

the gesture binding, mapping BML parameters to parameters of the motion unit.

4 Conclusion

We globally described how one can use the combination of BML and Elckerlyc
to control the behavior of a virtual human, leaving one free to focus on the
communicative intent planning of the VH rather than the realization of the
movements, and we discussed how to adapt and extend Elckerlyc in a very easy
way by simply adding new resources.
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1. Vilhjálmsson, H., et al.: The behavior markup language: Recent developments and

challenges. In: Panayiotopoulos, T., Gratch, J., Aylett, R.S., Ballin, D., Olivier, P.,

Rist, T. (eds.) IVA 2005. LNCS (LNAI), vol. 3661, pp. 99–120. Springer, Heidelberg

(2005)

2. Van Welbergen, H., Reidsma, D., Ruttkay, Z.M., Zwiers, J.: Elckerlyc: A BML

realizer for continuous, multimodal interaction with a virtual human. To Appear in

Journal on Multimodal User Interfaces (2010)

3. Van Welbergen, H., Zwiers, J., Ruttkay, Z.M.: Real-time animation using a mix of

dynamics and kinematics. Journal of Graphics Tools (to appear, 2010)

4. Van Welbergen, H., Reidsma, D., Zwiers, J.: A demonstration of continuous inter-

action with elckerlyc. In: Proc. Multimodal Output Generation (2010)

5. Plutchik, R.: Emotion: A Psychoevolutionary Synthesis. Harper and Row, New York

(1980)

6. Raouzaiou, A., Tsapatsoulis, N., Karpouzis, K., Kollias, S.: Parameterized facial

expression synthesis based on MPEG-4. Eurasip Journal on Applied Signal Process-

ing 10, 1021–1038 (2002)



Author Index

Ahn, Rene 103

Akita, Keisuke 425

Al Hajri, Abir 20

Anacleto, Junia C. 302

Bang, Chan-young 397

Barakova, Emilia I. 103, 115

Barrera, Salvador 476

Benveniste, Samuel 79

Biloria, Nimish 254

Bostan, Barbaros 262, 472

Broekens, Joost 91

Brok, Jeroen C.J. 115

Cagalaban, Giovanni 419

Cantu, Juan Antonio 476

Chan, Shih-Han 431, 443

Chen, Chun-Ta 437

Cheok, Adrian David 434

Cho, Hyunchul 389

Choi, Jongsoo 413

Choi, Ok-young 397

Choi, Sangbang 160

Cho, Kyusung 127, 139

Cohen, Michael 434

Conomikes, John 476

Deguchi, Akiko 493

de los Reyes, Christian 476

Derks, Ingmar 171

Domon, Yusuke 381

Fels, Sid 193, 446

Fels, Sidney 20, 32, 302

Feng, Chencheng 422

Fernando, Owen Noel Newton 434

Foley-Fisher, Zoltan 446

Funahashi, Kenji 484

Furukawa, Takeru 468

Gaudet, William Joseph 193

Gomez, Lucy Beatriz 476

Gorbunov, Roman 103
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