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A search for mixing in the neutral D meson system has been performed using semileptonic D0 !
Kð�Þ�eþ� and D0 ! Kð�Þ��þ� decays. Neutral D mesons from D�þ ! D0�þ

s decays are used and the

flavor at production is tagged by the charge of the slow pion. The measurement is performed using

492 fb�1 of data recorded by the Belle detector. From the yield of right-sign and wrong-sign decays

arising from nonmixed and mixed events, respectively, we measure the ratio of the time-integrated mixing

rate to the unmixed rate to be RM ¼ ð1:3� 2:2� 2:0Þ � 10�4. This corresponds to an upper limit of

RM < 6:1� 10�4 at the 90% C.L.

DOI: 10.1103/PhysRevD.77.112003 PACS numbers: 14.40.Lb, 12.15.Ff, 13.20.Fc

I. INTRODUCTION

The phenomenon of mixing has been well established in
the K0- �K0, B0- �B0, and B0

s- �Bs
0 systems. Recently, evidence

for mixing in the D0- �D0 system has been obtained with a
statistical significance of more than 3 standard deviations
for the first time [1,2]. In addition, several new measure-
ments help constrain the relevant mixing parameters [3,4].

The parameters used to characterizeD0- �D0 mixing are x ¼
�m= �� and y ¼ ��=2 ��, where �m and �� are the differ-
ences in mass and decay width between the two neutral

charmed meson mass eigenstates, and �� is the mean decay
width. The mixing rate within the standard model is ex-
pected to be small [5]: the largest predicted values, which
include the impact of long distance dynamics, are of the
order jxj, jyj & 10�2.

For x, y � 1 and negligible CP violation, the time-
dependent mixing probability for semileptonic D0 decays
has the following form [6]:

P ðD0 ! �D0 ! Xþ‘� ��‘Þ / RMt
2e��t; (1)

where RM is the ratio of the time-integrated mixing proba-
bility to the time-integrated nonmixing probability:

RM ¼
R1
0 dtP ðD0 ! �D0 ! Xþ‘� ��‘ÞR1

0 dtP ðD0 ! X�‘þ�‘Þ
� x2 þ y2

2
: (2)

The mixing rate RM can be measured directly by using
semileptonic decays of D0 mesons. The most stringent
constraint from semileptonic decays, RM < 1:0� 10�3 at
the 90% confidence level, comes from our previous mea-
surement [7]. Other measurements of RM using semilep-
tonic decays are less sensitive [8–10], whereas results from
hadronic decays are more precise [11–13]. In this paper we
present an improved search for D0- �D0 mixing using semi-

leptonic decays of charmed mesons, which supersedes our
previous measurement [7]. We measure RM in a 492 fb�1

data sample recorded by the Belle detector at the
asymmetric-energy eþe� KEKB collider [14], at a
center-of-mass (cms) energy of 10.58 GeV. The Belle
detector [15] is a large-solid-angle magnetic spectrometer
that consists of a silicon vertex detector (SVD), a 50-layer
central drift chamber (CDC), an array of aerogel threshold
Cherenkov counters (ACC), a barrel-like arrangement of
time-of-flight scintillation counters (TOF), and an electro-
magnetic calorimeter (ECL) comprised of CsI(Tl) crystals
located inside a superconducting solenoid coil that pro-
vides a 1.5 T magnetic field. An iron flux-return located
outside of the coil is instrumented to detect K0

L mesons and
to identify muons (KLM). Two different inner detector
configurations were used. The first 140 fb�1 of data were
taken using a 2.0 cm radius beam-pipe and a 3-layer silicon
vertex detector (SVD-1), and the subsequent 352 fb�1

were taken using a 1.5 cm radius beam-pipe, a 4-layer
silicon detector (SVD-2), and a small-cell inner drift cham-
ber [16].
To study signal and background distributions we use

Monte Carlo (MC) simulated samples [17] in which the
number of selected events is about 2.7 times larger than in
the data sample.

II. RECONSTRUCTION OF D0 DECAYS

We selectD0 mesons arising fromD�þ ! D0�þ
s decays

and reconstruct them as D0 ! K�‘þ�‘, where ‘
þ can be

either an electron or muon [18]. The notation �þ
s denotes a

slow pion, i.e., the pion that originates from the D�þ. The
average momentum of this pion is only about 0:23 GeV=c,
whereas the average momentum of the lepton and kaon
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from the signal decay are 0:96 GeV=c and 1:52 GeV=c,
respectively. The momenta given in this paper are mea-
sured in the laboratory frame, unless otherwise stated;
momenta measured in the cms frame are denoted with an
asterisk, e.g., p�. The reconstruction of D0 mesons in this
specific decay chain enables tagging of the D0= �D0 meson
flavor at production using the charge of the slow pion ��

s .
There are three detected particles in the final state: �þ

s ,
K�, and ‘þ, where ‘þ can be either a muon or an electron.
The nonmixed decay results in a charge combination �þ

s

K� ‘þ, which we refer to as the right-sign (RS) charge
combination. The mixing process results in �þ

s K
þ‘�,

which we refer to as the wrong-sign (WS) charge combi-
nation, as summarized in Table I.

Because the neutrino is not directly reconstructed, the
masses of the D0 and D�þ candidates are smeared.
However, by calculating the difference between the two
masses, the uncertainty due to the neutrino four-
momentum cancels to a large extent. Thus

�M � Mð�sK‘�Þ �MðK‘�Þ; (3)

the reconstructed invariant mass difference between the
D�þ and the D0 meson, is the most appropriate observable
to extract the number of signal events. For signal events,
the distribution of �M peaks at 0:145 GeV=c2, the mass
difference between the D�þ and D0 meson (see Fig. 1).

A. Selection criteria

Among all the different processes occurring in eþe�
collisions, hadronic final states are selected with an effi-
ciency above 99%. The selection is based on the energy of
the charged tracks and neutral clusters, total visible energy
in the cms system, the z component (opposite to the
positron beam direction) of the total cms momentum, and
the position of the reconstructed event vertex [19].
Using MC simulation, the criteria to select the signal

decays are optimized to give the best significance for the

extracted number of mixed (WS) events, Nsig
WS=�N

bkg
WS
. The

uncertainty �Nbkg
WS

is due to the fluctuation of the back-

ground in the region �M< 0:16 GeV=c2; the fluctuation
of the signal events at the rate of our previously measured
upper limit [7] is negligible. Hence we maximize

Nsig
WSffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Nbkg;�M<0:16
WS

q : (4)

Since the kinematic properties of mixed and nonmixed
events are the same, in the optimization the RS signal is
used instead of the WS signal. The optimal values for the
selection criteria in some observables are correlated and
hence the final criteria are obtained by iterative optimiza-
tion. In the optimization, selection criteria based on the D0

proper decay time are also included, as described in
Sec. III.
We suppress D0 mesons arising from �ð4SÞ ! B �B

events in order to avoid the situation in which the selected
sample would be composed of two subsamples with differ-
ent kinematic properties. These B �B events have different
kinematic properties from the decays of D0 mesons pro-
duced in eþe� ! c �c (continuum events), and a different
apparent decay length between the interaction point and
the D0 decay vertex, because of the finite B lifetime. As a
result, the D0 mesons from this source have slightly differ-
ent resolutions in kinematic variables, and their proper
decay time cannot be measured in the same way as for
D0 mesons from the continuum. Since the fraction of D0

mesons from B decays is smaller than that from the con-
tinuum production, and the background contribution from
B decays is large, the sensitivity to mixed events is not
reduced by rejecting candidates from B decays.
The quantity used to discriminate between B �B events

(spherical) and continuum events (jetlike) is the ratio of the
second to zeroth Fox-Wolfram moment, R2 [20]. To sup-
press candidates from B decays we demand R2 > 0:2. A
further effective rejection of B �B events is described below.
Tracks with an impact parameter with respect to the

interaction point in the radial direction, dr < 1 cm, and
in the beam direction, jdzj< 2 cm, are considered as ��

s

candidates. These criteria remove badly reconstructed
tracks and tracks not arising from the interaction point. A
slow pion candidate is required to have a momentum
smaller than 600 MeV=c. To reduce the background

TABLE I. The definition of the right-sign (RS) and wrong-sign
(WS) charge combinations.

Charge combination Process Name

�þ
s , K�, ‘þ nonmixed right-sign

�þ
s , Kþ, ‘� mixed wrong-sign
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FIG. 1. �M distribution for MC-simulated signal events
in different p�

K‘ bins: p�
K‘ < 2:0 GeV=c (dashed line),

2:0 GeV=c < p�
K‘ < 3:2 GeV=c (solid line), and p�

K‘ >
3:2 GeV=c (dotted line). The histograms are normalized to the
same area. The resolution is improved at higher values of
momentum. The left plot is for the electron decay mode and
the right one for the muon decay mode.
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from electrons, we require the electron identification like-
lihood (based on the information from the CDC, ACC, and
ECL [21]) of a �s candidate to be Le < 0:1, which selects
slow pions with an efficiency of 96% and rejects 72% of
electrons. The total efficiency of the slow pion selection
criteria and tracking is 51%.

Electron candidates are required to have momenta
greater than 250 MeV=c and an electron identification
likelihood Le > 0:95. The efficiency of the identification
criterion is 76%; in total around 46% of all generated
signal electrons are retained. Muon candidates are required
to have momentum greater than 650 MeV=c and the muon
identification likelihood (based on information from the
KLM and properties of the track [22]) L� > 0:97; the

latter criterion selects muons in the chosen momentum
range with an efficiency of 67%. These two requirements
are highly correlated since the identification efficiency of
muons with momenta lower than 600 MeV=c is very poor.
The efficiency of the above selection criteria and tracking
is 30%.

Kaon candidates are required not to satisfy the lepton
selection criteria. Kaons from D0 ! Ke� decays should
have p > 850 MeV=c and kaons from D0 ! K�� decays
p > 600 MeV=c. The difference in this requirement is due
to the correlation between lepton momenta and kaon mo-
menta that enters through other kinematic variables, and
due to different background contributions in both decay
modes. A combined likelihood for a given track to be aK�,
��, or p� is obtained based on the information from the
TOF, CDC, and ACC [19]. Kaon candidates are selected

using LðKÞ
LðKÞþLð�Þ > 0:51 (efficiency of 87% for signal kaons

in the selected momentum range) and LðKÞ
LðKÞþLðpÞ > 0:01

(efficiency of 99% for signal kaons). Around 42% of all
generated kaons in the electron decay mode, and around
48% in the muon decay mode pass the selection criteria.

At this stage, about 17.0% of all generated D�þ !
�þ

s D
0, D0 ! K�eþ�e decays, and about 12.5% of all

generated D�þ ! �þ
s D

0, D0 ! K��þ�� decays, are re-

constructed. Further criteria are applied to improve the
sensitivity to mixed events. In the following, these criteria
are described and for each of them the signal loss and the
background rejection factors are given.

The most effective requirement is the one on the sum of
the kaon and lepton momenta, calculated in the cms sys-
tem, p�

K‘, see Fig. 2. Its optimized value is between 1.7 and

1:9 GeV=c. However, simulated signal events show a clear
improvement in the �M resolution at higher p�

K‘ values,

see Fig. 1. The full width at half maximum (FWHM) of the
simulated �M distribution reduces from 8:6 MeV=c for
p�
K‘ < 2:0 GeV=c to 6:9 MeV=c for p�

K‘ > 3:2 GeV=c in

the electron decay mode, and from 7:7 MeV=c to
5:2 MeV=c for the same p�

K‘ intervals in the muon decay

mode. Hence p�
K‘ is required to be at least 2:0 GeV=c, a

value that also eliminates a large fraction of D0 meson

decays arising from�ð4SÞ ! B �B events. This requirement
results in a signal loss of 28% in the electron decay mode
and 23% in the muon decay mode, while rejecting 76% of
the total background in the electron decay mode and 67%
of the total background in the muon decay mode.
We apply a selection on the invariant mass of the kaon-

lepton system. For the electron decay mode the
optimal range is 0:9 GeV=c2 <MðKeÞ< 1:75 GeV=c2

and for the muon decay mode 1:0 GeV=c2 <MðK�Þ<
1:75 GeV=c2, see Fig. 3. In the electron decay mode this
requirement rejects 25% of the total background at a cost
of losing 5.5% of signal events. In the muon decay mode
the signal loss is higher, 12%, but so is the background
rejection, 44%.
D0 decays to two mesons in the final state are an

important source of background. There are four such de-
cays (see Table II). Their branching fractions are at least
one order-of-magnitude larger than the effective branching
fraction for D0 ! Kþ‘� ��‘. Although particle identifica-
tion reduces their presence in the final sample, it is still
important to suppress this background, because its �M

0

100

200

300

400

500

600

700

800

900

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

sig.

uds
cc
bb

MC, electron
mode WS backg.:

*pKe [GeV/c]
0

100

200

300

400

500

600

700

800

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

sig.

uds
cc
bb

MC, muon
mode WS backg.:

*pKµ [GeV/c]

FIG. 2. MC-simulated distribution of p�
K‘ for signal (solid

line) and background events (b �b, c �c, and uds components of
background are shown). The arrow shows the value of the p�

K‘

requirement.
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FIG. 3. The distribution of MðK‘Þ for signal (solid line) and
for background events (dashed line), normalized to the same
number of entries. The arrows show the values of the selection
criteria. The left plot is for the electron decay mode and the right
one for the muon decay mode.
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distribution has a shape similar to that of the signal.
Background exhibiting a peak around 0:145 GeV=c2 is
called peaking background and reduces the sensitivity to
mixed events much more than the nonpeaking background.

In the electron decay mode, the requirement on MðK‘Þ
rejects 90% of the background arising from the doubly
Cabibbo suppressed decayD0 ! Kþ��, through misiden-
tification of the pion as an electron; in the muon decay
mode the suppression rate for this background is 98%. In
both decay modes it completely eliminates the background
due to misidentification of both pions from D0 ! ���þ.

The Cabibbo- favored decays D0 ! K��þ contribute
to the WS background if the kaon is misidentified as a
lepton and the pion is misidentified as a kaon. To suppress
this type of background, the invariant mass of the kaon-
lepton system, M�KðK‘Þ, is calculated with the pion
mass assigned to the kaon candidate and the kaon mass
assigned to the lepton candidate. If jM�KðKeÞ �mD0 j<
10 MeV=c2 in the electron decay mode, and jM�KðK�Þ �
mD0 j< 15 MeV=c2 in the muon decay mode, the K � ‘
candidate is rejected. Here mD0 is the mass of the D0

meson, 1:8645 GeV=c2 [23]. In the electron decay mode,
this requirement rejects ð64� 2Þ% of the WS background
from D0 ! K��þ decays, and ð85� 3Þ% in the muon
decay mode.

To suppress the contribution from D0 ! KþK� decays
(K� being misidentified as a lepton), the invariant mass of
the kaon-lepton system, MKKðK‘Þ, is calculated with the
kaon mass assigned to both candidates. If jMKKðKeÞ �
mD0 j< 10 MeV=c2 in the electron decay mode, and
jMKKðK�Þ �mD0 j< 15 MeV=c2 in the muon decay
mode, the K � ‘ candidate is rejected. In the electron
decay mode, this requirement rejects ð70� 5Þ% of the
WS background from D0 ! K�Kþ decays, and in the
muon decay mode ð89� 1Þ%.

The requirements onM�KðK‘Þ andMKKðK‘Þ result in a
signal loss of 3% in the electron decay mode and 2% in the
muon decay mode. The rejection of the total background in
both decay modes is similar to the signal loss.

B. Rejection of � ! eþe�

An important source of background is due to electrons
from photon conversions: either the electron candidate, the
slow pion candidate, or both, may be due to � ! eþe�
tracks.

In the electron WS sample, both the slow pion and the
signal electron candidates can come from � ! eþe�, and
such events tend to have low �M values (Fig. 4, left). To
suppress this background we calculate Meeð�sesignalÞ, the
invariant mass of the �s � esignal system with the electron

mass assigned to both tracks. We reject candidates with
Meeð�sesignalÞ< 0:14 GeV=c2. The requirement rejects

more than 99% of this background, see Fig. 4, right. To
retain equal reconstruction efficiencies for the mixed and
nonmixed events, this requirement is implemented in both
RS and WS samples.
Background from �=�0 ! �� ! eþe�eþe�, where

one electron from the first photon and one electron from
the other photon are taken as the electron and slow pion
candidate, exhibits similar behavior to the case where the
electrons are both from the same photon. This background
is also successfully eliminated by the above selection.
Assuming that the signal electron candidate comes from

� ! eþe�, in the electron decay mode we perform a
search for the other electron e2 among all the other tracks
in the event with the opposite charge to the signal electron
candidate. If Mðesignale2Þ, the mass of the esignal � e2 sys-

tem, is below 80 MeV=c2, the electron candidate is
rejected.
Assuming that the slow pion candidate is a misidentified

electron from � ! eþe�, we perform a search for the other
electron (e2) among all the other tracks in the event. The
other electron should have the opposite charge to the slow
pion candidate, and an electron likelihood Le > 0:8 to
reduce rejection of true signal slow pions. If Meeð�se2Þ,
the mass of the �s � e2 system with the electron mass
assigned to both tracks, is below 80 MeV=c2, the slow pion
candidate is rejected. This photon conversion rejection is
performed for slow pion candidates in both the electron
and muon decay modes and results in around 0.4% signal
loss and rejects around 2.4% of the total background.
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FIG. 4. Left: the �M distribution of � ! eþe� events, where
one of the electrons is selected as the slow pion candidate and the
other as the electron candidate, before applying the selection on
Meeð�sesignalÞ. Right: the Meeð�sesignalÞ distribution for these

events (solid line), for signal events (dotted line), and for the
total WS background (dashed line). The arrow shows the value
of the selection criterion.

TABLE II. Two-body decays, representing a source of a peak-
ing background. The symbol ‘‘ )’’ represents a misidentifica-
tion.

Decay mode Br [10�3] [23] Contribution to WS

D0 ! K��þ 38:0� 0:7 K� ) ‘�, �þ ) Kþ
D0 ! Kþ�� 0:143� 0:004 �� ) ‘�
D0 ! K�Kþ 3:84� 0:10 K� ) ‘�
D0 ! ���þ 1:36� 0:03 �� ) ‘�, �þ ) Kþ
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In total, the rejection of photon conversion in the elec-
tron decay mode results in a 14% signal loss and 32%
rejection of the total WS background.

C. Neutrino reconstruction

Four-momentum conservation in eþe� collision implies

P� ¼ Pcms � PK‘ � Prest (5)

for the signal decay, where Pcms stands for the cms four-
momentum of the eþe� system and Prest indicates the four-
momentum of all detected particles except the charged
kaon and the lepton candidates [24]. Equation (5) is true
if all the particles produced in the eþe� collision are
detected. As the Belle detector covers nearly the entire
solid angle around the interaction point, neutrino recon-
struction can be successfully performed.

The variable Prest is calculated using all the remaining
charged tracks (except the kaon and lepton candidates)
with dr < 2 cm and jdzj< 5 cm, and photons with an
energy above 70 MeV. Mass is assigned to a track accord-
ing to the following criteria:

(i) A track is assigned the electron mass if its electron
likelihood is Le > 0:9.

(ii) A track is assigned the muon mass if Le < 0:9 and
its muon likelihood is L� > 0:9.

(iii) A track is assigned the kaon mass if Le < 0:9,

L� < 0:9, and LðKÞ
LðKÞþLð�Þ > 0:5.

(iv) A track is assigned the proton mass if Le < 0:9,

L� < 0:9, LðKÞ
LðKÞþLð�Þ < 0:5, and LðpÞ

LðpÞþLð�Þ > 0:5.

(v) In all other cases the track is assigned the charged
pion mass [25].

A first approximation for the neutrino four-momentum
P� is obtained using Eq. (5) and the resulting �M distri-
bution for signal events is shown in Fig. 5 (left) with the

dashed line. It peaks at around 0:148 GeV=c2, a value
close to the D�þ �D0 mass difference, 0:145 GeV=c2,
and has a FWHM of 58 MeV=c2.
Two kinematic constraints are used to improve the reso-

lution on the neutrino momentum. To simplify the expres-
sions, we performed the calculation in the cms system,
since ~p�

cms � 0. First, the squared invariant mass of the
selected particles is calculated using M2ðK‘�Þ ¼ ðP�

� þ
P�
K‘Þ2=c2. The distribution of M2ðK‘�Þ is shown in Fig. 6,

left. For signal events, the invariant mass should equalmD0 .
To reject poorly reconstructed events, exhibiting a large
FWHM of the final �M distribution, only candidates with
�25 GeV2=c4 <M2ðK‘�Þ< 64 GeV2=c4 are retained.
For the selected events, P�

rest is rescaled by a factor �
requiring

M2ðK‘�Þ ¼ ðP�
cms � �P�

restÞ2=c2 � m2
D0 : (6)

The neutrino four-momentum is then recalculated as P�
� ¼

P�
cms � P�

K‘ � �P�
rest, and a corrected Mð�sK‘�Þ is ob-

tained, where MðK‘�Þ has been forced to equal mD0 .
With this correction, the �M distribution has a FWHM
of 11 MeV=c2 in the electron decay mode and 10 MeV=c2

in the muon decay mode; the improvement is shown in
Fig. 5 (left). The distribution of the scale factor � for events
in the finally selected sample is shown in the left plot of
Fig. 7. It peaks at around 1.04 for the electron decay mode
and 1.06 for the muon decay mode. The average � in both
decay modes is around 1.3.
As a second kinematic constraint, the square of the

missing mass,M2
�, is used. The distribution ofM

2
� is shown

in Fig. 6, right. For events satisfying�5 GeV2=c4 <M2
� <

0:5 GeV2=c4, the angle � between the direction of ~p�
rest

and the direction of ~p�
K‘ is corrected in order to yield

ðP�
�Þ2 ¼ ðP�

cms � P�
K‘ � �P�

restÞ2 � 0; (7)
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FIG. 5. Distribution of �M for signal (left) and background
events (right): with the first approximation for the neutrino four-
momentum (dashed line), after applying the constraint on the D0

mass (dotted line) and with the final neutrino momentum,
obtained as described in the text (solid line). Selection criteria
on M2ðK‘�Þ and M2

� have been omitted. The plot is for the
electron decay mode; the distributions in the muon decay mode
are similar.
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they are similar with a slightly smaller root mean square value.
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expressed in terms of energies and magnitudes of three-
momenta this yields

M2
�c

4 ¼ ðE�
cms � E�

K‘ � �E�
restÞ2 � p�2

K‘c
2 � �2p�2

restc
2

� 2p�
K‘�p

�
restc

2 cos� � 0: (8)

The angle � is corrected by rotating ~p�
rest in the plane

determined by the vectors ~p�
rest and ~p�

K‘. The distribution

of the correction angle �NEW � �OLD for the finally se-
lected signal events is shown in the right plot of Fig. 7. It
has a peak at around 1� and an average value of 8�. The
final neutrino four-momentum is calculated with the re-
scaled and rotated P�

rest, using Eq. (5).
The requirements onM2ðK‘�Þ andM2

� result in a signal
loss of 4.5% in the electron decay mode and 4.1% in the
muon decay mode while rejecting 9.7% of the background
in the electron decay mode and 8.9% of the background in
the muon decay mode.
The �M distribution obtained using the neutrino

four-momentum after the use of kinematic constraints is
shown in Fig. 5 (left) as the solid line. The resolu-
tion is significantly improved, with the FWHM being about
6:6 MeV=c2 for the electron decay mode and 6:2 MeV=c2

for the muon decay mode. Using the MC-simulated back-
ground events, it has been verified that such a neutrino
reconstruction does not induce any peaking in the back-
ground�M distribution. From the right plot in Fig. 5 it can
be seen that the number of background events in the signal
region (�M< 0:16 GeV=c2) after applying the constraints
only slightly exceeds the number of events without the
constraints (by 8.1% in the electron decay mode and
16.6% in the muon decay mode).
For D�þ candidates we require �M< 0:18 GeV=c2,

which retains 97.4% signal events in the electron decay
mode and 97.8% in the muon decay mode.
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FIG. 7. Left: distribution of the scale factor � obtained by the
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�. Both are for signal

events; the solid line shows the distributions for electron decays
and the dotted line for muon decays.

TABLE III. Summary of all the applied selection criteria.

Electron decay mode Muon decay mode

Event R2 > 0:2

�s impact parameter: j	rj< 1 cm, j	zj< 2 cm
p�s

< 0:6 GeV=c
electron likelihood <0:1
Meeð�se2Þ> 80 MeV=c2

‘ pe > 0:25 GeV=c p� > 0:65 GeV=c
electron likelihood >0:95 muon likelihood >0:97
Mðesignale2Þ> 80 MeV=c2

K pK > 0:85 GeV=c pK > 0:6 GeV=c
LðKÞ=½LðKÞ þLð�Þ	> 0:51
LðKÞ=½LðKÞ þLðpÞ	> 0:01

K � ‘ p�
K‘ > 2:0 GeV=c

0:9 GeV=c2 <MðKeÞ< 1:75 GeV=c2 1:0 GeV=c2 <MðK�Þ< 1:75 GeV=c2

jM�KðKeÞ �mD0 j< 10 MeV=c2 jM�KðK�Þ �mD0 j< 15 MeV=c2

jMKKðKeÞ �mD0 j< 10 MeV=c2 jMKKðK�Þ �mD0 j< 15 MeV=c2

�s � e Meeð�sesignalÞ> 0:14 GeV=c2 /

� recon. �25 GeV2=c4 <MðK‘�Þ2 < 64 GeV2=c4

�5 GeV2=c4 <P2
� < 0:5 GeV2=c4

D�þ �M< 0:18 GeV=c2

reject D0 combined with both �þ
s and ��

s

1:6< txy < 9:0
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D. D0 combined with both �þ
s and ��

s

After all the above requirements are applied, a small
fraction of events contain a D0 candidate that has been
combined with slow pions of opposite charges to form both
RS and WS D� candidates. Events in which such candi-
dates are found are rejected. This veto results in a signal
loss of about 2.6% in both electron and muon decay mode.
For the former it rejects 18% of background events and for
the latter about 13%.

At this stage the efficiency for reconstructing the signal
with �M< 0:18 GeV=c2 is found to be ð8:0� 0:3Þ% for
the electron decay mode and ð7:2� 0:3Þ% for the muon
decay mode. The quoted errors include a small variation of
efficiency depending on the detector conditions.

A summary of the applied selection criteria is presented
in Table III. Since the nonmixed and mixed processes have
the same kinematics, the WS and RS efficiencies for all the
described selection criteria are the same.

III. PROPER DECAY TIME

As the proper decay time distribution of WS background
events tends to have lower values than that of WS signal
events, the proper decay time of aD0 meson can be used to
select possible mixed events with a higher purity. Since the
information on the proper decay time is used only to
increase the sensitivity to WS events, modeling of the
proper decay time distribution is not detailed. We do not
account for the fact that the associated signal decays
(defined in Sec. IV) have a slightly different proper decay
time resolution function than the signal decays, or for the
fact that the resolution depends slightly on the true value of
the proper decay time. The effects of these two assump-
tions were studied carefully; the differences between data
and the modeling functions are taken into account in the
systematic uncertainties and lead to a negligible change of
the final result.

The dimensionless proper decay time (proper decay time
in units of 
D0 ¼ ð410:1� 1:5Þ ps [23]) is calculated from
the D0 flight distance l and its momentum ~pD0 :

tD0 ¼ mD0l


D0pD0

: (9)

TheD0 momentum is calculated by summing the momenta
of the daughter particles. The D0 flight distance is the
distance between the D0 production vertex, ~rprod, and its

decay vertex, ~rdec. The decay vertex is obtained by fitting
the kaon and lepton tracks to a common vertex. The
production vertex is obtained by extrapolating the D0

momentum vector to the eþe� interaction region. The
position and width of this region are determined over a
large number of eþe� interactions for which the KEKB
beam conditions do not change significantly.

According to MC simulation, the resolution on the
proper decay time is improved if the D0 flight distance is

calculated as the projection of the ~rdec � ~rprod vector on the

normalized D0 momentum vector. Since the interaction
region is much narrower in the radial direction, we use
only the radial components (x and y) to measure the proper
decay time. The radial flight distance lxy is calculated as

lxy ¼
ðrxdec � rxprod; r

y
dec � ryprodÞ 
 ðpx

D0 ; p
y

D0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpx

D0Þ2 þ ðpy

D0Þ2
q : (10)

The proper decay time is then evaluated as

txy ¼
mD0 lxy


D0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpx

D0Þ2 þ ðpy

D0Þ2
q : (11)

The observed txy distribution is smeared due to the experi-

mental resolution. As the data recorded with the SVD-2
configuration has a slightly narrower resolution function
than the data taken with the SVD-1 configuration, we
perform the measurements of RM separately for both sub-
samples. Thus we have four subsamples: the electron sub-
samples are denoted by e� 1 and e� 2 for the SVD-1 and
SVD-2 configurations, respectively. Similarly the muon
subsamples will be denoted as �� 1 and �� 2.

A. Distribution of signal events

We obtain the resolution function for signal events from
the data, using the RS decays. To be able to do so, we first
determine the shape of the txy distribution for RS back-

ground events, which is shown in Fig. 8, right, as the
dashed line. This distribution is also obtained from the
data, as described in the following.
The normalized function that describes the txy distribu-

tion of RS background events is
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FIG. 8. Left: the fraction of RS background events in 15 proper
decay time intervals (error bars) and the result of the fit,
described in the text (dotted lines). Note that the txy intervals

are not equidistant, which causes the apparently nonsmooth
shape of the function. The first and the last interval include
events with txy <�10 and txy > 10, respectively. Right: the txy
distribution of RS events (error bars) with the result of the fit
(solid line) for the e� 2 subsample. The dashed line shows the
RS background distribution, F RS

bkg, obtained from the data as

explained in the text.
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F RS
bkg ¼ ð1� fbwÞ 
 f½fbeEðt; 
bÞ þ ð1� fbe Þ	ðtÞ	

� ½fb1Lðt;bbÞ þ ð1� fb1 ÞLaðt;bbl ; bbr Þ	g
þ fbw 
 Lðt; bbwÞ: (12)

It is composed as a sum of an exponential function Eðt; 
bÞ
with the decay time 
b and a delta function (their fractions
are determined by the parameter fbe ), convolved with a
detector resolution. The latter is phenomenologically de-
scribed by a sum of the Lorentz function Lðt;bbÞ and an
asymmetric Lorentz function Laðt; bbl ; bbr Þ [both are explic-
itly given in the Appendix, Eq. (28) and (29)]; bb, bbl , and
bbr are their width parameters and fb1 determines their
fractions in the resolution function. A wide Lorentz func-
tion is added to describe the decay times measured from
badly reconstructed tracks (outliers); its width parameter is
bbw and its fraction in the total sample fbw. The convolutions
are performed numerically by substituting the integral with
a sum. It has been verified that the numerical accuracy is
satisfactory, i.e. not affecting the result.

To determine the eight free parameters of the function
from the data, we divide the txy range into 15 intervals as

shown in Fig. 8, left. In each of these 15 intervals we
extract the number of RS background events, Ni

RS;bkg, by

performing fits to the �M distribution of RS events. The fit
to the �M distribution is described in detail in Sec. IVB.
The errors include the systematic error due to the finite
number of MC-simulated events and the uncertainty of the
correlated background fraction in the total RS background.

If we divide Ni
RS;bkg in one of the 15 txy intervals by the

total number of background events Ntot
RS;bkg (the sum over

the 15 intervals), the obtained fraction is expected to agree
with the integral of F RS

bkg [Eq. (12)] over that txy interval.

Hence we calculate Ni
RS;bkg=N

tot
RS;bkg in all 15 txy intervals

and determine the eight free parameters of F RS
bkg by a �

2 fit

to these fractions. The value of the fitting function in each
txy interval is calculated as the integral ofF RS

bkg over that txy
interval. The fractions and the result of the fit for the e� 2
subsample are shown in Fig. 8, left plot; the obtained
background distribution is shown with the dashed line in
the right plot. The reduced �2 values of the fits are reason-
able, ranging from 0.4 to 4 for 7 degrees of freedom. The
uncertainties on the fitted parameters of the RS background
proper decay time distribution are taken into account when
calculating the uncertainty of the result, RM.

1. RS signal distribution

The proper decay time distribution for RS events is
described by

F RS ¼ N totðfs 
F RS
sig þ ð1� fsÞ 
F RS

bkgÞ; (13)

where N tot is the total number of RS events and fs is the
signal fraction, obtained from a fit to �M in the entire

proper decay time region. The fs values are ð69:9� 0:2Þ%,
ð70:8� 0:1Þ%, ð62:7� 0:2Þ%, and ð62:6� 0:1Þ% for e�
1, e� 2, �� 1, and �� 2 subsamples, respectively. The
function F RS

sig describes the shape of the RS signal events,

which is an exponential convolved with the resolution
function,

F RS
sig ¼ Eðt; 
sÞ �Rsig: (14)

The resolution function is parameterized as Rsig ¼

fs1Laðt;bsl ; bsrÞ þ fs2Gðt;�Þ þ ð1� fs1 � fs2ÞLðt; bswÞ:
(15)

Here Gðt;�Þ is the Gaussian function. The six free
parameters of the resolution function for the RS signal
events are fs1, f

s
2, b

s
l , b

s
r, �, and bsw. They are obtained by

a �2 fit of F RS to the proper decay time distribution of RS
events. In this fit, the parameters of F RS

bkg are fixed to the

values previously obtained and 
s, the dimensionless D0

decay time, is fixed to 1.0. An example of a fit result is
shown in the right plot of Fig. 8. The reduced �2 values
range between 1.2 and 2.4 for 194 degrees of freedom and
exhibit a slight disagreement between the fitting model and
the data. The disagreement is accounted for in the system-
atic error evaluation, resulting in a negligible change of the
final result.

2. WS signal distribution

Since decays of the mixed and of the unmixed D0

mesons have the same kinematic properties, the proper
decay time resolution function for both is assumed to be
the same. Hence from the RS signal resolution function,
Rsig, the proper decay time distribution for WS signal

events is calculated:

F WS
sig ¼ At2e�t=
 �Rsig; (16)

where A is the corresponding normalization constant and

 is fixed to 1.
To select the txy interval with the highest sensitivity to

mixed events, the ratio given in Eq. (4) is maximized. In
this optimization we use the calculated distribution for WS
signal events, FWS

sig [Eq. (16)]; for the background we use

the distribution of the WS events from the data. Even if the
latter contains some mixed events, the effect on the result
of the optimization is negligible, since D0 mixing is small.
The distributions of background events, WS signal events
and the figure of merit can be seen in Fig. 9. The optimal
proper decay time intervals for the four subsamples range
between 1.6–1.7 and 8.9–9.5. In order to keep the measure-
ment method uniform, we select a common interval for all
four subsamples,
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1:6< txy < 9:0: (17)

In this interval, about 70% of WS signal events are se-
lected, while rejecting about 80% of background events
(the values are similar in each of the four subsamples).

B. Extraction of RM and further improvement

Because the proper decay time distribution of the RS

signal events (e�t=
D) is different from that of the WS

signal events (t2e�t=
D), after the application of a selection
based on proper decay time, the ratio RM is obtained as

RM ¼ NWS

NRS

¼ Ni
WS

Ni
RS

�iRS
�iWS

; (18)

where NWS;RS are the numbers of extracted signal events

without the txy selection, and Ni
WS;RS are the numbers of

extracted signal events in the selected txy interval. The

superscript i labels different txy intervals. The efficiencies

�iRS are obtained by integrating the proper decay time

distribution of the RS signal events, F RS
sig , over the selected

txy interval. Similarly, the efficiencies �iWS are obtained

from the calculated proper decay time distribution of the
WS signal events, FWS

sig . The ratios �iRS=�
i
WS are listed in

Table VII. The errors on the efficiencies quoted there
include the uncertainty on the fraction of the RS correlated
background (as defined in Sec. IVA), the statistical and
systematic uncertainty on the signal fraction in the RS
sample, the statistical and systematic uncertainties in the
parameters of the RS background and signal txy distribu-

tions, and the uncertainties in the world averages of 
D0

and mD0 [23]. The resulting errors on the measured pa-
rameter RM are included in the systematic uncertainty and
are negligible. Imperfections in modelling the decay time

distributions are included as a separate source of a system-
atic uncertainty as described below.
To further exploit the proper decay time information, we

divide the chosen txy range [Eq. (17)] into six intervals,

with boundaries at 1.6, 2.0, 2.5, 3.1, 4.0, 5.6, and 9.0. The
binning is chosen so as to have approximately the same
number of events in each interval. The mixing rate is
measured in each of the six intervals and the measurements
are expected to be consistent. Because of the additional
proper decay time information the sensitivity of the final
result is expected to be improved in comparison with the
sensitivity of a single measurement in the total 1:6< txy <

9:0 range.

IV. SIGNAL YIELD EXTRACTION

According to the MC simulation, the selected sample of
RS events includes many candidates from semileptonic
decays other than D0 ! K�‘þ�, combined with the cor-
rectly reconstructed slow pion. The most important of
these decays are

(i) D0 ! K��0‘þ�,
(ii) D0 ! K��‘þ�‘, followed by K�� ! K��0,
(iii) D0 ! ��‘þ�‘,
(iv) D0 ! �‘þ�‘, followed by � ! ���0,
(v) D0 ! K��‘þ�‘, followed by K�� ! �K0��.

The final state lepton in these decays is of the same charge
as in the decay D0 ! K�‘þ�, so its charge can be used to
tag mixing in the same way. In the last three decays with a
�� instead of the K� in the final state, the pion is mis-
identified as a kaon. The selected sample also includes
candidates where the D0 semileptonic decay is correctly
reconstructed, but the slow pion decays in flight to a muon,
�þ

s ! �þ��, and then the muon is misidentified as the

slow pion. The muon has the same charge as the slow pion
and can be used to tag the D0 flavor at production in the
same way as the slow pion. Hence all these processes are
treated as part of the signal and will be referred to as
associated signal decays.
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According to MC simulation, the associated signal de-
cays have a similar �M distribution to the D0 ! K�‘þ�
decays. Because of unreconstructed or misidentified parti-
cles in these final states, the FWHM of the distribution is
larger, 12:3 MeV=c2 in the electron decay mode and
14:3 MeV=c2 in the muon decay mode (see Fig. 10). For
the same reasons, the proper decay time distribution is
slightly different from that for the signal. The fraction of
the associated signal decays in the sample of all recon-
structed signal decays can be found in Table IV. There is
also a small fraction of signal events (around 1%) from B �B
events. Because of the lower average momentum of D
mesons from B decays, the �M distribution for signal
events from B decays is slightly wider than that for signal

events from c �c events; it is similar to the �M distribution
of the associated signal decays.

A. Background

The background is divided into two categories: the
correlated background and the uncorrelated background.
The �M shapes of both background components can be
seen in Fig. 11.
Correlated background is the background where the

lepton candidate or the kaon candidate, or both, originate
from the same decay chain as the slow pion candidate. The
angular correlation between the slow pion and D0 candi-
dates leads to a concentration of events at low values of
�M.
The remaining, uncorrelated background has a �M

distribution that rises steadily from threshold, as the avail-
able phase space increases. This component is dominant,
especially in the WS sample (see Table V). The fraction in
the muon decay mode is larger than in the electron decay
mode, because the probability for a kaon or a pion to be
misidentified as a muon is larger than the probability to be
misidentified as an electron. The fraction is larger in the RS
sample than in the WS sample due to the larger branching
fractions of the Cabibbo favored decays. Selecting the
proper decay time interval 1:6< txy < 9:0 decreases the

fraction of the correlated background in the total back-
ground. According to MC simulation, the correlated back-
ground has three components: background from
D�þ ! �þ

s D
0 decays, which has the largest fraction and

is the most strongly peaked of the three, background from
D�0 ! �D0, � ! eþe� decays in which one of the two
electrons from � conversion is taken as a slow pion can-
didate, and background from K0

S ! �þ�� decays, where

one of the pions is taken as the slow pion candidate and the
other is assigned as a kaon or lepton candidate.
The �M distribution for the total RS background can be

seen in Fig. 12 as the dashed line. To fit the �M distribu-
tion of the data as explained in Sec. IVB, the �M distri-
bution of the RS background events is obtained from MC
simulation.
The �M distribution for the total WS background is

shown in Fig. 11 as the solid histogram. One can see that
the difference in shape between the uncorrelated back-
ground and the total background is smaller in the electron
decay mode than in the muon decay mode. This is both due

TABLE IV. The associated signal fraction and the fraction of
signal from B decays in the total signal, in [%], as obtained from
MC simulation. The quoted uncertainties are statistical only. The
fractions are shown for the entire proper decay time interval and
for 1:6< txy < 9:0.

Assoc. sig. [%] Sig. from B decays [%]

all txy 1.6–9.0 all txy 1.6–9.0

e 16:58� 0:05 17:7� 0:1 1:20� 0:01 1:18� 0:03
� 11:54� 0:04 12:3� 0:1 1:07� 0:01 1:04� 0:03
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FIG. 11. The simulated �M distribution for WS background
events. The solid line shows the total background, the dotted line
shows the uncorrelated background, and the dashed line shows
the correlated background, multiplied by a factor of 15 and 5 in
the electron and muon samples, respectively. The plots are for
the selected proper decay time interval. The left plot is for the
electron decay mode and the right one for the muon decay mode.

TABLE V. The fraction of the correlated background in the total background in [%], as
obtained from MC simulation, for the electron and muon decay mode, in both RS and WS
samples. Fractions for the entire proper decay time interval and for the selected interval are
shown. The quoted uncertainties are statistical only.

Right-sign sample Wrong-sign sample

all txy 1.6–9.0 all txy 1.6–9.0

e 34:49� 0:07 25:33� 0:15 7:22� 0:05 5:64� 0:10
� 40:07� 0:06 39:62� 0:14 14:87� 0:06 14:76� 0:14
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to the larger correlated background component in the muon
decay mode (see Table V) and due to its shape, shown in
the same figure.

To check the MC simulation and to avoid systematic
errors arising from any discrepancy with the data, the
uncorrelated background in the WS sample was described
using the data. This background is modeled by combining
slow pion candidates and D0 candidates from different
events. Technically this is done by embedding slow pion
candidates into other events according to the following
procedure:

(i) All slow pion candidates from an event in which a
D0 candidate was found are taken to be embedded
into other events.

(ii) We denote by N the number of slow pion candi-
dates which form a WS combination in their origi-
nal event, and their charge by Q. Slow pions are
embedded only into events with the same value of
N and only the embedded slow pions of chargeQ
are used to form the WS combinations.

(iii) For each value of N , slow pion candidates from
N A different events are stored to be embedded into
other events.

(iv) Each D0 candidate is combined with slow pions
from several other events; slow pions from a maxi-
mum of N A events are used. Once a combination
satisfying all the D�þ requirements is obtained
(including �M< 0:18 GeV=c2), further combina-
tions are not formed.

(v) Once an embedded slow pion is used to form a
combination satisfying all the D�þ requirements,
none of the remaining slow pions from the same
event is embedded into other events.

With these requirements, the �M distribution of the
sample of embedded slow pions slightly depends on
N A, the maximum number of events from which the
embedded slow pions are taken and tested with a single
D0 candidate. The dependence is due to the �M depen-
dence on the slow pion momentum. Slow pions with higher
momenta tend to form D�þ candidates with slightly higher
�M values, hence their probability to form a D�þ candi-
date with �M< 0:18 GeV=c2 is smaller. Increasing N A

enables these slow pions to be tested with a larger number
of D0 candidates and enhances the probability to form a
combination with �M< 0:18 GeV=c2. Thus increasing
N A slightly enhances the contribution at higher �M
values.
The most appropriate N A value is determined from the

data by observing samples of txy < 0:0. In this proper

decay time region, the expected fraction of the mixed
signal events in the WS background is much smaller
(around 18 times in the electron and around 27 times in
the muon decay mode) than in the region 1:6< txy < 9:0.

Hence it is safe to assume that the WS data sample of txy <

0:0 contains no mixed signal events. For txy < 0:0 we

combine the SVD-1 and SVD-2 subsamples and compare
the �M distribution of the WS data with the �M distribu-
tion of the subsample used to describe the WS background,
i.e. embedded slow pions with the addition of the MC
correlated background events (as explained at the end of
this section). The �M distributions are compared by ob-
serving the value of

r155 ¼ N�M<0:155=N�M<0:18; (19)

the ratio of the number of events with �M<
0:155 GeV=c2, and the number of events with �M<
0:18 GeV=c2. This is a representative observable that is
used to characterize the �M distribution by a single num-
ber. The values for the data and for the background with
three different values of N A are shown in Table VI.
From Table VI one can see that for the electron decay

mode the best agreement between the data and the back-
ground (txy < 0:0) is forN A ¼ 45 and in the muon decay
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FIG. 12. The �M distribution of the RS events for 1:6<
txy < 9:0, SVD-2. The dashed line represents the background,

the solid line is the result of the fit, described in the text, and the
points with error bars are the data. The left plot is for the e� 2
subsample; the right plot is for the �� 2 subsample.

TABLE VI. Comparison of the r155 values for the WS data and the modeled WS background
with txy < 0:0, using different values of N A.

txy < 0:0 Electron mode Muon mode

N A r155½%	 N A r155½%	
data 25:66� 0:18 29:00� 0:16
background 40 25:80� 0:05 20 29:11� 0:05

45 25:70� 0:05 25 29:00� 0:05
50 25:61� 0:05 30 28:90� 0:05
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mode forN A ¼ 25. The dependence of the final result on
the N A value is taken into account when evaluating the
systematic uncertainty.

As a cross-check, we combine SVD-1 and SVD-2 sub-
samples and compare the �M distribution of the MC

uncorrelated WS background with that of the embedded
slow pions. Their agreement is good.
To obtain the final �M distribution of WS background

events, the �M shape of the WS-correlated background is
taken from MC simulation and added to the sample of the

TABLE VII. The number of fitted signal events in the RS and WS samples, the ratio of RS and WS txy efficiencies, and the resulting
Ri
M value for each proper decay time interval for the four subsamples. The results of the fit to the six individual Ri

M values are denoted
as combined.

txy Ni
RS Ni

WS �iRS=�
i
WS Ri

M½10�4	
e� 1 subsample:

1.6–2.0 12578� 94 4:8� 27:2 0:915� 0:007 3:5� 19:8
2.0–2.5 11273� 89 10:9� 26:3 0:634� 0:004 6:1� 14:8
2.5–3.1 8975� 84 14:7� 25:6 0:443� 0:002 7:2� 12:6
3.1–4.0 7937� 83 �28:0� 25:9 0:310� 0:003 �10:9� 10:1
4.0–5.6 6394� 85 �21:2� 28:6 0:223� 0:003 �7:4� 10:0
5.6–9.0 4196� 89 15:9� 29:8 0:223� 0:003 8:4� 15:8

combined �1:7� 5:2

1.6–9.0 51325� 213 �11:5� 65:4 0:413� 0:001 �0:9� 5:3
all txy 183496� 443 70:1� 141 1 3:8� 7:7

e� 2 subsample:

1.6–2.0 32616� 150 �19:1� 44:0 0:881� 0:003 �5:2� 11:9
2.0–2.5 28711� 146 �11:4� 41:7 0:603� 0:002 �2:4� 8:8
2.5–3.1 22513� 131 52:5� 41:9 0:415� 0:002 9:7� 7:7
3.1–4.0 18941� 132 �22:6� 41:1 0:285� 0:002 �3:4� 6:2
4.0–5.6 14796� 129 �18:6� 42:3 0:198� 0:002 �2:5� 5:7
5.6–9.0 9072� 128 25:2� 46:5 0:186� 0:002 5:2� 9:5

combined �0:1� 3:1

1.6–9.0 126539� 332 �10:7� 102 0:389� 0:001 �0:3� 3:1
all txy 469947� 701 �369� 222 1 �7:8� 4:7

�� 1 subsample:

1.6–2.0 11314� 111 14:2� 34:7 0:921� 0:005 11:6� 28:2
2.0–2.5 10185� 109 �1:8� 33:5 0:637� 0:004 �1:1� 21:0
2.5–3.1 7893� 98 3:5� 30:7 0:440� 0:003 1:9� 17:1
3.1–4.0 6804� 96 �5:5� 31:8 0:303� 0:002 �2:5� 14:2
4.0–5.6 5350� 97 23:7� 33:0 0:214� 0:002 9:5� 13:2
5.6–9.0 3670� 90 �12:8� 35:4 0:217� 0:003 �7:6� 20:9

combined 2:2� 7:1

1.6–9.0 45181� 245 �11:2� 79:9 0:410� 0:001 �1:0� 7:2
all txy 163215� 485 �204� 180 1 �12:5� 11:0

�� 2 subsample:

1.6–2.0 27612� 180 71:4� 54:8 0:876� 0:015 22:7� 17:4
2.0–2.5 23695� 170 9:3� 52:3 0:595� 0:010 2:3� 13:1
2.5–3.1 18905� 154 82:3� 49:8 0:405� 0:006 17:6� 10:7
3.1–4.0 15488� 150 51:1� 50:1 0:273� 0:004 9:0� 8:8
4.0–5.6 11989� 144 20:4� 51:1 0:186� 0:007 3:2� 7:9
5.6–9.0 7146� 138 �20:3� 56:5 0:171� 0:016 �4:9� 13:6

combined 7:4� 4:4

1.6–9.0 104556� 381 192� 125 0:380� 0:002 7:0� 4:5
all txy 396151� 761 170� 284 1 4:3� 7:2
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embedded slow pions in the same fraction as found by MC
simulation. The uncertainty on this fraction is taken into
account when evaluating the systematic uncertainty.

B. Fit to �M distribution

To extract the signal yield, we perform a binned maxi-
mum likelihood fit to the �M distribution, assuming a
Poisson distribution of events in �M bins and thus max-
imizing

L ¼ YNbin

j¼1

e��ð�MjÞ 
 ð�ð�MjÞÞNj

Nj!
: (20)

Here Nj is the number of entries in the jth bin and�ð�MjÞ
is the expected number of events in this bin, given by

�ð�MjÞ ¼ N R½fsPsð�MjÞ þ ð1� fsÞPbð�MjÞ	: (21)

Ps is the signal �M distribution obtained from MC simu-
lation. Pb is the background �M distribution composed as
described above. The signal fraction fs is the only free

parameter in the fit. N R is the number of entries in the
fitted histogram.Nbin ¼ 45 is the number of intervals in the
�M distribution. The quoted �2 values are obtained using

�2 ¼ PNbin

j¼1
ðNj��ð�MjÞÞ2

�2
j

, where �j includes the statistical

uncertainties of the fitting histograms, �2
j ¼ Nj þ �2

Ps;j
þ

�2
Pb;j

.

C. The RS signal yield

The fit to the �M distribution in the RS sample is
performed as described above; examples of the fit result
are shown in Fig. 12. In the total txy range, the signal

fraction fs is about 70% in the electron decay mode and
about 63% in the muon decay mode. The fraction is largest
for 1:6< txy < 2:0 (82% in the electron decay mode and

74% in the muon decay mode) and decreases at larger txy
values: for 5:6< txy < 9:0 it is 62% in the electron decay

mode and 54% in the muon decay mode. The �2 values of
the fits in the individual txy intervals are in good agreement

with the expectation for 40 degrees of freedom. In the total
txy range, the reduced �2 values are larger than expected
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FIG. 13. The �M distribution of WS events in the six proper decay time intervals for the e� 1 (left) and e� 2 (right) subsamples.
The points with error bars are the data, the histogram represents the result of the fit, described in the text, and the small contribution on
the horizontal axis shows the fitted signal yield.
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(values of 1.5–2.6 for 40 degrees of freedom). This is
explained by a difference in the amount of associated
signal between the data and the MC simulation.
Repeating the fits with a fraction of the associated signal
as the second free parameter yields reduced �2 values
around 1.0 also for the total txy region. This effect is

considered in the estimate of the systematic uncertainty.
The numbers of RS signal events are given in Table VII.

V. RESULT

As the kinematic properties of the RS and WS decays
are the same, we use the �M shape of the MC-simulated
RS signal events also for the WS signal decays. The �M
distribution of the WS background events is obtained as
described in Sec. IVA. By fitting the �M distribution as
described in Sec. IVB, we extract the number of the mixed
signal events in the four WS subsamples (e� 1, e� 2,
�� 1, �� 2). The �M distributions and the �2 values of
the fits for all the subsamples and different proper decay
time intervals are shown in Figs. 13 and 14. The extracted
WS signal yields are given in Table VII.

For each of the four subsamples we determine the mix-
ing ratio RM by three different methods which are dis-
cussed below.

(1) The fit to �M in the RS and WS samples is per-
formed without any selection based on the proper
decay time measurement. The ratio RM is calculated
as the ratio of the obtained number of WS and RS
signal events, NWS=NRS. The results can be found in
Table VII in rows labeled ‘‘all txy.’’

(2) The fit to �M distributions for the RS and WS
sample is performed for events with 1:6< txy <

9:0. The ratio RM is calculated as Ni
WS=N

i
RS �

�iRS=�
i
WS. The results are given in Table VII in

rows labeled ‘‘1.6–9.0’’. The resulting statistical
uncertainty of the result is around 34% smaller
than the one obtained by method (1).

(3) The third result, given in rows labeled ‘‘combined’’
of Table VII, is a �2 fit of a constant to the six Ri

M

values measured in the six proper decay time bins.
The six Ri

M values and the result of the fit for each of
the four subsamples are shown in Fig. 15. The
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FIG. 14. Same as Fig. 13 for the �� 1 and �� 2 subsamples.
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statistical uncertainty of this result is 2%–3%
smaller than in method (2), because additional in-
formation on proper decay time is included through
the six �iRS=�

i
WS ratios.

Using the MC simulation, we verified that method (3)
has the best sensitivity; we therefore quote as our final
result the value obtained by method (3). To illustrate the
effect of including the proper decay time information, we
show also the results of methods (1) and (2).

From Table VII one can see that the central values
obtained by using the three methods are slightly different.
In evaluating the significance of the difference between the
result of method (1) and the result of method (2), we have
accounted for the ratio of the proper decay time efficien-
cies and for the statistical correlation between the samples.
The differences are within the expected statistical fluctua-
tions: they range between �0:6 and þ1:4 standard devia-
tions. By using toy MC simulation, it has also been verified
that the differences in the central values between methods
(2) and (3) are within the range of expected statistical
fluctuations. For the default method (3), results for RM in
all four subsamples are consistent with the null value. The
�2 values, shown in Fig. 15, are in good agreement with the
expected �2 distribution for 5 d.o.f., which has a maximum
at the value of 3.0.

The combined result for the electron decay mode is
obtained by a �2 fit to the values for the e� 1 and e� 2
subsamples, obtained by method (3). The fit yields Re

M ¼
ð�0:6� 2:6Þ � 10�4 with a �2 value of 0.1 per 1 degree of
freedom. The combined result for the muon decay mode is
obtained in the same way; the �2 fit yields R�

M ¼ ð5:9�
3:7Þ � 10�4 with a �2 value of 0.4.

The combined result, taking into account the statistical
uncertainty only, is obtained by a �2 fit to the four values

(electron and muon decay mode, SVD-1 and SVD-2); it
yields a value of

Rstat:
M ¼ ð1:6� 2:2Þ � 10�4; (22)

where the quoted uncertainty is statistical only. The �2

value is 2.5 for 3 degrees of freedom. The RM values for the
four subsamples and the result of the fit are shown in the
left plot of Fig. 16. To obtain the final result, the partially
correlated systematic uncertainties have to be studied and
taken into account.

A. Systematic uncertainties

In the following subsection, different sources of the
systematic uncertainties are discussed and the systematic
uncertainties are given; they are summarized in Table VIII.

1. Finite statistics of the fitting distributions

One of the main sources of systematic uncertainty is the
limited statistics of the samples used to obtain the signal
and background �M distributions used in the �M fit to
data. To estimate this, we vary the contents of all bins of the
RS and WS, signal and background �M distributions
independently in accordance with each bin’s statistical
uncertainty. We repeat the fit to the RS and WS data,
calculate the corresponding Ri

M in each proper decay
time interval, and obtain a new RM value. Repeating the
procedure 1000 times, the obtained distribution of RM

values has a Gaussian shape. The sigma of the Gaussian,
fitted to the distribution, is taken as the systematic uncer-
tainty due to the limited statistics of the fitting distribu-
tions. The uncertainties are listed in Table VIII, line 1.
Larger uncertainties in the muon decay mode reflect the
fact that, compared to the electron decay mode, the muon
background is larger especially in the signal region, and
secondly, the embedded slow pion sample is smaller due to
the smaller N A value used. Since this uncertainty is
statistical in nature, it is considered to be completely un-
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FIG. 15. The resulting Ri
M values for the four subsamples and

their average value (dashed line). The dotted lines represent the
�1� interval. The solid line corresponds to no mixing.
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FIG. 16. Left: the RM values of the four subsamples with the
statistical uncertainty only, and the result of the fit to these four
values (dashed line, �2=d:o:f: ¼ 2:5=3). Right: the four RM

values with the systematic uncertainty included and the com-
bined result (dashed line), obtained as described in Sec. VA7.
The dotted lines represent the �1� interval. The solid line
corresponds to no mixing.
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correlated between the four subsamples (e� 1, e� 2,��
1, �� 2).

2. The amount of WS-correlated background

The normalization of the WS-correlated background is
determined by MC simulation, taking into account the
central values of branching fractions [23], of decay modes
that contribute to this background.

From MC simulation studies we find that in the electron
decay mode the largest contributions to the WS-correlated
background come from the following decays: D0 !
K�eþ�e (D0 mesons mainly from D�0 ! D0� decays,
34% of the correlated background), D0 ! K��þ�0

(12%), D0 ! K�eþ�e�
0 (7%), and D0 ! K�Kþ (7%).

In total 60% of the correlated background comes from
these decays.

In the muon decay mode, the largest contributions to the
WS-correlated background come from D0 ! K��þ�0

(19%), D0 ! K��þ�� (12%), D0 ! K��þ�0�0 (7%),

D0 ! K��þ���þ (7%), D0 ! Kþ�� �K0 (4%), and
D0 ! KþK� �K0 (4%). In total 53% of the correlated back-
ground comes from these decays. We calculate the
weighted average of the relative uncertainties of the
branching fractions [23] for the stated decay modes. For
the electron decay mode, the averaged relative uncertainty
is �3:6% and for the muon decay mode �5:9%. To take
into account the uncertainties of the branching fractions
used in the MC simulation, we repeat the WS fits, changing
the amount of the total WS-correlated background by the
average uncertainties on the branching fractions. The dif-
ferences between the resulting RM values and the default
values are taken as the systematic uncertainty from this
source; they are listed in Table VIII, line 2.

This procedure is conservative for two reasons. First, by
varying the total correlated background instead of varying
its individual components, the uncertainties on the branch-
ing fractions are implicitly considered to be 100% corre-
lated, resulting in the maximum possible systematic
uncertainty. Second, the modes comprising the correlated
background contribute significantly also to the uncorre-

lated background. Taking this into account would lead to
a smaller change in RM.
This uncertainty is larger in the muon decay mode,

because the probabilities to misidentify a pion or kaon as
a muon are much larger than the corresponding probabil-
ities for misidentification as an electron. Consequently, in
the muon decay mode the fraction of the correlated back-
ground is significantly larger (see Table V), its �M shape
tends to lower values (see Fig. 11), and its averaged un-
certainty of the branching fractions is larger.
The systematic uncertainty from this source is the same

for the SVD-1 and SVD-2 subsample. Since a significant
part of the correlated background is due to decays common
to the electron and the muon decay modes, the systematic
uncertainties for both decay modes are highly correlated.
Hence the systematic uncertainty from this source will be
treated as 100% correlated for all four subsamples (e� 1,
e� 2, �� 1, �� 2).

3. The �M shape of the WS uncorrelated background

We also conservatively account for the uncertainty of the
�M shape of the WS uncorrelated background. We vary
N A within the limits given by the statistical uncertainties
of the r155 values in Table VI. The r155 statistical uncer-
tainty for the data is�0:18 in the electron decay mode and
�0:16 in the muon decay mode. For the embedded slow
pion sample, the r155 value changes by 0.1 for �N A ¼ 5.
Hence N A is varied by �9 in the electron decay mode,
and by �8 in the muon decay mode. With the new �M
distributions we repeat the fit to WS data, recalculate the
RM values, and quote the differences from the default
values as the systematic uncertainties from this source.
These uncertainties are listed on line 3 of Table VIII.
Since N A is determined for the electron and muon

decay mode separately and the uncertainty on N A is
statistical in nature, this systematic uncertainty is consid-
ered to be completely uncorrelated between both decay
modes. On the other hand, N A is determined for SVD-1
and SVD-2 subsamples together; hence, the uncertainty is
treated as completely correlated between them.

TABLE VIII. A summary of the systematic uncertainties on RM, the total systematic uncertainty in each subsample, and the
combined (summed in quadrature) statistical and systematic uncertainty. Values are given in units of 10�4.

Source e� 1 e� 2 �� 1 �� 2

1 fitting histo. statistics �1:54 �0:91 �2:64 �1:81
2 WS-correlated bkg. �0:37 þ0:39

�0:38
þ2:98
�2:89

þ3:05
�2:97

3 WS uncorrelated bkg. þ1:30
�1:88

þ1:70
�1:85

þ2:58
�2:82

þ1:57
�3:20

4 imperfect txy �0:05 �0:02 �0:01 þ0:25
�0:33

5 associated signal þ0:01
�0:00 �0:00 þ0:09

�0:10 �0:02
6 RS correlated bkg. �0:00 �0:00 �0:01 �0:04

Total systematic þ2:05
�2:46

þ1:97
�2:10

þ4:75
�4:83

þ3:89
�4:74

Statisticalþ systematic þ5:58
�5:74

þ3:66
�3:73

þ8:53
�8:57

þ5:86
�6:45
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4. Proper decay time distribution

To check the reliability of efficiencies �iRS and ratios

�iRS=�
i
WS, and to estimate the effect of the imperfect fit to

the proper decay time distribution, the values of �iRS are

compared to an alternative estimate from the fit to �M,

�i;�MRS ¼ Ni
RS=N

tot
RS. This method accounts for the influence

of the associated signal in the txy distribution. In a majority

of the txy subintervals, �
i
RS and �

i;�M
RS typically agree within

�2%, the largest discrepancies being �9:8% and þ4:4%.
For the integrated 1:6< txy < 9:0 interval, they agree

within 0.8%–1.4% for the four subsamples.
To estimate the effect of the discrepancies, the relative

difference between �iRS and �
i;�M
RS is assigned as the relative

uncertainty on �iRS=�
i
WS. Hence we reduce the six effi-

ciency ratios simultaneously by this uncertainty and repeat
the RM calculation; we then increase the ratios by this
uncertainty and again recalculate RM. The difference be-
tween the resulting RM value and the default fit is quoted as
the systematic uncertainty from this source. It is very small
and can be found on line 4 of Table VIII.

5. The amount of the associated signal

The systematic error due to the uncertainty in the asso-
ciated signal fraction is estimated by varying the fraction
and repeating the fitting procedure. Taking into account the
uncertainties on the measured branching fractions [23] of
the associated signal decay channels, we conservatively
vary the amount of associated signal by �40%. We recal-
culate the RM values and compare them to the default RM

value; we quote the differences as the systematic uncer-
tainty from this source. From Table VIII (line 5) one can
see that it is almost negligible.

6. The amount of the RS correlated background

From MC simulation studies we find that in the electron
decay mode the largest contributions to the RS correlated
background come from the following decays: D0 !
K��þ�0 (33% of the RS correlated background), D0 !
K��þ�0�0 (14%), and D0 ! K�eþ�e (13%). In total
60% of the RS correlated background comes from these
three decays.

In the muon decay mode, the largest contributions
to the RS correlated background come from D0 !
K��þ�0 (43%), D0 ! K��þ�0�0 (17%), and D0 !
K��þ���þ (12%). In total 72% of the correlated
background comes from these decays. We calculate the
weighted average of the relative uncertainties of the
branching fractions [23] for the stated decay modes. For
the electron decay mode the averaged relative uncertainty
is �4:3% and for the muon decay mode �4:4%.

We repeat the RS fits, changing the amount of the total
correlated background by the average uncertainties on the
branching fractions. The differences between the obtained
values of RM and the default values are taken as the

systematic uncertainty from this source. They can be found
in Table VIII (line 6) and are negligible.

7. Total systematic uncertainty and the final result

The final result of the measurement is obtained by
averaging the results for the four subsamples, e� 1, e�
2, �� 1, and �� 2. As explained at the beginning of
Sec. V, the results obtained by method (3) are used (quoted
in Table VII) as combined.
The contributions to the systematic uncertainty are di-

vided into three categories:
(a) The systematic uncertainty that is completely corre-

lated between all four subsamples. This is the error
due to the uncertainty of the WS-correlated back-
ground fraction, Sec. VA2.

(b) The systematic uncertainty that is completely corre-
lated between the SVD-1 and SVD-2 subsamples
and is uncorrelated between the electron and the
muon decay mode. Such a contribution comes
from the uncertainty of the �M shape of the un-
correlated WS background, Sec. VA3.

(c) The systematic uncertainties that are uncorrelated
between the four subsamples, or are very small. The
main contribution comes from the uncertainty due to
the finite statistics of the fitting distributions,
Sec. VA1. The uncertainties from all the remaining
sources are also added.

To obtain the final result and its uncertainty, taking into
account the systematic uncertainties, we adopt the follow-
ing procedure:
(1) For each of the four subsamples, we add to the

statistical uncertainty in quadrature all the uncer-
tainties from category (c).

(2) We perform the �2 fit to the SVD-1 and SVD-2 RM

values in the electron and muon decay mode to
obtain the averaged value for the electron and
muon decay mode, ð�0:56� 2:76Þ � 10�4 and
ð5:89� 4:02Þ � 10�4, respectively. The quoted un-
certainties include the statistical uncertainty and the
uncertainties (c).

(3) To add the uncertainty (b) for the electron decay
mode, we first simultaneously increase and then
simultaneously decrease the results for the e� 1
and e� 2 subsamples by the uncertainty (b) and
repeat step (2). The difference from the default
result of step (2) is added in quadrature to the
uncertainty obtained in step (2). The result for the
electron decay mode, including the statistical uncer-
tainty and systematic uncertainties (b) and (c), is
ð�0:56þ3:19

�3:33Þ � 10�4. We perform the same proce-

dure also for the muon decay mode; the result is
ð5:89þ4:43

�5:07Þ � 10�4.

(4) We perform a �2 fit to the results for the electron and
muon decay mode, obtained in step (3); the result is
ð1:27� 2:70Þ � 10�4. The obtained mean value is
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the final result, but the uncertainty needs to be
increased by the uncertainty (a).

(5) To account for the uncertainty (a) we first simulta-
neously increase and then simultaneously decrease
the initial four RM values by the uncertainties (a)
and repeat the steps (1)–(4). The difference from the
default result, þ1:13

�1:11 � 10�4, is added in quadrature

to the uncertainty previously obtained from step (4)
to obtain the final uncertainty of the result.

The total uncertainty of the final result is�2:93� 10�4.
We calculate the contribution of the systematic uncertainty
as the difference between the total uncertainty and the
statistical uncertainty [Eq. (22)], 2:932 � 2:162 ¼ 1:982.
The final result is then

RM ¼ ð1:3� 2:2� 2:0Þ � 10�4; (23)

where the first uncertainty is statistical and the second
systematic. As this value is close to the boundary of the
physical region (RM � 0) we use the Feldman-Cousins
approach [26] to calculate upper limits:

RM < 6:1� 10�4 at the 90% confidence level; (24)

RM < 7:0� 10�4 at the 95% confidence level: (25)

With systematic uncertainties included, the final results for
the electron and muon decay modes are

Re
M ¼ ð�0:6� 2:7þ1:8

�2:1Þ � 10�4; (26)

R�
M ¼ ð5:9� 3:7þ3:9

�4:5Þ � 10�4: (27)

The RM values for the four subsamples, including the
systematic uncertainty, and the combined result are shown
in the right plot in Fig. 16.

The increase in the sensitivity of the current result,
compared to the one published in [7], is caused partially
by the larger statistical power of the sample, but also by the
improvements in the measurement method. The statistical
uncertainty of the present result in the electron sample
[Eq. (26)] is about 22% smaller than one would expect
by appropriately rescaling the uncertainty of the result [7]
by the increase of the data set used. The improvement is
mainly due to improved selection criteria, improved neu-
trino reconstruction, and improvements in using the D0

proper decay time measurement. The systematic error of
the result in the electron sample is, however, larger than the
one published in [7] as it is estimated more conservatively.

VI. SUMMARY

Using a data sample with an integrated luminosity of
492:2 fb�1, collected by the Belle detector, we have
searched for D0- �D0 mixing using semileptonic decays of

the neutral charmed meson, D0 ! Kð�Þþe� ��e and D0 !
Kð�Þþ�� ���. We select D0 mesons produced via the decay

D�þ ! �þ
s D

0 and tag the flavor of the D meson at pro-
duction by the charge of the accompanying slow pion. The
measured mixing rate RM is consistent with no mixing in
both electron and muon decay modes. The combined result
accounts for the partially correlated systematic error and
yields RM ¼ ð1:3� 2:2� 2:0Þ � 10�4. Since it is consis-
tent with zero, we set upper limits on the mixing rate of
RM < 6:1� 10�4 at the 90% confidence level.
This result supersedes that published in Ref. [7] and

represents the most stringent experimental limit on RM

obtained to date from semileptonicD0 decays. Its accuracy
is significantly better than that of the world average of
previous measurements in semileptonic decays, RM ¼
ð1:7� 3:9Þ � 10�4 [4]. Although the sensitivity is not
sufficient to observe a positive mixing signal, it is worth
noting that in semileptonic decays no model uncertainties
can influence the result. The reported value of RM is in
agreement with the world average values of x ¼
ð0:87þ0:37

�0:34Þ% and y ¼ ð0:66þ0:21
�0:20Þ% [4] and it will help in

further constraining the D0 mixing parameters in combi-
nation with the results of the measurements in other decay
channels.
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APPENDIX

In the proper decay time fit the following functions are
used:
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The Lorentz function, centered at 0:

Lðt;bÞ ¼ b

�

 1

1þ ðbtÞ2 : (28)

The asymmetric Lorentz function, centered at 0:

Laðt; bl; brÞ ¼
8<
:

blbr
ðblþbrÞ� 
 1

1þðbltÞ2 ; t < 0
blbr

ðblþbrÞ� 
 1
1þðbrtÞ2 ; t � 0:

(29)
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