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Preface

The Sixth International Conference on Computational Science (ICCS 2006) was
held in Reading, United Kingdom, May 28-31 and continued the traditions of
previous conferences in the series: ICCS 2005 in Atlanta, Georgia, USA; ICCS
2004 in Krakow, Poland; ICCS 2003 held simultaneously at two locations in,
Melbourne, Australia and St. Petersburg, Russia; ICCS 2002 in Amsterdam,
The Netherlands; and ICCS 2001 in San Francisco, California, USA.

Since the first conference in San Francisco, rapid developments in Compu-
tational Science as a mainstream area facilitating multi-disciplinary research
essential for the advancement of science have been observed. The theme of ICCS
2006 was “Advancing Science through Computation”, marking several decades
of progress in Computational Science theory and practice, leading to greatly
improved applications science. The conference focused on the following major
themes: tackling Grand Challenges Problems; modelling and simulations of com-
plex systems; scalable algorithms and tools and environments for Computational
Science. Of particular interest were the following major recent developments in
novel methods and modelling of complex systems for diverse areas of science,
scalable scientific algorithms, advanced software tools, computational grids, ad-
vanced numerical methods, and novel application areas where the above novel
models, algorithms and tools can be efficiently applied such as physical sys-
tems, computational and systems biology, environmental systems, finance, and
others.

Keynote lectures were delivered by Mateo Valero (Director, Barcelona Su-
percomputing Centre) - “Tackling Grand Challenges Problems”; Chris Johnson
(Distinguished Professor, University of Utah) - “Visualizing the Future”; José
Moreira (IBM, Chief Architect, Commercial Scale Out) - “Achieving Break-
through Science with the Blue Gene/L Supercomputer”; Martin Curley (IN-
TEL, Global Director of Innovation and IT Research) - “IT Innovation: A New
Era”; Vaidy Sunderam (Samuel Candler Dobbs Professor of Computer Science,
Emory University, USA) - “Metacomputing Revisited: Alternative Paradigms
for Distributed Resource Sharing”; and Ron Bell (AWE plc.) - “The AWE HPC
Benchmark”.

In addition, two special sessions were held - one by industry and one by
the funding bodies. Three tutorials preceded the main technical program of the
conference: “Tools for Program Analysis in Computational Science” by Dieter
Kranzlmüller; “P-GRADE Portal” by P. Kascuk, T. Kiss and G. Sipos; and
“Scientific Computing on Graphics Hardware” by Dominik Göddeke. We would
like to thank all the keynote, the invited, and the tutorial speakers for their
inspiring talks.

Apart from the plenary sessions and tutorials the conference included twelve
parallel oral sessions and two poster sessions. Since the first ICCS in San
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Francisco the conference has grown steadily attracting increasing numbers of
researchers in the field of Computational Science. For ICCS 2006 we received
over 1,400 submissions, around 300 for the main track and over 1,100 for the
originally proposed workshops. Of these submissions, 98 were accepted as a full
papers and 29 as posters for the main track; and 500 were accepted as full pa-
pers, short papers or posters for the 32 workshops. This selection was possible
due to the tremendous work done by the Program Committee and the 720 re-
viewers. The author index contains over 1,000 names and over 600 participants
from all the major continents. The papers cover a wide variety of topics in Com-
putational Science, ranging from Grand Challenges problems and modelling of
complex systems in various areas to advanced numerical algorithms and new
scalable algorithms in diverse application areas and software environments for
Computational Science. The ICCS 2006 Proceedings consist of four volumes,
3991 to 3994, where the first volume contains the papers from the main track
and all the posters; the remaining three volumes contain the papers from the
workshops. ICCS this year is primary published on a CD and we would like to
thank Springer for their cooperation and partnership. We hope that the ICCS
2006 Proceedings will be a major intellectual resource for many computational
scientists and researchers for years ahead. During the conference the best papers
from the main track and workshops as well as the best posters were nominated
and commended on ICCS 2006 website. A number of selected papers will also
be published in special issues of relevant mainstream journals.

We would like to thank all workshop organisers and the program committee
for the excellent work, which further enhanced the conference’s standing and
led to very high quality event with excellent papers. We would like to express
our gratitude to Advanced Computing and Emerging Technologies Centre staff,
postgraduates and students for their wholehearted support of ICCS 2006. We
would like to thank the School of Systems Engineering, Conference Office, Fi-
nance Department and various units at the University of Reading for different
aspects of the organization and for their constant support in making ICCS 2006
a success. We would like to thank the Local Organizing Committee for their
persistent and enthusiastic work towards the success of ICCS 2006. We owe spe-
cial thanks to our sponsors: Intel, IBM, SGI, Microsoft Research, EPSRC and
Springer; and to ACET Centre and the University of Reading for their generous
support. We would like to thank SIAM, IMACS, and UK e-Science programme
for endorsing ICCS 2006.

ICCS 2006 was organized by the Advanced Computing and Emerging Tech-
nologies Centre, University of Reading, with support from the Section Compu-
tational Science at the Universiteit van Amsterdam and Innovative Computing
Laboratory at the University of Tennessee, in cooperation with the Society for
Industrial and Applied Mathematics (SIAM), the International Association for
Mathematics and Computers in Simulation (IMACS), and the UK Engineering
and Physical Sciences Research Council (EPSRC). We invite you to visit the
ICCS 2006 website (http://www.iccs-meeting.org/iccs2006/) and ACET Cen-
tre website (http://www.acet.reading.ac.uk/) to recount the events leading up
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to the conference, to view the technical programme, and to recall memories of
three and a half days of engagement in the interest of fostering and advancing
Computational Science.

June 2006 Vassil N. Alexandrov
G. Dick van Albada

Peter M.A. Sloot
Jack J. Dongarra



Organisation

ICCS 2006 was organised by the Centre for Advanced Computing and Emerging
Technologies (ACET), University of Reading, UK, in cooperation with the Uni-
versity of Reading (UK), the Universiteit van Amsterdam (The Netherlands),
the University of Tennessee (USA), Society for Industrial and Applied Math-
ematics (SIAM), International Association for Mathematics and Computers in
Simulation (IMACS) and Engineering and Physical Sciences Research Council
(EPSRC). The conference took place on the Whiteknights Campus of the Uni-
versity of Reading.

Conference Chairs

Scientific Chair - Vassil N. Alexandrov (ACET, University of Reading, UK)
Workshops Chair - G. Dick van Albada (Universiteit van Amsterdam,

The Netherlands)
ICCS Series Overall Chair - Peter M.A. Sloot (Universiteit van Amsterdam,

The Netherlands)
ICCS Series Overall Co-Chair - Jack J. Dongarra (University of Tennessee, USA)

Local Organising Committee

Vassil N. Alexandrov
Linda Mogort-Valls
Nia Alexandrov
Ashish Thandavan
Christian Weihrauch
Simon Branford
Adrian Haffegee
David Monk
Janki Dodiya
Priscilla Ramsamy
Ronan Jamieson
Ali Al-Khalifah
David Johnson
Eve-Marie Larsen
Gareth Lewis
Ismail Bhana
S. Mehmood Hasan
Sokratis Antoniou



X Organisation

Sponsoring Institutions

Intel Corporation
IBM
SGI
Microsoft Research
EPSRC
Springer
ACET Centre
University of Reading

Endorsed by

SIAM
IMACS
UK e-Science Programme

Program Committee

D. Abramson - Monash University, Australia
V. Alexandrov - University of Reading, UK
D.A. Bader - Georgia Tech, USA
M. Baker - University of Portsmouth, UK
S. Belkasim - Georgia State University, USA
A. Benoit - Ecole Normale Superieure de Lyon, France
I. Bhana - University of Reading, UK
R. Blais - University of Calgary, Canada
A. Bogdanov - Institute for High Performance Computing and Information

Systems, Russia
G. Bosilca - University of Tennessee, USA
S. Branford - University of Reading, UK
M. Bubak - Institute of Computer Science and ACC Cyfronet - AGH, Poland
R. Buyya - University of Melbourne, Australia
F. Cappello - Laboratoire de Recherche en Informatique, Paris Sud, France
T. Cortes - Universitat Politecnica de Catalunya, Spain
J.C. Cunha - New University of Lisbon, Portugal
F. Desprez - INRIA, France
T. Dhaene - University of Antwerp, Belgium
I.T. Dimov - University of Reading, UK
J. Dongarra - University of Tennessee, USA
C. Douglas - University of Kentucky, USA
G.E. Fagg, University of Tennessee, USA
M. Gerndt - Technical University of Munich, Germany



Organisation XI

Y. Gorbachev - Institute for High Performance Computing and Information
Systems, Russia

A. Goscinski - Deakin University, Australia
A. Haffegee - University of Reading, UK
L. Hluchy - Slovak Academy of Science, Slovakia
A. Hoekstra - Universiteit van Amsterdam, The Netherlands
A. Iglesias - University of Cantabria, Spain
R. Jamieson - University of Reading, UK
D. Johnson - University of Reading, UK
J. Kitowski - AGH University of Science and Technology, Poland
D. Kranzlmüller - Johannes Kepler University Linz, Austria
A. Lagana - Universita di Perugia, Italy
G. Lewis - University of Reading, UK
E. Luque - University Autonoma of Barcelona, Spain
M. Malawski - Institute of Computer Science AGH, Poland
M. Mascagni - Florida State University, USA
E. Moreno - Euripides Foundation of Marilia, Brazil
J. Ni The - University of Iowa, Iowa City, IA, USA
G. Norman - Russian Academy of Sciences, Russia
S. Orlando - University of Venice, Italy
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José Pŕıncipe, Justin C. Sanchez . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 546

Dynamically Adaptive Tracking of Gestures and Facial Expressions
D. Metaxas, G. Tsechpenakis, Z. Li, Y. Huang, A. Kanaujia . . . . . . . . 554

Intelligent Management of Data Driven Simulations to Support Model
Building in the Social Sciences

Catriona Kennedy, Georgios Theodoropoulos . . . . . . . . . . . . . . . . . . . . . . 562

Capturing Scientists’ Insight for DDDAS
Paul Reynolds, David Brogan, Joseph Carnahan, Yannick Loitière,
Michael Spiegel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 570



LXII Table of Contents – Part III

An MDA-Based Modeling and Design of Service Oriented Architecture
Adel Torkaman Rahmani, Vahid Rafe, Saeed Sedighian,
Amin Abbaspour . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 578

Advanced Data Driven Visualisation for Geo-spatial Data
Anthony Jones, Dan Cornford . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 586

Design and Analysis of Test Signals for System Identification
Bo Liu, Jun Zhao, Jixin Qian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 593

The Research on the Method of Process-Based Knowledge
Catalog and Storage and Its Application in Steel Product R&D

Xiaodong Gao, Zhiping Fan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 601

Parallel Monte Carlo Algorithms for Diverse
Applications in a Distributed Setting

Small WebComputing Applied to Distributed Monte Carlo Calculations
P.A. Whitlock, Dino Klein, Marvin Bishop . . . . . . . . . . . . . . . . . . . . . . . . 608

Monte Carlo Grid Application for Electron Transport
Emanouil Atanassov, Todor Gurov, Aneta Karaivanova,
Mihail Nedjalkov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 616

A Monte Carlo Algorithm for State and Parameter Estimation of
Extended Targets

Donka Angelova, Lyudmila Mihaylova . . . . . . . . . . . . . . . . . . . . . . . . . . . . 624

Error Analysis of a Monte Carlo Algorithm for Computing Bilinear
Forms of Matrix Powers

Ivan Dimov, Vassil Alexandrov, Simon Branford,
Christian Weihrauch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 632

Comparison of the Computational Cost of a Monte Carlo and
Deterministic Algorithm for Computing Bilinear Forms of Matrix
Powers

Christian Weihrauch, Ivan Dimov, Simon Branford,
Vassil Alexandrov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 640

International Workshop on Intelligent Storage
Technology (IST06)

Performance Analysis of the Cache Conscious-Generalized Search Tree
Won-Sik Kim, Woong-Kee Loh, Wook-Shin Han . . . . . . . . . . . . . . . . . . . 648



Table of Contents – Part III LXIII

A Database Redo Log System Based on Virtual Memory Disk
Haiping Wu, Hongliang Yu, Bigang Li, Xue Wei,
Weimin Zheng . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 656

Design and Implementation of an Out-of-Band Virtualization System
on Solaris 10

Yang Wang, Wei Xue, Ji-Wu Shu, Guang-Yan Zhang . . . . . . . . . . . . . . 663

High Performance Virtual Backup and Archive System
Dan Feng, Lingfang Zeng, Fang Wang, Peng Xia . . . . . . . . . . . . . . . . . . 671

Insurable Storage Services: Creating a Marketplace for Long-Term
Document Archival

Rahul Simha, K. Gopinath . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 679

Multi-dimensional Storage QoS Guarantees for an Object-Based
Storage System

Fei Mu, Jiwu Shu, Bigang Li, Weimin Zheng . . . . . . . . . . . . . . . . . . . . . . 687

Design and Implementation of a Random Data-Placement System with
High Scalability, Reliability and Performance

Kun Liu, Wei Xue, Di Wang, Jiwu Shu . . . . . . . . . . . . . . . . . . . . . . . . . . 695

Intelligent Agents in Computing Systems

Learning in a Multi-agent System as a Mean for Effective Resource
Management
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Abstract. Conventional distributed computing paradigms such as PVM and
MPI(CH) have had mixed success when translated to computing environments
that span multiple administrative and ownership domains. We analyze funda-
mental issues in distributed resource sharing particularly from the viewpoint of
different forms of heterogeneity – i.e. not just in the computing platforms, but
also in storage, network characteristics, availability, access protocols, robustness,
and dynamicity. We argue that effective multidomain resource sharing in the face
of such variability is critically dependent upon minimizing global state between
providers, and between providers and clients. The H2O framework has made one
step in this direction, by decoupling provider concerns from client requirements,
and enabling clients to (re)configure resources as required. H2O is based on a
“pluggable” software architecture to enable flexible and reconfigurable distrib-
uted computing. A key feature is the provisioning of customization capabilities
that permit clients to tailor provider resources as appropriate to the given appli-
cation, without compromising control or security. Through the use of uploadable
“pluglets”, users can exploit specialized features of the underlying resource, ap-
plication libraries, or optimized message passing subsystems on demand. The
next generation of this framework takes the second step, to virtualize and homog-
enize resource aggregates at the client side, thereby further reducing the degree of
coupling between providers, and between providers and clients. The system also
supports dynamic environment preconditioning to automate many of the tasks
required in multidomain resource sharing. The architecture and design philoso-
phies of these software frameworks, their implementation, recent experiences,
and planned enhancements are described, in the context of new paradigms and
directions for metacomputing.
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Abstract. The Blue Gene project started in the final months of 1999. Five years
later, during the final months of 2004, the first Blue Gene/L machines were be-
ing installed at customers. By then, Blue Gene/L had already established itself
as the fastest computer in the planet, topping the TOP500 list with the breathtak-
ing speed of over 70 Teraflops. Since the beginning of 2005, many other systems
have been installed at customers, the flagship machine at Lawrence Livermore
National Laboratory has greatly increased in size, and Blue Gene/L has estab-
lished itself as a machine capable of breakthrough science. We here examine why
Blue Gene/L is such an effective science machine, and report on some of the
more significant research being performed by scientists using Blue Gene/L sys-
tems today. We also explain why this is just the beginning, and why there is more
excitement ahead of us than behind us in the Blue Gene project.
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Abstract. Computers are now extensively used throughout science, engineer-
ing, and medicine. Advances in computational geometric modeling, imaging, and
simulation allow researchers to build and test models of increasingly complex
phenomena and thus to generate unprecedented amounts of data. These advances
have created the need to make corresponding progress in our ability to understand
large amounts of data and information arising from multiple sources. In fact, to
effectively understand and make use of the vast amounts of information being
produced is one of the greatest scientific challenges of the 21st Century.

Visual computing, which relies on and takes advantage of, the interplay among
techniques of visualization, computer graphics, virtual reality, and imaging and
vision, is fundamental to understanding models of complex phenomena, which
are often multi-disciplinary in nature. In this talk, I will first provide several ex-
amples of ongoing visual computing research at the Scientific Computing and
Imaging (SCI) Institute as applied to problems in computational science, engi-
neering, and medicine, then discuss future research opportunities and challenges.
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Abstract. This presentation will discuss the emerging discipline of IT Innovation,
a discipline where unique value can be created at the intersection of Information
Technology and Innovation. The presentation also shares the structure of an
emerging Innovation Capability Maturity Framework and Model while discussing
how computing trends such as multicore technology and virtualization will re-
ignite Moore’s law and provide a platform for Innovation that is unparalleled in
history.

IT Innovation is emerging as a new discipline, one which exists at the intersection of two
relatively immature disciplines, that of Information Technology and Innovation. Whilst
IT is increasingly being recognized as a discipline and the profession is reasonably well
developed, it is just in the last couple of years that business schools have started to
recognize that Innovation is not just something that happens by luck but perhaps is a
process that can be mastered. Driven by the power of Moore’s Law IT is a unique in-
novation resource, it’s transformative power and it’s ever improving performance/price
dynamic making it a very attractive transformation resource. However in parallel IT is
also a great resource for helping automate and manage the process of Innovation itself.

For any IT Innovation to be successful, at least six vectors need to be managed
successively in parallel

– Vision (Opportunity/Problem)
– IT enabled Solution
– Business Case
– Business Process Change
– Organizational Change
– Customer or Societal Change

To start with somebody has to have a vision of how a particular opportunity can be
exploited or how a particular problem can be solved through using information technol-
ogy or some combination thereof. Typically the vision will be evolved over time. While
IT Professionals often think the hardest part of any IT innovation is delivering the IT so-
lution, this often can be the easier part of achieving a new innovation. Since the dotcom
crash it is increasingly important and necessary to have a business case associated with
any new innovation. The dotcom crash meant that there was a swing from irrational
exuberance to irrational pessimism with respect to IT investment. Thankfully there is a
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modicum of rationality returning to IT investment but increasingly a solid business case
is a requirement for an innovation to proceed.

The next three vectors are where soft issues come into play and often can be the
most problematic part of delivering an IT innovation. Typically an IT Innovation will
deliver some form of business process change - in the past typically we saw business
process automation but now more often that not we seen business process transforma-
tion. This is often accompanies by organizational change, either in the form of new
behaviors, new roles or indeed new organization forms. Resource fluidity and organiza-
tional and ecosystem dynamics will have a significant influence on the organizational
vector. Finally and perhaps most importantly an Innovation is only successful if it is
adopted by the customer. Many of today’s IT enabled Innovations have societal impact
and society’s willingness and ability to accept an Innovation is a crucial modulator in
the success of an Innovation.

Looking at Innovation as a process there is increasing awareness that Innovation
perhaps could be managed as a process. Typically there are three processes involved
with an Innovation - cognitive, organizational/logistical and economic. In collaboration
with the National University of Ireland, Intel is working to develop an IT Innovation
Capability Maturity Framework (ITI CMF) and Model (ITI CMM) to provide orga-
nizations with a roadmap and assessment tool to help deliver more value through IT
innovation. This framework and model is based on the concept of systemic innovation
where synchronous improvements are made to organizational strategy, culture, tools
and metrics to help create a virtuous circle of Innovation.

Fig. 1. IT Innovation Capability Maturity Framework (IT CMF). Source: IVI Intel/National Uni-
versity of Ireland.

At the bottom level of the maturity curve the organization has no or ad hoc practices
for innovation but as the organization traverses through the curve it steadily increases
the maturity and quality of its Innovation Strategy, Culture, Tools and Metrics and ulti-
mately the innovation results. Level 5 maturity, i.e. systemic innovation is when Inno-
vation becomes a way of life and this typically means sustained new profitable growth
for a commercial organization.

In parallel with the maturing of IT Innovation as a discipline, IT as a technology
continues to evolve. Whilst some were concerned that Moore’s Law would peter out as
the laws of Physics became barriers for ever increasing frequency , the adoption of a
Multicore approach will revitalize and give Moore’s law another lease of life. There is a
fundamental shift happening in the PC industry as companies move away from increas-
ing the frequency of the CPU to increase performance to the adoption of parallelism as
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the key parameter for delivering better performance. This ”right-hand” turn will likely
deliver an acceleration of Moore’s’ Law. The years 2000 to 2004 saw an approximately
3X improvement in CPU performance but the advent of multicore is projected to deliver
a 10X improvement in just the next four years. Multicore is essentially the configuration
of multiple logical microprocessors on a single physical die.

Multicore will not just bring better performance, it will also bring better perfor-
mance per watt, larger throughput and better scalability. As a company Intel is on its
third generation of parallelism. Intel’s 1st generation of parallel computing was with
introduction of purpose-built multi-way servers (DP, MP and SMP). Intel’s 2nd gener-
ation of parallelism was with Hyper-threading or 2 virtual threads per core, this typ-
ically yield up to 30% performance gains on threaded code and enabled outstanding
multi-tasking usage benefits. Intel is now on its 3rd generation of threading with dual
core and beyond that combines multicore core with hyper threading for increased par-
allelism, throughput and versatility. In addition as Virtualization technology diffuses
into the marketplace the opportunity expands. Also multicore designs will deliver bet-
ter performance/watt as easing concerns on the growing power consumption for more
and more powerful machines.

As multicore technology develops and as the process of IT Innovation is more man-
aged and ultimately mastered, the future does look bright as a new era of IT Innovation
is ushered in.
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Abstract. Near the end of 2005, AWE, Aldermaston placed an order for a Cray
XT3 system with 3936 dual-core nodes (over 40 Tflops peak) to replace its exist-
ing HPC system. This paper describes the design of the benchmark used during
the preceding competitive procurement including separate capacity and capabil-
ity requirements analysis. Details are presented of the evaluation process and the
relative results of the six HPC systems evaluated. These include the more than 2-
times speedup obtained by Cray by tuning the source code of the most important
application.
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Abstract. We give the minisum ellipsoidal lp norm facility location
model. Our model includes both p ≥ 2 and p < 2 cases. We derive the
optimality conditions for our model and transform the optimality condi-
tions into a system of equations. We then solve the system by perturbed
Newton’s method. Some numerical examples are presented.

1 Introduction

We want to locate a new facility. The objective is to minimize the weighted sum
of distances from it to some existing facilities. In addition, the new facility is
required to be within some region. The distances from the new facility to some
resources, such as transportation centers, should not exceed some upperbounds.

Because it usually takes a long time and a large amount of capital to build
a facility, after its establishment, the facility is supposed to operate for a long
period. Since traffic between the existing locations and the new one occurs on
a regular basis during the facility’s life circle, it is important to calculate the
location of the new facility as accurate as possible. The approximation of road
distances by weighted lp distance measure has been studied in a series of papers
([3, 4], etc.), where it is argued with empirical study that lp distances weighted
by an inflation factor tailored to given regions can better describe the irregularity
in the transportation networks such as hills, bends, and are therefore superior to
the weighted rectangular and Euclidean norms. Denote the lp norm (Minkowski
distance of order p, p > 1) of a d-dimensional Euclidean space R

d as

lp(z)
def=

[
d∑

i=1

|zi|p
]1/p

.

In this paper, we measure distances by the ellipsoidal lp norm distance:

lpM (z) def= lp(Mz) ,

� Research supported by a JSPS postdoctoral fellowship for foreign researchers. I thank
suggestions and comments of an anonymous referee.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 8–15, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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where M is a linear transformation. It is not hard to see that lpM is a norm
when M is nonsingular. Note that the lpM distance is the lp norm when M is
the identity. The Euclidean distance (2-norm distance), the Manhattan distance
(l1 norm distance), and the Chebyshev distance (l∞ norm distance) are special
cases of lpM . The lpM distance also includes the lpb norm (see, for instance [2]):

lpb(z)
def=

[
n∑

i=1

bi|xi|p
]1/p

, bi > 0 (i = 1, . . . , n) .

The lpM distance measure can better describe the actual transportation networks
than the weighted lp distance or the lpb distance can. In real word, the road
connecting two points is not likely a straight line, but a curve, due to existing
landmarks or geographic conditions. The curvature of the road can be better
described via the rotation of the axes of the coordinates for the facilities and a
proper choice of p. In addition, the transportation costs on different segments
of a road may be different due to the physical conditions and traffic flows of
different segments. For instance, some segments may consist of bridges or uphills.
The difference can be modeled by the scaling of the axes. The model is more
accurate with different p’s and different transformation matrices for different
locations instead of one p and one M for all locations.

The rest of the paper is organized as follows. In §2, we give the ellipsoidal lp
norm facility location model. In §3, we derive optimality conditions for the model
and reformulate them into equations. We then give our perturbed Newton’s
method for the equations. In §4, we present some numerical examples.

2 The Mathematical Model

Let vectors f1, . . . , fn represent the n existing facilities, or demand points. Let
vectors fj (j = n + 1, . . . n+ s) represent the resources. It is possible that some
resources fj (n < j ≤ n + s) are just some existing facilities fi (1 ≤ i ≤ n). Let
vector x denote the new facility to be located. Below is our model:

min
x

n∑
i=1

wi ‖Mi(x− fi)‖pi
(1a)

s.t. Ax ≤ b (1b)
‖Mn+j(x− fn+j)‖pn+j

≤ rj (j = 1, . . . , s) . (1c)

In the above model, the weight wi > 0 (i = 1, . . . , n) is a combination of demands
and inflation factor which counts for the condition of transportation equipments,
cost of manpower, etc., for the existing facility fi. And Mi (i = 1, . . . , n + s)
are di-by-d matrices, which are not necessarily nonsingular. A is a given m-by-d
matrix. And b is a given vector of dimensionm. ri are constants. The constraints
(1b) give the region in which the new facility can be located. The constraints
(1c) specify that the new facility should be within certain distances from some
resources.
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Model (1) is reduced to the classic lp norm location problem if all Mi (i =
1, . . . , n+s) are the identity matrix and the constraints (1b) and (1c) are empty.

3 The Algorithm

In this section, we derive optimality conditions for (1) and reformulate them into
a system of equations. Then we present our global algorithm for the equations.

We first show that (1) is a convex program in order to give necessary and
sufficient conditions for optimality.

For any 0 ≤ λ ≤ 1, and x1, x2 ∈ Rd, by Minkowski’s inequality, we have
n∑

i=1

wi ‖Mi [λx1 + (1− λ)x2 − fi]‖pi
=

n∑
i=1

wi

∥∥λMi(x1 − fi)

+(1−λ)Mi(x2−fi)
∥∥

pi
≤λ

n∑
i=1

wi ‖Mi(x1 − fi)‖pi
+(1−λ)

n∑
i=1

wi ‖Mi(x2 − fi)‖pi
.

Therefore, the objective function (1a) is convex in x.
For i = 1, . . . , n+ s, define qi as the scalar satisfying 1

qi
+ 1

pi
= 1.

Next, we consider the Lagrangian dual to (1).
We use zil to denote the lth element of the vector zi, and Mil to denote the

lth row of the matrix Mi.
By Hölder’s inequality, when Mi(x− fi) �= 0,

wi ‖Mi(x− fi)‖pi
≥(‖zi‖qi

≤wi) zT
i Mi(x− fi) ,

where the equality holds iff

‖zi‖qi =wi, ‖Mi(x−fi)‖pi
pi
|zil|qi =wqi

i |Mil(x−fi)|pi , sign(zil)=sign [Mil(x−fi)] .

The subdifferential of ‖Mi(x − fi)‖ at any point where Mi(x − fi) = 0 is
{MT

i zi : ‖zi‖qi ≤ 1}.
Let η

def= (η1, . . . , ηs)T , λ
def= (λ1, . . . , λm)T denote the dual variables. Then

the dual to (1) is

max
λ≥0,η≥0

min
x

n∑
i=1

wi ‖Mi(x−fi)‖pi
+λT (Ax−b)+

s∑
j=1

ηj

(
‖Mn+j(x−fn+j)‖pn+j

− rj
)

= max
λ≥0,η≥0

min
x

max
‖zi‖qi

≤wi

(i=1,...,n)
‖zj‖qj

≤ηj

(j=n+1,...,n+s)

[
n∑

i=1

zT
i Mi(x− fi) + λT (Ax− b)

+
s∑

j=1

zT
j+nMj+n(x− fj+n)−

s∑
j=1

ηjrj

]
= max

λ≥0,η≥0
min
x

max
‖zi‖qi

≤wi (i=1,...,n)
‖zj‖qj

≤ηj (j=n+1,...,n+s)[(
n+s∑
i=1

zT
i Mi + λTA

)
x−

n+s∑
i=1

zT
i Mifi − λT b−

s∑
j=1

ηjrj

]
.
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Let z(x) denote the optimal solution of z to the inner maximization problem
for a fixed x. The first term in the above expression implies

∑n+s
i=1 z(x)T

i Mi +
λTA = 0; otherwise, the value of the second minimization is unbounded.

Therefore, the Lagrangian dual to (1) is:

minλ,η,zi

∑n+s
i=1 zT

i Mifi + λT b +
∑s

j=1 ηjrj
s.t.

∑n+s
i=1 M

T
i zi +AT λ = 0

‖zi‖qi ≤ wi (i = 1, . . . , n)
‖zj‖qj ≤ ηj (j = n+ 1, . . . , n+ s)
λ ≥ 0
η ≥ 0 .

(2)

The dual of the linearly constrained lp norm facility location problem has
been studied in [5]; however, our model includes the resource constraints (1c).

Assume there is a strict interior solution, i.e., ∃ x̃ ∈ Rd such that Ax̃ ≤ b
and ‖Mj(x− fj)‖pj

< rj (j = n + 1, . . . , n + s). Then there is no duality gap
between (2) and (1) (see for instance [6]), since the objective and the constraints
are convex. In the course of deriving (2), we also obtain that at an optimum,
the variables x, z,λ,η satisfy the following conditions:

n+s∑
i=1

MT
i zi +AT λ = 0 ,

ηj−n

(
r

pj

j−n − ‖Mj(x− fj)‖pj

pj

)
= 0 (j = n+ 1, . . . , n+ s) ,

ηj ≥ 0 (j = 1, . . . , s) ,
‖Mn+j(x− fn+j)‖pn+j

≤ rj (j = 1, . . . , s) ,

λi(bi −Aix) = 0 (i = 1, . . . ,m) ,
λi ≥ 0 (i = 1, . . . ,m) ,
Aix ≤ bi (i = 1, . . . ,m) ,

αi|zil|qi = |Mil(x− fi)|pi (i = 1, . . . , n; l = 1, . . . , di) ,
αj |zjl|qj = |Mjl(x− fj)|pj (j = 1 + n, . . . , n+ s; l = 1, . . . , dj) ,
sign(zil) = sign [Mil(x− fi)] (i = 1, . . . , n+ s; l = 1, . . . , di) ,

αi(wi − ‖zil‖pi) = 0 (i = 1, . . . , n) ,
‖zi‖qi ≤ wi (i = 1, . . . , n) ,

αn+j(ηj − ‖zn+j‖pn+j) = 0 (j = 1, . . . , s) ,
‖zn+j‖qn+j ≤ ηj (j = 1, . . . , s) ,

where we define both sign(0) = 1 and sign(0) = −1 to be true and use Ai to
denote the ith row of A.

Usually the new facility is not located on the existing facility or resource
sites. Therefore, we assume the linear constraints Ax ≤ b excluding fi (i =
1, . . . , n+ s). Then, we can omit the variables αi (i = 1, . . . , n+ s), since

‖zi‖qi = wi (i = 1, . . . , n) , ‖zj‖qj = ηj (j = n+ 1, . . . , n+ s) .
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The optimality conditions are reduced to the following:

n+s∑
i=1

MT
i zi +AT λ = 0 ,

ηj

(
r

pn+j

j − ‖Mn+j(x− fn+j)‖pn+j

pn+j

)
= 0 (j = 1, . . . , s) ,

ηj ≥ 0 (j = 1, . . . , s) ,
‖Mn+j(x− fn+j)‖pn+j

≤ rj (j = 1, . . . , s) ,

λi(bi −Aix) = 0 (i = 1, . . . ,m) ,
λi ≥ 0 (i = 1, . . . ,m) ,

Ax ≤ b ,(
di∑

l=1

|Mil(x − fi)|pi

) 1
qi

|zil| = wi |Mil(x− fi)|
pi
qi (i = 1, . . . , n; l = 1, . . . , di) ,

⎛⎝ dj∑
l=1

|Mjl(x− fj)|pj

⎞⎠
1

qj

|zjl| = ηj−n |Mjl(x− fj)|
pj
qj

(j = n+ 1, . . . , n+ s; l = 1, . . . , dj) ,
sign(zil) = sign [Mil(x− fi)] (i = 1, . . . , n+ s; l = 1, . . . , di) .

However, the above system is not easy to solve, because it includes both
equalities and inequalities. Next, we use the nonlinear complementarity function
min to reformulate the complementarity conditions in order to transform the
above system into a system of equations (3), which can be solved by Newton’s
method. Note that min(a, b) = 0 is equivalent to a ≥ 0, b ≥ 0, and at least one
of a, b is 0. To avoid some nonsmooth points, we distinguish between pi ≥ 2 and
pi < 2 in our formulation. Notice that pi ≥ 2 ⇒ qi ≤ 2 and pi ≤ 2 ⇒ qi ≥ 2.

From 1
pi

+ 1
qi

= 1, (i = 1, . . . , n+ s), we have

pi

qi
= pi − 1 =

1
qi − 1

,
qi
pi

= qi − 1 =
1

pi − 1
.

The system of equations (3) is given on page 13.
Let F represent the left-hand-side of (3). Let Ψ def= F ′F

2 . Any global opti-
mization method that locates a global minimal solution to Ψ solves (1). We use
the gradient decent method with perturbed nonmonotone line search for almost
everywhere differentiable minimization [7] to find a global minimum of Ψ .

The Algorithm

Denote u def= (x; λ; η; z). Let ∆u represent the Newton’s direction to (3).

Initialization. Set constants s > 0, 0 < σ < 1, β ∈ (0, 1), γ ∈ (β, 1), nml ≥ 1.
For each k ≥ 0, assume Ψ is differentiable at uk. Set k = 0.
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Do while. ‖F‖∞ ≥ opt, ∥∥uk+1 − uk
∥∥
∞ ≥ steptol, and k ≤ itlimit.

1. Find the Newton’s direction for (3): ∆uk.
2. (a) Set αk,0 = s, i = 0.

(b) Find the smallest nonnegative integer l for which

Ψ(uk)− Ψ (
uk + βlαk,i ∆uk

) ≥0≤j≤m(k) −σβlαk,i∇Ψ(uk)T ∆uk.

where m(0) = 0 and 0 ≤ m(k) ≤ min[m(k − 1) + 1, nml].
(c) If Ψ is nondifferentiable at

(
uk + βlαk,i ∆uk

)
, find t ∈ [γ, 1) so that

Ψ is differentiable at
(
uk + tβlαk,i ∆uk

)
, set αk,i+1 = tβlαk,i, i +

1 → i, go to step 2b.
Otherwise, set αk = βlαk,i, uk+1 = uk + αk ∆u, k + 1 → k.

The Equations F (u) = 0

n+s∑
i=1

MT
i zi +AT λ = 0 (3a)

min
[
ηj−n, r

pj

j−n − ‖Mj(x− fj)‖pj

pj

]
= 0 (j = n+ 1, . . . , n+ s) , (3b)

min (λi, bi −Aix) = 0 (i = 1, . . . ,m) , (3c)(
di∑

l=1

|Mil(x− fi)|pi

) 1
qi

zil − wi |Mil(x− fi)|
pi
qi sign (Mil(x − fi)) = 0

(i ∈ {1, . . . , n}, pi ≥ 2; l = 1, . . . , di)

(3d)

(
di∑

l=1

|Mil(x− fi)|pi

) 1
pi

|zil|
qi
pi sign(zil)− w

qi
pi

i Mil(x− fi) = 0

(i ∈ {1, . . . , n}, pi < 2; l = 1, . . . , di)

(3e)

⎛⎝ dj∑
l=1

|Mjl(x− fj)|pj

⎞⎠ 1
qj

zjl − ηj−n |Mjl(x− fj)|
pj
qj sign (Mjl(x− fj)) = 0

(j ∈ {n+ 1, . . . , n+ s}, pj ≥ 2; l = 1, . . . , dj)

(3f)

⎛⎝ dj∑
l=1

|Mjl(x− fj)|pj

⎞⎠
1

pj

|zjl|
qj
pj sign(zjl)− η

qj
pj

j−nMjl(x− fj) = 0

(j ∈ {n+ 1, . . . , n+ s}, pj < 2; l = 1, . . . , dj) .

(3g)

4 Numerical Experiments

We have implemented the above algorithm in MATLAB. We adopt the
suggested parameters in [1]. The machine accuracy of the computer running
the code is ε = 2.2204e − 16. Our computer program stops either



14 Y. Xia

‖F‖∞ < opt = ε1/3 = 6.0555e−5, or the infinity norm of the Newton’s direction
is less than steptol = ε2/3; or the number of iterations exceeds itlimit = 100.
We set s = 1, β = 0.5, σ = 1.0e− 4, nml = 10.

Below is a numerical example with 10 existing facilities and 2 resources:

f1 = (0.8175669, 0.9090309, 0.2491902), f2 = (0.3332802, 0.4928804, 0.0171481),
f3 = (0.5420494, 0.8212501, 0.3767346), f4 = (0.5911344, 0.9217661, 0.6447813),
f5 = (0.2692597, 0.2433543, 0.6320366), f6 = (0.9949809, 0.8636484, 0.3300618),
f7 = (0.5093652, 0.9573201, 0.1044826), f8 = (0.2043801, 0.8580418, 0.2739731),
f9 = (0.1839796, 0.2708408, 0.7940208), f10 = (0.4267598, 0.0453742, 0.1054062),
f11 =(0.2745187, 0.5993611, 0.1221155), f12 =(0.2181376, 0.9671702, 0.5442553).

The weights for f1, . . . , f10 are: w=(0.7781196, 0.2842939, 0.0304183, 0.4431445,
0.2179517, 0.5138524, 0.3852747, 0.4875440, 0.4408099, 0.6238188).

The p for f1, . . . , f12 are p = (1.7, 1.5, 2.5, 2.1, 2.5, 2.1, 2.3, 2.5, 2.5, 2.1, 2.9, 1.9).
The transformation matrices for the distance measure between the new facility

and the existing facilities and the resources are:

M1 =

⎡⎣0.4043783 0.2878919 0.5358692
0.4152851 0.5412418 0.2719560
0.3998512 0.3457063 0.3102344

⎤⎦ M2 =

⎡⎣0.6493642 0.4302950 0.8370728
0.9980712 0.2561977 0.7632986
0.2469849 0.1924696 0.8870779

⎤⎦
M3 =

⎡⎣0.3580290 0.1878973 0.5333254
0.5734145 0.0221892 0.1189078
0.8408229 0.0575776 0.8342093

⎤⎦ M4 =

⎡⎣0.3855365 0.5720651 0.8868140
0.0013690 0.1720985 0.6703435
0.5097000 0.4759156 0.7431721

⎤⎦
M5 =

⎡⎣0.1805674 0.2649339 0.6593017
0.9350963 0.9854972 0.6605832
0.9342599 0.8032064 0.4336484

⎤⎦ M6 =

⎡⎣0.6954798 0.2586548 0.0355097
0.7623554 0.3843390 0.4729695
0.4053601 0.0080771 0.2474898

⎤⎦
M7 =

⎡⎣0.0132654 0.9779720 0.0447804
0.6306576 0.7188327 0.8326453
0.5479869 0.5564485 0.2328634

⎤⎦ M8 =

⎡⎣0.1321284 0.6354911 0.6550676
0.4827887 0.5106806 0.1679761
0.5706509 0.5329994 0.1684392

⎤⎦
M9 =

⎡⎣0.5942561 0.9369910 0.3738004
0.8647487 0.7414568 0.2842745
0.1066821 0.7481810 0.2772064

⎤⎦M10 =

⎡⎣0.7579091 0.6877772 0.4022239
0.1689570 0.2506596 0.7048818
0.1025312 0.9542088 0.6352403

⎤⎦
M11=

⎡⎣0.0136439 0.2677678 0.4533213
0.8115766 0.2669812 0.5141040
0.2874519 0.7550024 0.1576553

⎤⎦M12=

⎡⎣0.8747555 0.7809548 0.8933810
0.8366846 0.5110550 0.1887794
0.8529809 0.5310465 0.3032273

⎤⎦
The data for the feasible region are

A =

⎛⎝−0.3725763 −0.6852143 −0.2041526
−0.9844071 −0.2049625 −0.8364794
0.4568025 0.3087572 0.0137238

⎞⎠,

b = (−0.8759974,−1.2869180, 0.5790744)T .

The upper bounds for the distances are r = (0.6361848, 0.5080279)T .
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We start from x = 0, z = 0, λ = 0, η = 0. Iterations are depicted in the
figure “Example 1”. We then perturb each element of b, A, f , randomly by a
real number in (−0.5, 0.5) respectively. The starting point for each perturbed
problem is the solution to “Example 1”. The iterations are described in the
figures: “Perturbation of A”, “Perturbation of b”, and “Perturbation of f”.
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Abstract. We consider the problem of analyzing influences in financial
networks by studying correlations in stock price movements of companies
in the S&P500 index and measures of influence that can be attributed to
each company. We demonstrate that under a novel and natural measure
of influence involving cross-correlations of stock market returns and mar-
ket capitalization, the resulting network of financial influences is Scale
Free. This is further corroborated by the existence of an intuitive set
of highly influential hub nodes in the network. Finally, it is also shown
that companies that have been deleted from the S&P500 index had low
values of influence.

1 Introduction

In a stock market, individual companies are influenced by each other. The nature
and measure of the influence of a company on another depends on various factors
including their sectors of operation, direct buyer-seller relation, acquisition, etc.
A quantity that measures the direct influence among companies is the relation-
ship between their stock price changes. This can be measured using the pairwise
correlations of the two stock prices averaged over a time window. Analysis of such
correlations, usually using matrices, is a well studied topic in computational fi-
nance. In this paper, following Kim et al [1], we pursue a graph theoretic approach
to obtain interesting structural properties in this correlation matrix. A weighted
discrete graph is constructed with the nodes representing the companies and the
weight of the edge between two companies equals the correlation. The analysis is
carried out on this graph.

Scale free graphs and networks have generated a lot of interest lately. A graph
is said to be scale free if the degree sequence of the graph follows a power law
- the probability that a vertex has k neighbors is proportional to kγ . Scale free
networks show up in a large number of real world scenarios, especially large
complex networks. For example, it is shown in [2] that the scale free property
applies to the world wide web graph consisting of documents as vertices, two
� The work of the first author was carried out while he was visiting the John F. Welch

Technology Centre, Bangalore 560066, India.
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documents being connected if a hyperlink points one document to the other.
Many social and business networks are also scale free [3]. In nature, one finds
that cellular metabolic networks and protein interaction networks are scale free
[4, 5]. Scale free networks have some interesting properties. There are a few nodes
with very high degree of connectivity - called hubs. Most nodes on the other
hand have very few neighbors. A computer network that is scale free would be
resistant to random security attacks, but would be vulnerable to planned attacks
on the hubs, see [6]. A popular theoretical model for the evolution of scale free
networks uses the notion of preferential attachment and growth - a new vertex
that is added attaches itself, with higher probability, to vertices that are already
highly connected. See [7, 8, 9].

In this paper, we study the network of companies in the S&P500 index. [1]
used cross correlations as the metric and defined the influence of a company as
the absolute sum of the crosscorrelations involving the company and conjectured
that the resulting influence graph would be scale free. Here, note that the graph is
a weighted fully connected graph and scale free refers to the existence of a power
law governing the set of influences. Our analysis of similar data shows that under
the measure in [1] the companies with the largest influence tended to all come
out of the same sector, namely, semiconductor sector and included many rela-
tively smaller companies. We present a novel alternate measure involving cross
correlations and market capitalization under which the S&P500 influence net-
work is scale free. Also, the list of companies with large influence is intuitive. We
also examine the companies that have been deleted from the index in 2004-2005
and observe that the deleted ones indeed had low influence over a period of time.

The rest of the paper is organized as follows. Section 2 provides the details of
the data used. Section 3 discusses the different measures of influence and ana-
lyzes the results obtained. Finally, section 4 summarizes the results and provides
direction for further work.

2 Data

The daily stock price data, adjusted for splits and dividends, for S&P500 compa-
nies from 1994 to 2005 was downloaded from the website www.finance.yahoo.com.
Only companies that remained in the index from 1994 to 2004 were considered for
the main part of the analysis. The final experiments were done for 416 companies
that remained after data cleaning. The market capitalization values for these com-
panies were downloaded for a particular day in July 2005 as a representative value.
We calculated the cross correlations and influence values over the period 1994 to
2005 for various window sizes ranging from 3 months to 4 years. In this paper, we
present some representative results.

3 Analysis and Results

Let the stock price of company i(i = 1, ..., N) at time t be Yi(t). The return of
the stock price after a time-interval ∆t is given by
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Si(t) = lnYi(t+∆t)− lnYi(t), (1)

meaning the geometrical change of Yi(t) during the interval ∆t. We take ∆t = 1
day for the following analysis. The cross-correlations between individual stocks
are considered in terms of a matrix C, whose elements are given as

Ci,j =
< SiSj > − < Si >< Sj >√

(< S2
i > − < Si >2)(< S2

j > − < Sj >2)
, (2)

where the brackets mean a temporal average over the period we studied. Then
Ci,j can vary between [−1, 1], where Ci,j = 1(−1) means that two companies
i and j are completely positively(negatively) correlated, while Ci,j = 0 means
that they are uncorrelated. It is known that the distribution of the coefficients
{Ci,j} is a bellshaped curve, and the mean value of the distribution is slowly
time-dependent, while the standard deviation is almost constant. The time-
dependence of the mean value might be caused by external economic environ-
ments such as bank interest, inflation index, exchange rate, etc, which fluctuates
from time to time. To extract intrinsic properties of the correlations in stock
price changes, we look at the following quantity as in [1],

Gi(t) = Si(t)− 1
N

∑
i

Si(t), (3)

where Gi(t) indicates the relative return of a company i to its mean value over
the entire set of N companies at time t. The cross-correlation coefficients are
redefined in terms of Gi,

wi,j =
< GiGj > − < Gi >< Gj >√

(< G2
i > − < Gi >2)(< G2

j > − < Gj >2)
. (4)

To check that the distribution P (w) is time-independent, [1] looked at P (w)
by taking temporal average in equation (4) over each year from 1993 to 1997.
The distribution of {wi,j} for the period 1994− 1997 are shown in Figure 1 and
match the distribution obtained by [1].

Let us now look at the weighted graph defined as follows - the vertices of the
graph are individual companies, each pair (i, j) of vertices has an edge between
them with an associated weight ei,j . The value ei,j represents the influence that
the companies exert on each other. The total influence strength si of company
i can then be defined as the sum of the weights on the edges incident upon the
vertex i, that is,

si =
∑

j

ei,j , (5)

What will be a good way to calculate ei,j? Does it depend only on the cross-
correlation coefficients? Should the influence of company i on j be the same as
that of j on i? [1] took ei,j = wi,j in the above definition of influence strength
(note that it is symmetric). For them,
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Fig. 1. Plot of the distribution of the cross correlation coefficients over the period
1994 to 1997. P (w) denotes the number of pairs of companies with cross correlation
coefficient w ± 0.005.

si =
∑
j �=i

wi,j . (6)

We obtained the values wi,j using stock prices of S&P500 companies over a
period of 4 years(1994-1997). It was observed that the definition in (6) assigns the
highest values of influence strengths to companies such as AMAT, PMCS, KLAC,
XLNX, LSI - surprisingly all of them in the semiconductor sector, while the
companies such as GE, JNJ, PG, XOM and MSFT all landed in lower influence
region (the symbols used for companies can be looked up for company name at
www.finance.yahoo.com). Upon analysis, it was inferred that this was caused by
a strong correlation between semiconductor companies, which in some cases was
as high as 0.6, a very rare value otherwise. The typical graph of the distribution
P (|s|) of the influence strength |s| looked like in Figure 2.

Above observations suggest using the values of market capitalizations of indi-
vidual companies while calculating the influence strengths. We first attempted
the following formula to calculate si,

si =
∑

j

wi,j ×Mj, (7)

whereMj is the market capitalization of company j. That is, the influence of two
companies A and B on the market should not be the same value if A exerts high
influence on bigger companies but B exerts high influence on smaller companies.
Also, for the case j = i(wi,j = 1), we are adding the market capitalization of
company i to si which makes intuitive sense. This definition of influence strength
moved many of the bigger companies to the top. The most influential companies
given by this formula are shown in Table 1. The influence strength was calculated
using a window of size two years(2003-04).
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Fig. 2. Plot of the influence strength distribution P (|s|) versus the absolute value of
the influence strength |s| as defined in [1]. (in double-logarithmic scales) P (|s|) denotes
the number of companies with influence s ± 1.5.

Table 1. Top influential companies under
equation (7)

Symbol Mkt Cap(B$) Infl Str(B$)
WFC 102.66 1069.33
PG 130.96 1047.74

XOM 376.28 1032.79
JNJ 192.66 980.272
BUD 35.67 964.955
BAC 181.41 938.318

PMCS 1.73 913.625
GE 368.24 875.932
C 241.69 842.594

PEP 88.05 832.869

Table 2. Top influential companies under
equation (8)

Symbol Mkt Cap(B$) Infl Str(B$)
XOM 376.28 720.45
PG 130.96 590.82
JNJ 192.66 589.969
BAC 181.41 555.194
GE 368.24 552.366

WFC 102.66 539.617
C 241.69 509.567

WMT 206.51 471.956
PEP 88.05 404.739
PFE 199.04 392.209

3.1 Scale Free Network

We now propose our final measure. To motivate, let us calculate the influence
of company i on the market in two steps. The symmetric measure of cross cor-
relation wi,j between i and j can not be interpreted as influence of i on j as
well as the influence of j on i. This is too simplistic. Suppose a company i with
market capitalization Mi(∼ 1B) is supplying a raw material to a manufacturer
j with market capitalization Mj(∼ 300B). Suppose further that the stock price
of i is correlated to that of j with wi,j(∼ 0.2). We propose that the influence
exerted by i on j, denoted Infl(i → j), is wi,j × Mi

Mi+Mj
. Similarly define the

influence by j on i. Now to calculate the influence of i on the market we will sum
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Fig. 3. Plot of the influence strength distribution P (|s|) versus the absolute value of the
influence strength |s| as given by equation (8)(in double-logarithmic scales). We looked
at the stock returns for two years 2003-2004. P (|s|) denotes the number of companies
with influence s ± 25

over all companies j the value of influence of i on j multiplied by the market
capitalization of j. This gives

si =
∑

j

Infl(i→ j)×Mj =
∑

j

wi,j × MiMj

Mi +Mj
. (8)

This definition of influence strength gives a much more satisfactory ranking
to companies. The top 10 companies are shown in Table 2.

Moreover, the plot of influence strength distribution P (|s|) as a function of |s|
follows a power-law, P (|s|) ∼ |s|−δ, with δ ≈ 2.2. See Figure 3. Thus the network
of influences among these companies is indeed scale free. The outliers towards
the high influence region may be attributed to extremely dominant companies
in separate sectors. In particular, note that P (|s|) in these cases is small.

Comparison of the Walt Disney Co and Texas Instruments Inc(both with
market capitalization ∼ 50B) calculated over various 6 month windows between
2001 and 2004 shows that our measure does not give undue importance to market
capitalization (See Figure 4).

3.2 Deletion

Finally, we looked at some companies that were deleted from the S&P500 re-
cently, namely, American Greetings(Apr ’04), Thomas and Belts(Aug ’04), Wor-
thington Industries(Dec ’04) and Deluxe Corp.(Dec ’04). Figure 5 shows the
influence strength of these companies for the eight half-yearly periods between
Feb 2001 and Feb 2005. A downward trend in their influence strengths just be-
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Fig. 5. Influence strengths of AM, DLX, TNB and WOR between Feb 2001 and Feb
2005. These were removed from the list of S&P500 companies in 2004. Note the low
values relative to the companies in Table 2 having influence > 350.

fore being removed from the S&P500 index is seen. Also these influence strength
values are substantially less than most of the other companies.

4 Conclusion

We demonstrate a weighted scale free network of influences that exists among
S&P500 companies. We have come up with a measure for the influence of a
company on another as well as on the whole market by utilizing cross-correlations
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on movements of stock prices as well as market capitalization. Our definition for
the influence strength is observed to intuitively give a satisfactory ranking to
the S&P500 companies and can also explain the deletion of companies from this
index in the period from 2004 to 2005. Some open questions include analysis of
other financial networks, analysis of the theoretical models for scale free networks
in this context. An important problem is to derive methods of risk analysis for
finance, supply chain and other domains incorporating concepts from the theory
of scale free networks.
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Abstract. On the base of the chosen models, the comparison of simu-
lation and optimization possibilities for languages DYNAMO and COS-
MIC & COSMOS, is presented. The computational techniques, for exam-
ple: integration facilities, optimization opportunities, are the main point
of interest for this comparison.

1 Introduction

The problem of modelling, simulation and optimization of complex, nonlinear,
dynamical and multilevel systems, authors already have undertaken in many
papers (see [3, 4, 5, 6, 7, 8, 9, 10, 11]). In mentioned works the main attention on
the problem of modelling, structure of object, results of experiments, were paid.
Now we are concentrating on some technical aspects of realization of these experi-
ments using languages: Professional DYNAMO and COSMIC & COSMOS [1,13].
The computational techniques, for example: integration facilities, optimization
opportunities, are the main point of interest. Specially, two different philosophies
of embedding simulation and optimization, will be undertaken. The locally or
globally solutions can be confronted with the decision-makers preferences and
objectives, giving interesting issues for building, for example, decision support
systems.

2 Some Technical Aspects of Computational
Opportunities for Languages: DYNAMO and
COSMIC & COSMOS

Realization of simulation and optimization experiments on models type System
Dynamics [2,3,4,5,6,7,8,9,10,11] requires special languages and computational
techniques.
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Two main problems have occured. The one is connected with integration in
simulation computation in models of complex, nonlinear, dynamic and multi-
level systems. The second problem is related with two philosophies of, so called,
embedding simulation in optimization and vice versa on models type System
Dynamics.

The Professional DYNAMO [13] provides two types of integration:

– Euler method,
– Runge-Kutta method.

If the Euler’s method is used, attention should be paid to a proper choice of
the simulation step.If the Runge-Kutta method is used, the simulation step is
automatically partitioned to obtain a solution for a given exactness. The example
of using both methods is described in paper [7].

In COSMIC (Computer Oriented System Modelling – Integrated Concept)
the main attention is paid on simulation step and delays (different orders). To
ensure that instability does not occur from delays, the value of DT should be
one quarter of the smallest first order delay or one twelfth of the smallest third
order delay duration specified in the model (see [1, pp. 34–35]).

The second technical aspect of computational opportunities of mentioned
languages is optimization facilities. COSMOS (Computer – Oriented System
Modelling Optimization Software) is a software tool which automatically links
a dynamic simulation model to an optimization package. This facility makes it
possible to apply powerful optimization techniques to:

– the fine tuning of policies in the model (Direct Optimization),
– sensitivity analysis of the model (Base Vector Analysis),
– simplification of the structure of the model (Simplification),
– exploring the effects of forecasting and forward planning in the model (Plan-

ning Horizon).

All of these types of optimization are, so called, simulation embedded in opti-
mization. Different philosophy is the optimization embedded in simulation model
type System Dynamics. Generally speaking, locally in structure of the model is
embedded the optimized decision rule, which dynamically, during horizon of
simulation, is changing the structure of model, giving solution (or pseudoso-
lution [12]) which optimized the chosen objective function. Such embedding,
authors already have applied in some models [6, 9].

3 Comparison of Simulation and Optimization
Possibilities

The scope of the paper not allows to undertaken all interesting aspects of men-
tioned comparison. Lets concentrate of one of them. The problem of embedding
optimization in simulation of System Dynamics models is connected with evolu-
tion of structure in these models, and applying “hybrid” ideas. Below the idea
of such evolution, in the scheme of the main structure of the computational
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Fig. 1. Block diagram of optimization embedded in simulation on System Dynamics
model – on a base of the example of model DYNBALANCE(2-2) [9]

program is presented on Figure 1. For comparison, the block diagram of simu-
lation embedded in optimization on models type System Dynamics is presented
on Figure 2.

Comparing both diagrams, we can see that in first case the achieved solution
has locally meaning. Contrary, in second case we have obtained the globally
optimized solution. Reminding, that objective function measures interesting as-
pects of dynamic behaviour of systems (we put attention, our preferences on
them), we obtain solution optimal in whole horizon of simulation. Such are the
technical possibilities of both computational programs in appropriate languages:
DYNAMO and COSMIC & COASMOS.
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Fig. 2. Block diagram of simulation embedded in optimization on System Dynamics
model – on a base of the example of model DYNBALANCE(3-1-III) [8]
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4 Conclusions

After presenting some technical aspects of computational opportunities for lan-
guages DYNAMO and COSMIC & COSMOS, illustrated in the previous section,
we have come to the following conclusions:

– Both languages: DYNAMO and COSMIC & COSMOS are specialized for
System Dynamics models, but only the second has possibilities that are
build in its “philosophical” structure of experiments. The first required em-
bedded specific “hybrid” matrix construction in classical program of System
Dynamics models.

– Obtained, in both types of computing, solutions are locally or globally op-
timized. The simulation experiments allows to examine the effects of such
solutions (decisions) on the dynamics of a whole system. This aspect has
its connections with directives for building decision support systems (ex-
periments with decision-makers preferences and objectives can help in this
problem).
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Abstract. We derive a general form of the term structure of interest
rates with jump. One-state models of Vasicek, CIR(Cox, Ingersol, and
Ross), and the extended model of the Hull and White are introduced
and the jump-diffusion models of the Ahn & Thompson and the Baz &
Das as developed models are also investigated by using the Monte Carlo
simulation which is one of the best methods in financial engineering to
evaluate financial derivatives. We perform the Monte Carlo simulation
with several scenarios even though it takes a long time to achieve highly
precise estimates with the brute force method in terms of mean standard
error which is one measure of the sharpness of the point estimates.

1 Introduction

We introduce one-state variable model of Vasicek[9], Cox, Ingersoll, and Ross
(CIR)[3], the extended model of the Hull and White[6], and the development of
the models which are the jump-diffusion model of the Ahn and Thompson[1] and
the Baz and Das[2]. Conventionally, financial variables such as stock prices, for-
eign exchange rates, and interest rates are assumed to follow a diffusion processes
with continuous paths when pricing financial assets.

In pricing and hedging with financial derivatives, jump-diffusion models are
particularly important, since ignoring jumps in financial prices will cause pricing
and hedging rates. For interest rates, jump-diffusion processes are particularly
meaningful since the interest rate is an important economic variables which is,
to some extent, controlled by the government as an instrument. Term structure
model solutions under jump-diffusions are justified because movements in inter-
est rates display both continuous and discontinuous behavior. These jumps are
caused by several market phenomena money market interventions by the Fed,
news surprise, and shocks in the foreign exchange markets, and so on.
� Corresponding author.
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Ahn and Thompson[1] extended the CIR model by adding a jump compo-
nent to the square root interest rate process. Using linearization technique, they
obtained closed-form approximations for discount bond prices. Also, Baz, and
Das[2] extended the Vasicek model by adding a jump component to the Ornstein-
Uhlenbeck(O-U) interest rate process, and obtained closed form approximate
solutions for bond price by the same linearization technique.

All of the models mentioned above take special functional forms for the coeffi-
cients of dt, dW , and dπ in the stochastic differential equation for r. We derive a
general form of the term structure of interest rate with jump and study a solution
of the bond pricing for the above models. As above present a model which allows
the short term interest rate, the spot rate, the follow a random walk. This leads
to a parabolic partial differential equation for the prices of bonds and to models
for bonds and many other interest rate derivative products. Above in result, we
look into as the Vasicek, the CIR, the Hull and White, and the jump-diffusion
models.

In addition, we introduce the Monte Carlo simulation. One of the many uses
of Monte Carlo simulation by financial engineers is to place a value on financial
derivatives. Interest in use of Monte Carlo simulation for bond pricing is in-
creasing because of the flexibility of the methods in handling complex financial
instruments. One measure of the sharpness of the point estimate of the mean
is Mean Standard Error(MSE). Numerical methods that are known as Monte
Carlo methods can be loosely described as statistical simulation methods, where
statistical simulation is defined in quite general terms to be any method that
utilizes sequences of random numbers to perform the simulation.

The structure of the remainder of this paper is as follows. In Section 2, the
basic of bond prices with jump are introduced. In Section 3, the term structure
models with jump are presented. In Section 4, we calculate numerical solutions
using Monte Carlo simulation for the term structure models with jump. In Sec-
tion 5, we investigate bond prices given for the eight models using the Vasicek
and the CIR models. This paper is finally concluded in Section 6.

2 Bond Pricing Equation with Jump

In view of our uncertainty about the future course of the interest rate, it is
natural to model it as a random variable. To be technically correct we should
specify that r is the interest rate received by the shortest possible deposit. The
interest rate for the shortest possible deposit is commonly called the spot rate.
In the same way that a model for the asset price is proposed as a lognormal
random walk, let us suppose that the interest rate r is governed by a stochastic
differential equation(SDE) of the form

dr = u(r, t)dt+ ω(r, t)dW + Jdπ (1)

The functional forms of ω(r, t), u(r, t)(the instantaneous volatility and the in-
stantaneous drift, respectively), and jump size J is normal variable with mean µ
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and standard deviation γ determine the behavior of the spot rate r. We consider
a one-dimensional jump-diffusion process r(t) is satisfying

r(t) = r(0) +
∫ t

0
u(r, s)ds+

∫ t

0
ω(r, s)dW (s) +

π(t)∑
i=1

Ji, (2)

where π(t) represents the number of jumps happening during the period between
time 0 and t. When interest rates follow the SDE(1), a bond has a price of the
form V (r, t); the dependence on T will only be made explicit when necessary.
We set up a riskless portfolio and the jump-diffusion version of Ito’s lemma to
functions of r and t. And then, we derive the partial differential bond pricing
equation.

Theorem 1. If r satisfy Stochastic differential equation dr = u(r, t)dt+ ω(r, t)
dW + Jdπ then the zero-coupon bond pricing equation in jumps is

∂V

∂t
+

1
2
ω2∂

2V

∂r2
+ (u− λω)

∂V

∂r
− rV + hE[V (r + J, t)− V (r, t)] = 0, (3)

where λ(r, t) is the market price of risk. The final condition corresponds to the
payoff on maturity and so V (r, T, T ) = 1. Boundary conditions depend on the
form of u(r, t) and ω(r, t).

3 Term Structure Models with Jump

We denote by V (r, r, T ) the price at time t of a discount bond. It follows imme-
diately that V (r, T, T ) = 1. In our framework, the yield curve is the same as term
structure of interest rate, as we only work with zero-coupon bonds. Now con-
sider a quite different type of random environment. Suppose π(t) represents the
total number of extreme shocks that occur in a financial market until time t. The
time dependence can arise from the cyclical nature of the economy, expectations
concerning the future impact of monetary policies, and expected trends in other
macroeconomic variables. In this study, we extend the jump-diffusion version of
equilibrium single factor model to reflect this time dependence. This leads to the
following model for r:

dr(t) = [θ(t)− a(t)r(t)]dt + σ(t)r(t)β
dW (t) + Jdπ(t), (4)

where θ(t) is a time-dependent drift; σ(t) is the volatility factor; a(t) is the
reversion rate. We investigate the β = 0 case is an extension of Vasicek’s jump-
diffusion model; the β = 0.5 case is an extension of CIR jump-diffusion model.

3.1 Jump-Diffusion Version of Extended Vasicek’s Model

We proposed the mean reverting process for interest rate r is given by the equa-
tion(4) with β = 0:

dr(t) = [θ(t)− a(t)r(t)]dt + σ(t)dW (t) + Jdπ(t) (5)
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We will assume that the market price of interest rate diffusion risk is a func-
tion of time, λ(t). Let us assume that jump risk is diversifiable. From equa-
tion (5) with the drift coefficient u(r, t) = θ(t) − a(t)r(t) and the volatility
coefficient ω(r, t) = σ(t), we get the partial differential difference bond pricing
equation:

[θ(t) − a(t)r(t) − λ(t)σ(t)]Vr + Vt +
1
2
σ(t)2Vrr − rV

+ hV [−µA(t, T ) +
1
2
(γ2 + µ2)A(t, T )2] = 0. (6)

The price of a discount bond that pays off $ 1 at time T is the solution to
(6) that satisfies the boundary condition V (r, T, T ) = 1. A solution of the
form:

V (r, t, T ) = exp[−A(t, T )r +B(t, T )] (7)

can be guessed. Bond price derivatives can be calculated from (7). We omit the
details, but the substitution of this derivatives into (6) and equating powers of
r yields the following equations for A and B.

Theorem 2

− ∂A

∂t
+ a(t)A− 1 = 0 (8)

and

∂B

∂t
− φ(t)A+

1
2
σ(t)2A2 + h[−µA+

1
2
(γ2 + µ2)A2] = 0, (9)

where, φ(t) = θ(t)−λ(t)σ(t) and all coefficients is constants. In order to satisfy
the final data that V (r, T, T ) = 1 we must have A(T, T ) = 0 and B(T, T ) = 0.

3.2 Jump-Diffusion Version of Extended CIR Model

We propose the mean reverting process for interest rate r is given by the equa-
tion(4) with β = 0.5:

dr(t) = [θ(t) − a(t)r(t)]dt + σ(t)
√
r(t)dW (t) + Jdπ(t) (10)

We will assume that the market price of interest rate diffusion risk is a function
of time, λ(t)

√
r(t). Let us assume that jump risk is diversifiable.

In jump-diffusion version of extended Vasicek’s model the short-term inter-
est rate, r, to be negative. If Jump-diffusion version of extended CIR model is
proposed, then rates are always non-negative. This has the same mean-reverting
drift as jump-diffusion version of extended Vasicek’s model, but the standard de-
viation is proportional to

√
r(t). This means that its standard deviation increases

when the short-term interest rate increases. From equation(3) with the drift co-
efficient u(r, t) = θ(t)−a(t)r(t) and the volatility coefficient ω(r, t) = σ(t)

√
r(t),

we get the partial differential bond pricing equation:
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[θ(t) − a(t)r(t) − λ(t)σ(t)r(t)]Vr + Vt +
1
2
σ(t)2r(t)Vrr − rV

+ hV [−µA(t, T ) +
1
2
(γ2 + µ2)A(t, T )2] = 0. (11)

Bond price partial derivatives can be calculated from (11). We omit the details,
but the substitution of this derivatives into (7) and equating powers of r yields
the following equations for A and B.

Theorem 3

− ∂A

∂t
+ ψ(t)A+

1
2
σ(t)2A2 − 1 = 0 (12)

and

∂B

∂t
− (θ(t) + hµ)A+

1
2
h[(γ2 + µ2)A2] = 0, (13)

where, ψ(t) = a(t)+λ(t)σ(t) and all coefficients is constants. In order to satisfy
the final data that V (r, T, T ) = 1 we must have A(T, T ) = 0 and B(T, T ) = 0.

Proof). In equations (12) and (13), by using the solution of this Ricatti’s equa-
tion formula we have

A(t, T ) =
2(eω(t)(T−t) − 1)

(ω(t) + ψ(t))(eω(t)(T−t) − 1) + 2ω(t)
(14)

with ω(t) =
√
ψ(t)2 + 2σ(t). Similarly way, we have

B(t, T ) =
∫ T

t

{
−(θ(t) + hµ)A+

1
2
h(γ2 + µ2)A2

}
dt

′
. (15)

These equation yields the exact bond prices in the problem at hand. Equation
(15) can be solved numerically for B. Since (14) gives the value for A, bond
prices immediately follow from equation (7).

4 Monte Carlo Simulation of the Term Structure Models
with Jump

Recent methods of bond pricing do not necessarily exploit partial differential
equations(PDEs) implied by risk-neutral portfolios. They rest on converting
prices of such assets into martingales. This is done through transforming the
underlying probability distribution using the tools provided by the Girsanov’s
theorem. We now move on to discuss Monte Carlo simulation. A Monte Carlo
simulation of a stochastic process is a procedure for sampling random outcomes
for the process. This uses the risk-neutral valuation result. The bond price can
be expressed as:

V (rt, t, T ) = EQ
t

[
e−

T
t

rsds|r(t)
]

(16)
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where EQ is the expectations operator with respect to the equivalent risk-neutral
measure. To execute the Monte Carlo simulation, we discretize the equations (5)
and (12). we divide the time interval [t, T ] into m equal time steps of length ∆t
each. For small time steps, we are entitled to use the discretized version of the
risk-adjusted stochastic differential equations (5) and (12):

rj = rj−1 + [(θ · t)− (a · t)rj−1 · t− (λ · t)(σ · t)]∆t
+ (σ · t)εj

√
∆t+ JjN∆t (17)

and

rj = rj−1 + [(θ · t)− (a · t)rj−1 − (λ · t)(σ · t)√rj−1 · t]∆t
+ (σ · t)√rj−1 · t εj

√
∆t+ JjN∆t, (18)

where j = 1, 2, · · ·,m, εj is standard normal variable with εj ∼ N(0, 1), and
N∆t is a Poisson random variable with parameter h∆t. We can investigate the
value of the bond by sampling n short rate paths under the discrete process
approximation of the risk-adjusted processes of the equations (17) and (18). The
bond price estimate is given by:

V (rt, t, T ) =
1
n

n∑
i=1

exp

⎛⎝−m−1∑
j=0

rij∆t

⎞⎠ , (19)

where rij is the value of the short rate under the discrete risk-adjusted process
within sample path i at time t+∆t. Numerical methods that are known as Monte
Carlo methods can be loosely described as statistical simulation methods, where
statistical simulation is defined in quite general terms to be any method that uti-
lizes sequences of random numbers to perform the simulation. The Monte Carlo
simulation is clearly less efficient computationally than the numerical method.
The precision of the mean as a point estimate is often defined as the half-width
of a 95% confidence interval, which is calculated as

Precision = 1.96×MSE, (20)

where MSE= ν/
√
n and ν2 is the estimate of the variance of bond prices as

obtained from n sample paths of the short rate:

ν2 =

∑n
i=1

[
exp

(
−∑m−1

j=0 fij∆t
)
− ν

]
n− 1

(21)

Lower values of Precision in Equation(20) correspond to sharper estimates. In-
creasing the number of n is a brute force method of obtaining sharper estimates.
This reduces the MSE by increasing the value of n. However, highly precise
estimates with the brute force method can take a long time to achieve. For the
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purpose of simulation, we conduct three runs of 1,000 trials each and divide the
year into 365 time steps.

5 Experiments

In this section, we investigate the Vasicek, the CIR, the Hull and White, and
jump diffusion version of three models. Experiments are consist of the numeri-
cal method and Monte Carlo simulation. Experiment 1, 2 plot estimated term
structure using the four models. In Experiment 1 and 2, the parameter values
are assumed to be r = 0.05, a = 0.5, b = 0.05, θ = 0.025, σ = 0.08, λ = −0.5,
γ = 0.01, µ = 0, h = 10, t = 0.05, and T = 20.
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Fig. 1. Experiment 1 and 2: The various bond prices

Table 1. Experiment 3: Bond prices estimated by the Monte Carlo simulation for the
Vasicek, the extended Vasicek, and the jump diffusion version of the Vasicek and the
extended Vasicek, the CIR, the extended CIR, and the jump diffusion version of the
CIR and the extended CIR models

CFS MCS CFS − MCS Variance Precision
Vasicek 0.93585 0.93492 0.0013423 0.001159 0.00182868

Ext Vasicek 0.95408 0.95122 5.0085E-06 7.0771E-05 0.0056056
jump-Vasicek 0.93596 0.93391 0.001508 0.001228 0.004018

jump-Ext Vasice 0.95370 0.95031 0.000287 0.000536 0.00665224
CIR 0.95127 0.94747 7.2915E-05 0.00027 0.0074284

Ext CIR 0.97604 0.95123 2.42154E-07 1.5561E-05 0.0486472
jump-CIR 0.942005 0.947482 0.005478 0.000286321 0.0010488

jump-Ext CIR 0.95348 0.95169 0.0017904 0.000306335 0.00108482

Experiment 3 examines bond prices using by Monte Carlo simulation. In ex-
periment 3, the parameter values are assumed to be r = 0.05, a = 0.5, b = 0.05,
θ = 0.025, σ = 0.08, λ = −0.5, ∆t = (T − t)/m, m = 365, n = 1000, γ = 0.01,
µ = 0, h = 10, t = 0.05, and T = 20.
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6 Conclusions

The Monte Carlo simulation is both harder and conceptually more difficult to
implement than the other numerical methods. Interest in use of Monte Carlo
simulation for bond pricing is getting stronger because of its flexibility in evalu-
ating and handling complicated financial instruments. However, it takes a long
time to achieve highly precise estimates with the brute force method. In this
paper we investigate bond pricing models and their Monte Carlo simulations
with several scenarios. The bond price is generally a decreasing function of the
maturity, but we found the fact that the bond price is humped in the jump
versions of the extended Vasicek and CIR models. In Monte Carlo simulation,
we know that the bond prices of the arbitrage models are larger than those of
the equilibrium models. Also lower values of precision in the equilibrium models
correspond to sharper estimates.
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Abstract. We derive a form of the HJM model based on jump. Heath,
Jarrow, and Morton(HJM) model is widely accepted as the most general
methodology for term structure of interest rate models. We represent the
HJM model with jump and give the analytic proof for the HJM model
with jump. We perform the Monte Carlo simulation with several scenar-
ios to achieve highly precise estimates with the brute force method in
terms of mean standard error which is one measure of the sharpness of the
point estimates. We have shown that bond prices in HJM jump-diffusion
version models of the extended Vasicek and CIR models obtained by
Monte Carlo simulation correspond with the closed form values.

1 Introduction

Approaches to modeling the term structure of interest rates in continuous time
may be broadly described in terms of either the equilibrium approach or the
no-arbitrage approach even though some early models include concepts from
both approaches. The no-arbitrage approach starts with assumptions about the
stochastic evolution of one or more underlying factors, usually interest rate. Bond
prices are assumed to be functions of the these driving stochastic processes.

Heath, Jarrow and Morton (HJM)[4] is widely accepted as the most general
methodology for term structure of interest rate models. The major contribution
of the HJM model [4], as it allows the model to be no-arbitrage, a major improve-
ment over the Ho and Lee[5] and other similar models. We will represent the HJM
model with jump. In pricing and hedging with financial derivatives, jump mod-
els are particularly important, since ignoring jumps in financial prices will cause
pricing and hedging rates. Term structure model solutions under HJM model
with jump is justified because movements in forward rates display both con-
tinuous and discontinuous behavior. These jumps are caused by several market
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phenomena money market interventions by the Fed, news surprise, and shocks in
the foreign exchange markets, and so on. The HJM model with jump uses as the
driving stochastic dynamic variable forward rates whose evolution is dependent
on a specified volatility function. The most models of forward rates evolution in
the HJM framework result in non-Markovian models of the short term interest
rate evolution. This model depend on the entire history of forward rates. There-
fore, this model is difficult of the actual proof analysis of the HJM model with
jump. In this study, we got achieved to make the actual proof analysis of the
HJM model with jump easy. The HJM model with volatility function was stud-
ied by Hull and White, Carverhill, Ritchken and Sankarasubramanian (RS)[9],
Inui and Kijima, and Bhar and Chiarella in their attempt to obtain Markovian
transformation of the HJM model. We examines the one-factor HJM model with
jump which we use restrictive condition of RS.

We investigate the restrictive condition of RS. In addition, we introduce the
Monte Carlo simulation. One of the many uses of Monte Carlo simulation by
financial engineers is to place a value on financial derivatives. Interest in use of
Monte Carlo simulation for bond pricing is increasing because of the flexibility
of the methods in handling complex financial institutions. One measure of the
sharpness of the point estimate of the mean is Mean Standard Error. Numerical
methods that are known as Monte Carlo methods can be loosely described as
statistical simulation methods, where statistical simulation is defined in quite
general terms to be any method that utilizes sequences of random numbers to
perform the simulation.

The structure of the remainder of this paper is as follows. In the section 2, the
HJM model with jump are introduced. In the section 3, we calculate numerical
solutions using Monte Carlo simulation for the HJM model with jump. In the
section 4, we investigate the HJM model with the jump version of the extended
Vasicek and CIR models. This paper is finally concluded in section 5.

2 Heath-Jarrow-Merton(HJM) Model with Jump

The HJM consider forward rates rather than bond prices as their basic building
blocks. Although their model is not explicitly derived in an equilibrium model,
the HJM model is a model that explains the whole term structure dynamics
in a no-arbitrage model in the spirit of Harrison and Kreps[6], and it is fully
compatible with an equilibrium model. If there is one jump during the period
[t, t+ dt] then dπ(t) = 1, and dπ(t) = 0 represents no jump during that period.
We will ignore taxes and transaction costs. We denote by V (r, r, T ) the price
at time t of a discount bond. It follows immediately that V (r, T, T ) = 1. We
consider the multi-factor HJM model with jump of term structure of interest
rate is the stochastic differential equation(SDE) for forward rate

df(t, T ) = µf (t, T )dt+
n∑

i=1

σfi (t, T )dWi(t) +
n∑

i=1

Jidπi(t) (1)
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where, µf (t, T ) represents drift function; σ2
fi(t, T ) is volatility coefficients; Ji

is the magnitude of a jump with Ji ∼ N(θ, δ2); in this stochastic process n
independent Wiener processes and Poisson processes determine the stochastic
fluctuation of the entire forward rate curve starting from a fixed initial curve.

The main contribution of the HJM model is the parameters µf (t, T ) and
σfi(t, T ) cannot be freely specified; drift of forward rates under the risk-neutral
probability are entirely determined by their volatility and by the market price
of risk. We introduce the no-arbitrage condition as follows:

µf (t, T ) = −
n∑

i=1

σfi (t, T )(λi(t)−
∫ T

t

σfi(t, s)ds) (2)

where, λi(t) represents the instantaneous market price of risk and that is inde-
pendent of the maturity T . Furthermore, by an application of Girsanov’s theorem
the dependence on the market price of interest rate risk can be absorbed into an
equivalent martingale measure. Thus, the Wiener processes is

dWQ
i (t) = dW i(t) + λi(t)ds

We consider the one-factor HJM model with jump of the term structure of in-
terest rate(that is, n = 1). Substituting the above the equation into no-arbitrage
condition(3), we represent the stochastic integral equation the following:

f(t, T )− f(0, T ) =
∫ t

0
σf (u, T )

∫ T

t

σf (t, s)dsdu

+
∫ t

0
σf (s, T )dWQ(s) +

π(t)∑
j=1

Jj (3)

where, dWQ
i is the Wiener process generated by an equivalent martingale mea-

sure Q. The spot rate r(t) = f(t, t) is obtained by setting T = t in the equation
(5), so that

r(t) = f(0, t) +
∫ t

0
µf (s, T )ds+

∫ t

0
σf (s, T )dWQ(s) +

π(t)∑
j=1

Jj (4)

where, µf (t, T ) = σf (t, T )
∫ T

t
σf (t, s)ds, and dWQ(t) is a standard Wiener

process generated by the risk-neutral measure Q. Under the corresponding risk-
neutral measure Q, the explicit dependence on the market price of risk can be
suppressed, and we obtain the differential form of (3) is given by

df(t, T ) = µf (t, T )dt+ σf (t, T )dWQ(t) + Jdπ. (5)

We know that the zero coupon bond prices are contained in the forward
rate informations, as bond prices can be written down by integrating over the
forward rate between t and T in terms of the risk-neutral process

V (t, T ) = exp

(
−

∫ T

t

f(t, s)ds

)
. (6)
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From the equation (3), we derive the zero coupon bond prices as follow:

V (t, T ) = e−
T
t

f(t,s)ds

=
V (0, T )
V (0, t)

e−( t
0

T
t

µf (u,s)dsdu+ t
0

T
t

σf (u,s)dsdW Q(u)+ π(t)
j=1 Jj

T
t

ds) (7)

where, we define as V (0, t) = e−
t
0 f(0,s)ds, V (0, T ) = e−

T
0 f(0,s)ds, and

µf (t, T ) = σf (t, T )
∫ T

t σf (t, s)ds.
The most models of forward rates evolution in the HJM framework result in

non-Markovian models of the short term interest rate evolution. As above the
equation (7), these integral terms depend on the entire history of the process
up to time t. But, numerical methods for Markovian models are usually more
efficient than those necessary for non-Markovian models.

We examines the one-factor HJM model with jump which we use restric-
tive condition of RS[9]. RS have extended Carverhill results showing that if the
volatilities of forward rates were differential with respect to maturity date, for
any given initial term structure, if and only if for the prices of all interest rate
contingent claims to be completely determined by a two-state Markov process is
that the volatility of forward rate is of the form

σf (t, T ) = σr(t) exp

(
−

∫ T

t

a(s)ds

)
(8)

where, σr and a are deterministic functions. For the volatility of forward rate is
of the form (8), the following formula for the discount bond price V (t, T ) was
obtained in restrictive condition of RS.

Theorem 1. Let σf (t, T ) be as given in (8), then discount bond price V (t, T )
is given by the formula

V (t, T ) =
V (0, T )
V (0, t)

exp
{
−1

2
ϕ2(t, T )φ(t) + ϕ(t, T )ξ(t)]

}
(9)

where,

⎧⎪⎨⎪⎩
ϕ(t, T ) =

∫ T

t
exp

(
− ∫ t

u
a(s)ds

)
du

φ(t) =
∫ t

0 σf
2(s, t)ds

ξ(t) = [f(0, t)− r(t)]
As we mentioned already, a given model in the HJM model with jump will
result in a particular behavior for the short term interest rate. We introduce
relation between the short rate process and the forward rate process as follows.
In this study, we jump-diffusion version of Hull and White model to reflect this
restriction condition. We know the following model for the interest rate r;

dr(t) = a(t)[θ(t)/a(t) − r(t)]dt + σr(t)r(t)
β
dWQ(t) + Jdπ(t), (10)

where, θ(t) is a time-dependent drift; σr(t) is the volatility factor; a(t) is the
reversion rate. We will investigate the β = 0 case is an extension of Vasicek’s
jump diffusion model; the β = 0.5 case is an extension of CIR jump diffusion
model.
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Theorem 2. Let be the jump-diffusion process in short rate r(t) is the equation
(10). Let be the volatility form is

σf (t, T ) = σr(t)(
√
r(t))βη(t, T ) (11)

with η(t, T ) = exp
(
− ∫ T

t
a(s)ds

)
is deterministic functions. We know the jump-

diffusion process in short rate model and the ”corresponding” compatible HJM
model with jump

df(t, T ) = µf (t, T )dt+ σf (t, T )dWQ(t) + Jdπ(t) (12)

where µf (t, T ) = σf (t, T )
∫ T

t σf (t, s)ds. Then we obtain the equivalent model is

f(0, T ) = r(0)η(0, T ) +
∫ T

0
θ(t)η(s, T )ds

−
∫ T

0
σ2

r (s)(r(s)2)βη(s, T )
∫ T

s

(η(s, u)du)ds (13)

that is, all forward rates are normally distributed. Note that we know that β = 0
case is an extension of Vasicek’s jump diffusion model; the β = 0.5 case is an
extension of CIR jump diffusion model.

Note that the forward rates are normally distributed, which means that the bond
prices are log-normally distributed. Both the short term rate and the forward
rates can become negative. As above, we obtain the bond price from the theorem
1. By the theorem 2, we drive the relation between the short rate and forward
rate.

Corollary 1. Let be the HJM model with jump of the term structure of interest
rate is the stochastic differential equation for forward rate f(t, T ) is given by

df(t, T ) = σf (t, T )
∫ T

t

σf (t, s)dsdt + σf (t, T )dWQ(t) + Jdπ(t) (14)

where, dWQ
i is the Wiener process generated by an equivalent martingale measure

Q and σf (t, T ) = σr(t)(
√
r(t))β exp

(
− ∫ T

t a(s)ds
)
.

Then the discount bond price V (t, T ) for the forward rate is given by the formula

V (t, T ) =
V (0, T )
V (0, t)

exp{−1
2

(∫ T

t
σf (t, s)ds
σf (t, T )

)2 ∫ t

0
σ2

f (s, t)ds

−
∫ T

t
σf (t, s)ds
σf (t, T )

[f(0, t)− r(t)]}

with the equation (13).

Note that we know that β = 0 case is an extension of Vasicek’s jump diffusion
model; the β = 0.5 case is an extension of CIR jump diffusion model.
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3 Monte Carlo Simulation of the HJM Model with Jump

Recent methods of bond pricing do not necessarily exploit partial differential
equations(PDEs) implied by risk-neutral portfolios. They rest on converting
prices of such assets into martingales. This is done through transforming the
underlying probability distribution using the tools provided by the Girsanov’s
theorem. A risk-neutral measure is any probability measure, equivalent to
the market measure P , which makes all discounted bond prices martingales.

We now move on to discuss Monte Carlo simulation. A Monte Carlo simu-
lation of a stochastic process is a procedure for sampling random outcomes for
the process. This uses the risk-neutral valuation result. The bond price can be
expressed as:

V (t, T ) = EQ
t

[
e−

T
t

f(t,s)ds
]

(15)

where, EQ
t is the expectations operator with respect to the equivalent risk-

neutral measure. Under the equivalent risk-neutral measure, the local expec-
tation hypothesis holds(that is, EQ

t

[
dV
V

]
). According to the local expectation

hypothesis, the term structure is driven by the investor’s expectations on future
short rates. To execute the Monte Carlo simulation, we discretized the equa-
tion (15). We divide the time interval [t, T ] into m equal time steps of length
∆t each(that is, ∆t = T−t

m ). For small time steps, we are entitled to use the
discretized version of the risk-adjusted stochastic differential equation (14):

fj = fj−1 +

[
σf (t, T )

∫ T

t

σf (t, s)dsdt

]
∆t+ σf (t, T )εj

√
∆t+ JjN∆t (16)

where, σf (t, T ) = σr(t)(
√
r(t))β exp

(
− ∫ T

t
a(s)ds

)
, j = 1, 2, · · ·,m, εj is stan-

dard normal variable with εj ∼ N(0, 1), and N∆t is a Poisson random variable
with parameter h∆t. Note that we know that β = 0 case is an extension of
Vasicek’s jump diffusion model; the β = 0.5 case is an extension of CIR jump
diffusion model. We can investigate the value of the bond by sampling n spot rate
paths under the discrete process approximation of the risk-adjusted processes of
the equation (16). The bond price estimate is given by:

V (t, T ) =
1
n

n∑
i=1

exp

⎛⎝−m−1∑
j=0

fij∆t

⎞⎠ , (17)

where fij is the value of the forward rate under the discrete risk-adjusted process
within sample path i at time t+∆t. Numerical methods that are known as Monte
Carlo methods can be loosely described as statistical simulation methods, where
statistical simulation is defined in quite general terms to be any method that uti-
lizes sequences of random numbers to perform the simulation. The Monte Carlo
simulation is clearly less efficient computationally than the numerical method.
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The precision of the mean as a point estimate is often defined as the half-width
of a 95% confidence interval, which is calculated as

Precision = 1.96×MSE. (18)

where, MSE = ν/
√
n and ν2 is the estimate of the variance of bond prices as

obtained from n sample paths of the short rate:

ν2 =

∑n
i=1

[
exp

(
−∑m−1

j=0 fij∆t
)
− ν

]
n− 1

. (19)

Lower values of Precision in Equation(18) correspond to sharper estimates. In-
creasing the number of n is a brute force method of obtaining sharper estimates.
This reduces the MSE by increasing the value of n. However, highly precise es-
timates with the brute force method can take a long time to achieve. For the
purpose of simulation, we conduct three runs of 1,000 trials each and divide the
year into 365 time steps.

4 Experiments

In this section, we investigate the HJM model with the jump version of the
extended Vasicek and CIR models. In experiment 1, the parameter values are
assumed to be r = 0.05, a = 0.5, θ = 0.025, σr = 0.08, λ = −0.5, t = 0.05,
β = 0, and T = 20.

Fig. 1. Experiment 1: The relative error between the HJM model with the jump version
of the extended Vasicek and CIR models

Experiment 2, contrasts bond prices by Monte Carlo simulation. In experiment
2, the parameter values are assumed to be r[0] = 0.05, f [0, t] = 0.049875878,
a = 0.5, θ = 0.025, σr = 0.08, λ = −0.5, β = 0, ∆t = (T − t)/m, m = 365,
n = 1000, t = 0.05, and T = 20.
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Table 1. Experiment 2: Bond price estimated by the Monte Carlo simulation for the
HJM model with the extended Vasicek model, CIR model, the jump diffusion version
of the extended Vasicek model and CIR model.

HJME V HJME CIR Jump−HJME V Jump−HJME CIR
CFS 0.954902 0.95491 0.954902 0.95491
MCS 0.951451 0.951456 0.951722 0.950465

CFS−MCS 5.03495E-06 1.27659E-06 0.000319048 0.000289694
Variance 7.09574E-05 0.000112986 0.00178619 0.00170204
Precision 0.00676342 0.00676933 0.00623192 0.00871051

5 Conclusion

In this paper, we derive and perform the evaluation of the bond prices of the
HJM-Extended Vasicek and the HJM-CIR models with forward interest rates
instead of short rates using numerical methods. The results show that the values
obtained are very similar. Even though it is hard to achieve the value of bond
prices to term structure models when forward rates follow jump diffusions, we
have shown that bond prices in HJM jump-diffusion version models of the ex-
tended Vasicek and CIR models obtained by Monte Carlo simulation correspond
with the closed form solution. Lower values of precision in the HJM model with
jump of the extended Vasicek model correspond to sharper estimates.
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Abstract. This paper presents Weaves, a language neutral framework
for scalable execution of legacy parallel scientific codes. Weaves supports
scalable threads of control and multiple namespaces with selective shar-
ing of state within a single address space. We resort to two examples
for illustration of different aspects of the framework and to stress the
diversity of its application domains. The more expressive collaborating
partial differential equation (PDE) solvers are used to exemplify devel-
opmental aspects, while freely available Sweep3D is used for performance
results. We outline the framework in the context of shared memory sys-
tems, where its benefits are apparent. We also contrast Weaves against
existing programming paradigms, present use cases, and outline its im-
plementation. Preliminary performance tests show significant scalability
over process-based implementations of Sweep3D.

1 Introduction

The past decade has witnessed increasing commoditization of scientific comput-
ing codes, leading to the prevailing practice of compositional software develop-
ment. The ability to combine representations for different aspects of a scien-
tific computation to create a representation for the computation as a whole is
now considered central to high-level problem solving environments (PSEs)[1].
Common solutions for compositional scientific software [2],[3],[4] are primarily
targeted at the higher end of distribution and decoupling among processors –
clusters, distributed memory supercomputers, and grids. As a result, they do
not require expressive mechanisms for realizing certain facets of parallelism. For
instance, most of them follow the process model along with message passing for
data exchanges. Nevertheless, processes can lead to problems of scalability when
resources are limited.

This paper concentrates on shared memory multiprocessor (SMP) machines.
It introduces Weaves—a language neutral framework for scalable execution of
scientific codes—for such platforms. Weaves exploits typical shared memory
properties to enrich scalability of unmodified scientific applications. It facili-
tates creation of multiple namespaces within a single process (address) space
with arbitrary sharing of components (and their state). The framework sup-
ports lightweight threads of control through each namespace thus enabling scal-
able exchange of state, code, and control information. We resort to two examples

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 46–53, 2006.
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for illustration of different aspects of the framework and to stress the diversity
of its application domains. The more expressive collaborating partial differen-
tial equation (PDE) solvers are used to exemplify developmental aspects, while
freely available Sweep3D is used for performance results. We discuss related
work, outline Weaves’ design and implementation, and present use-cases.

2 Collaborating PDE Solvers

Our first example application involves collaborating partial differential equation
(PDE) solvers [4], an approach for solving heterogeneous multi-physics prob-
lems using interface relaxation [5], [6] (see Fig. 1). Mathematical modeling of
the multi-physics problem distinguishes between solvers and mediators. A par-
allel PDE solver is instantiated for each of the simpler problems and a parallel
mediator is instantiated for every interface, to facilitate collaboration between
the solvers. Fig. 1 illustrates typical solver and mediator codes. Among other pa-

Part 2Part 1

M12

PdeSolve () {…}

RelaxSoln () {…}

ToolBox

PDE struct
{
domain;
operator;
right side;
boundary_conds
;
}

/* Solver code */
function solver (…) {
   do {
   // wait for conditions
   PdeSolve (…);
   // report solutions
   } while (…)
}

/* Mediator code */
function mediator (…) {
   do {
   // wait for solutions
   RelaxSoln (…);
   // report conditions
   } while (…)
}

Solutions for
mediators

Solutions from
solvers

Boundary
conditions for

solvers

S2S1

Fig. 1. Inset (top-left): Simple composite multy-physics problem with two subdomains
or parts. Each part is modeled by a PDE solver (S). The mediator (M) is responsible
for agreement along the interface. Realistic scenarios can involve several solvers and
mediators with complex graph-like connections. Center: Typical solver and mediator
codes are shown. PdeSolve and RelaxSoln routines are chosen from a PSE toolbox.

rameters, a solver takes boundary conditions as inputs to compute solutions. The
PdeSolve routine is chosen from a problem solving environment (PSE) toolbox
depending on the PDE problem characteristics. Different PdeSolve routines may
implement different algorithms, but could use identical names and signatures.
Further, a composite problem might use the same solver on all subdomains or
adopt different solvers. After computing solutions, a solver passes the results to
mediators and waits till the mediators report back fresh boundary conditions.
Upon the receipt of new conditions, it may recompute the solutions and repeat
the whole process till a satisfactory state is reached. A mediator relaxes the
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solutions from solvers and returns improved values [6]. The RelaxSoln routines
are also chosen from the PSE toolbox depending on the problem instance. Once
again, multiple RelaxSoln routines may expose identical names and signatures
and there is a choice of using the same or different mediator algorithms.

The PDE solver problem exemplifies three requirements from a parallel pro-
gramming perspective: (i) Arbitrary state sharing: A part of solver state (cor-
responding to a boundary) should be accessible to a mediator. Additionally,
different segments of solver state should be accessible to different mediators.
(ii) Transparency: PDE solution and relaxation routines are mostly legacy pro-
cedural codes validated over decades of research. Modification to their sources
should be minimized. (3) Scalability: Complex problem instances such as model-
ing of turbines and heat engines may involve thousands of solvers and mediators.
Solution approaches should, therefore, be scalable. Traditionally, the collabora-
tive PDE solvers problem has been approached using agent technology [4] in
distributed environments such as clusters. Agent-based solutions use message
passing as an indirect representation of procedural invocations for arbitrary state
sharing. Nevertheless, continuing rise of low-cost SMPs and increases in ’arity’ of
nodes open up new possibilities. On SMP machines, multiple flows of execution
may run simultaneously on different processors, but over the same operating sys-
tem. The framework exploits this feature to manifest fast state sharing through
direct in memory data accesses witin a single addess space.

3 Related Work

To our knowledge, not much research has been directed at providing scalabil-
ity without code modification. Nevertheless, we contrast against some general
approaches to parallel programming since they are powerful enough to be used
for various purposes. For instance, the traditional agent-based message passing
scheme may be implemented on SMPs by modeling each solver and mediator as
an independent process. This approach aids code-reuse. However, inter-process
communication and process switching overheads hamper scalability [1]. Scalabil-
ity issues with multiple independent processes emphasize the use of lightweight
intra-process threads for parallel flows of control. Techniques for concurrent [3],
[7], [8], compositional [9], [10], and object-oriented [2] programming can enable
scalable state sharing over lightweight threads through the use of in-memory
data structures. However, all of these mechanisms resort to varying degrees of
source-level constructs to enforce encapsulation (separation of namespace) and
therefore do not meet our transparency requirement. (Recall that legacy PDE
solver and relaxation codes may use identical names or symbols for functions
and data).

4 Weaves

From the previous section we deduce that on SMP machines, the transparency
and scalability requirements of the collaborating PDE solver example reduce
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to (1) use of traditional procedural codes and programming techniques, and
(2) use of lightweight intra-process threads for modeling parallel flows of con-
trol. The need is selective separation of state and namespace of intra-process
threads without resorting to source-level programming. Scalability and trans-
parency debar OS level solutions. These observations lead to the first step to-
wards Weaves.

4.1 Design and Definitions

The Weaves framework creates encapsulated intra-process components called
modules from source written in any language. A module is an encapsulated
runtime image of a compiled binary object file. Each module defines its own
namespace. Multiple identical modules have independent namespaces and global
data within the address space of a single process. A module may make references
to external definitions. Weaves offers application control over reference-definition
bindings. While encapsulation of modules enforces separation, individual refer-
ences may be explicitly redirected to achieve fine-grain selective sharing. Refer-
ences from different modules pointing to a particular definition result in sharing
of the definition among the modules. The minimal definition of the module allows
Weaves to flexibly work with high-level frameworks, models, and languages.

At the core of the Weaves framework is the definition of a weave. A weave1 is
a collection of one or more modules composed into an intra-process subprogram.
From the viewpoint of procedural programs, weave composition from modules
is similar to linking object files for executable generation. However, there are
important differences: (1) Weave composition is an intra-process runtime activity
(recall that modules are intra-process runtime entities). (2) Weave composition
does not necessitate resolution of all references within constituent modules. (3)
Reference redirections may be used later to fulfill completeness or to transcend
weave boundaries. A weave unifies namespaces of constituent modules. Hence,
identical modules cannot be included within a single weave. However, different
weaves may comprise similar, but independent, modules. This facility of weaves
helps create multiple independent copies of identical programs within a process
space. Going a step further, the Weaves framework allows a single module to
be part of multiple weaves. These weaves, therefore, share the contents of the
common module. This lays the foundation for selective sharing and separation
of state within the Weaves framework. Individual reference redirections extend
such sharing among weaves in arbitrary ways.

A string is the fundamental unit of execution under Weaves. It is a lightweight
intra-process thread. A string executes within a weave. Multiple strings may si-
multaneously run through the same or different weaves. The Weaves framework
emulates the process model when one string is initiated through each one of mul-
tiple independent weaves. It emulates the traditional threads model when multi-
ple strings are initiated through a single weave. Apart from these extremes, the
framework also provides for arbitrary compositions of strings (realized through
1 We use ’weave’ to indicate the unit of composition and ‘Weaves’ to refer to the

overall framework.
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the composition of associated weaves). A runtime issue can arise when a mod-
ule is part of more than one weave – external references from a shared module
may have to resolve to different definitions depending on the weave. We use late
binding mechanisms to resolve this on-the-fly. Whenever a string accesses such
an external reference, the framework’s runtime environment queries the string
for its weave and resolves to a definition accordingly. Weaves requires a minimal
bootstrapping module (which runs on the main process thread of every appli-
cation) to set up the target application – load modules, compose weaves, and
start strings. The main process thread may later be used to monitor and ex-
ternally/asynchronously modify the application constitution at runtime [1]. The
entire application—including all modules, weaves, strings, and the monitor—
runs within a single OS process. The framework provides a meta-language for
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#modules     /* object file: module ID */
s1.so: 0        /* object file for solver 1 */
s2.so: 1        /* object file for solver 2 */
m12.so: 2     /*mediator object file */

#weaves     /* weave ID: module ID, module ID, … */
0: 0, 2         /* weave 0 composes modules S1 and M12 */
1: 1, 2         /* weave 1 composes modules S2 and M12 */

#strings                    /* string ID: weave ID, start function */
0: 0, solver (…)        // start string 0 in weave 0 at fn. solver ()
1: 1, solver (…)        // start string 1 in weave 1 at fn. solver ()

Specification
(code/meta-

description/UI)

Module 1

O
b

je
ct

file
 1

Fig. 2. Inset (bottom-left): A simple configuration file for a Weave-based approach to
realize the Fig 1. (inset) scenario. Here, codes for S1, S2, and M12 are compiled into
objects S1.so, S2.so, and M12.so respectively. Each solver module is composed into a
distinct weave with the single mediator module. Center: Diagrammatic illustration of
the development process of a general application using Weaves.

specification of application configuration in a file and a script that automatically
generates a bootstrap module, builds it, and initiates a live application from such
a meta-description. A simple configuration file for a Weaves-based approach to
realize the Fig. 1 (inset) scenario is shown in Fig. 2 (inset). One direction of
current research on Weaves aims at an integrated GUI for tapestry specifica-
tion and automatic execution. Fig. 2 diagrammatically illustrates the complete
development process of a general application using Weaves.

4.2 Implementation

Weaves’ current prototype implementation works on x86 (32 and 64 bit) and
ia64 architectures running GNU/Linux. Being a binary-based framework, it re-
lies on the Executable and Linkable File Format (ELF) [11] used by most UNIX
systems for native objects. It recognizes shared object (.so) files as loadable mod-
ules. Shared objects define encapsulated/independent namespaces and are easily
created from most relocatable objects (.o) compiled with position independent
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options (-fPIC for gcc). The implementation of a weave follows from the basic
design. A string can be customized to use either POSIX threads (pthreads) or
GNU’s user-level threads, Pth.

Weaves’s runtime environment requires extensive binary loading and linking
capabilities to load and compose modules, and randomly manipulate reference-
definition bindings. However, traditional binary loader services are not sufficient
to support the demands of Weaves. For instance, typical loaders do not provide
an explicit interface to connect a reference to an arbitrary definition. Hence,
Weaves provides its own tool—Load and Let Link (LLL)—for dynamic loading
and linking of modules [13]. The LLL loader maps given object files on disk to
corresponding modules in memory. It can load multiple identical, but indepen-
dent, modules from the same shared object file. LLL does not try to resolve
external references at load-time, since any attempt to resolve them at this time
would result in avoidable overhead. All cross-binding actions involving multi-
ple modules are delegated to the linker, which dynamically composes a weave
given an ordered set of modules. Additionally, the linker is invoked for runtime
relocations of external references from a shared module. Finally, it provides an
interface for explicitly binding a reference in a module to a definition in another.

5 Weaving PDE Solvers

Weaves opens up various possibilities for implementing collaborating PDE
solvers. However, due to space limitations, we discuss only the most radical
approach that reuses unmodified solver and mediator codes from traditional
agent-based implementations. Here, unmodified solver and mediator agent codes
are compiled into object components. Additionally, a communication component
is programmed to emulate dependable and efficient messages transfers between
intra-process threads through in-memory data structures. The component’s in-
terfaces are identical to those of the distributed communication library used in
the agent-based solution. At runtime, all solvers and mediators are loaded as
distinct modules. The communication component is loaded as a single module.
Every solver module is composed with the communication module into a solver
weave. Every mediator module is composed with the communication module
into a mediator weave. Parallel strings are then fired off at the main functions of
solver and mediator modules. The solvers and mediators run as independent vir-

S1 S2

MPI emulator for
threads

Wv1 Wv2Wv3

String1

M12

String2String3

Fig. 3. Weaving unmodified agent-based codes (Wv implies a weave)
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tual machine abstractions unaware of Weaves. Fig. 3 diagrammatically illustrates
a corresponding tapestry for a simple case assuming MPI for communication.

6 Performance Results

For preliminary performance results, we ran a Weaved version of Sweep3D [14]
(an application for 3 dimensional discrete ordinates neutron transport) on an
8-way x86 64 SMP and compared results with traditional MPI-based implemen-
tations. The Weaved-setup was similar to Fig. 3. We developed a simple MPI
emulator for in-memory data-exchange among threads. Multiple Sweep3D mod-
ules were composed with a single MPI module for communication. We used a
150-cube input file with a 2x3 split (6 processes/strings) as a start point and in-
creased the split to 2x4, 4x6, 6x9, and so on upto 10x15 (150 processes/strings).
The performance of the Weaved implementation matched that of LAM [12] and
MPICH [15] as long as the number of processes/strings was lesser than the num-
ber of processors. Beyond that, the Weaved implementation performed much
better thereby clearly demonstrating scalability (Fig.4). Both the MPI imple-
mentations (compiled and run with shared memory flags) crashed beyond 24
processes (4x6 split). The sharp performance degradation of LAM and MPICH
are primarily due to systems-level shared memory schemes, which do not scale
beyond the number of processors. The use of systems-level shared-memory is a
direct consequence of reliance on the process-model. Weaves works around this
problem by emulating processes within a single address-space.

Sweep3D 150-cube nxm (on 8 way x86_64 SMP)
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Fig. 4. Comparison of performance results of Weaved Sweep3D against LAM and
MPICH based ones.

7 Discussions

Weaved implementations of collaborating PDE solvers exploit lightweight intra-
process threads and direct in-memory state sharing for scalability. Furthermore,
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they reuse legacy procedural codes for PdeSolve and RelaxSoln routines for trans-
parency. Lastly, the bootstrap module requires minimal information about the
internals of solver and mediator codes. Thus, Weaves can be used to flexibly
compose a wide range of solver-mediator networks as well as applications from
other domains. Preliminary performance tests show significant scalability over
process-based implementations of Sweep3D. A prototype of the Weaves frame-
work is available for download from http://blandings.cs.vt.edu/joy.
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Abstract. New finite difference schemes with flexible local approxima-
tion are applied to screened electrostatic interactions of spherical col-
loidal particles governed by the Poisson-Boltzmann equation. Local an-
alytical approximations of the solution are incorporated directly into
the scheme and yield high approximation accuracy even on simple and
relatively coarse Cartesian grids. Several parallel iterative solution tech-
niques have been tested with an emphasis on suitable parallel precondi-
tioning for the nonsymmetric system matrix. In particular, flexible GM-
RES preconditioned with the distributed Schur Complement exhibits
good solution time and scales well when the number of particles, grid
nodes or processors increases.

1 Introduction

The study described in this paper has three key ingredients: (1) A new class
of finite difference (FD) schemes; (2) Efficient parallel solvers; (3) Applications
to the Poisson-Boltzmann equation (PBE) for electrostatics in solvents. These
three components are intertwined: the new schemes are particularly suitable for
electrostatic fields of dielectric particles (for other applications, see [1, 2]), and
their practical use is facilitated greatly by suitable parallel solvers.

Under the mean field theory approximation, the electrostatic potential of mul-
tiple charged particles in a solvent is governed by the Poisson-Boltzmann equa-
tion (Sect. 2). Several routes are available for the numerical simulation. First, if
particle sizes are neglected and the PBE is linearized, the solution is simply the
sum of the Yukawa potentials of all particles. If the characteristic length of the
exponential field decay (the Debye length) is small, the electrostatic interactions
are effectively short-range and therefore relatively inexpensive to compute. For
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weak ionic screening (long Debye lengths) Ewald-type methods [3] or the Fast
Multipole Method [4] can be used. However, our goal is to develop algorithms
that would be applicable to finite-size particles and extendable to nonlinear
problems. Ewald-type methods and FMM are not effective in such cases.

An alternative approach is the Finite Element Method (FEM) and the Gener-
alized Finite Element Method (GFEM) [5]. FEM requires very complex meshing
and re-meshing even for a modest number of moving particles and quickly be-
comes impractical when the number of particle grows. In addition, re-meshing
is known to introduce a spurious numerical component in force calculation (e.g.,
[6]). GFEM relaxes the restrictions of geometric conformity in FEM and allows
suitable non-polynomial approximating functions to be included in the approx-
imating set. This has been extensively discussed in the literature [7], including
our own publications [8, 5, 9]. Unfortunately, GFEM has a substantial overhead
due to numerical quadratures and a higher number of degrees of freedom in
generalized finite elements around the particles.

A two-grid approach from computational fluid mechanics has been adapted
to colloidal simulation: a spherical mesh around each particle and a common
Cartesian background grid [10, 11]. The potential has to be interpolated back
and forth between the local mesh of each particle and the common Cartesian
grid; the numerical loss of accuracy in this process is unavoidable. In contrast,
the Flexible Local Approximation MEthod (FLAME) (Sect. 2, [1, 2]) has only
one global Cartesian grid but incorporates local approximations of the potential
near each particle into the difference scheme. The Cartesian grid can remain
relatively coarse – on the order of the particle radius or even coarser. This is in
stark contrast with classical FD schemes, where the grid size has to be much
smaller than the particle radius to avoid the spurious ‘staircase’ effects.

2 Formulation of the Problem

The electrostatic field of charged colloidal particles (‘macroions’) in the solvent
is screened by the surrounding microions of opposite charge. If microion cor-
relations are ignored (a good approximation for monovalent ions under normal
conditions), the electrostatic potential is known to be governed by the PBE

εs∇2u = −
∑
α

nαqα exp
(
− qαu
kBT

)
, (1)

where summation is over all species of ions present in the solvent, nα is volume
concentration of species α in the bulk, qα is the charge of species α; εs is the
(absolute) dielectric permittivity of the solvent; kB is the Boltzmann constant,
and T is the absolute temperature. The right hand side of (1) reflects the Boltz-
mann redistribution of microions in the mean field with potential u. Note that
inside the colloidal particles the potential simply satisfies the Laplace equation.

If the electrostatic energy qαu is smaller than thermal energy kBT , PBE can
be approximately linearized to yield (after taking electroneutrality into account)
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∇2u − κ2u = 0, with κ = (εskBT )−
1
2

(∑
α

nαq
2
α

) 1
2

. (2)

(This value of the Debye-Hückel parameter κ corresponds to linearization about
u = 0.)1 Typically, the sources of the electrostatic field are surface charges
on the colloidal particles. Standard boundary conditions apply on the particle-
solvent interface: the potential is continuous, while the normal component of the
displacement vector D = −ε∇u has a jump equal to the surface charge density.
The Dirichlet condition at infinity is zero (in practice, the domain boundary is
taken sufficiently far away from the particles). Alternative boundary conditions
(e.g. periodic) are possible but will not be considered here.

The remainder of the paper deals only with the linearized equation and with
the relevant FD schemes and parallel solvers for it. However, the numerical pro-
cedure can be extended to the nonlinear PBE by applying the Newton-Raphson-
Kantorovich method to the continuous problem [1, 2].

Flexible Local Approximation MEthods (FLAME). The accuracy of clas-
sical Taylor-based FD schemes deteriorates substantially if the solution is not
smooth enough (e.g. at material interfaces where one or more components of
the field are discontinuous). In FLAME schemes [1, 2], the Taylor expansions of
classical FD are replaced with local basis functions that in many important cases
provide very accurate and physically meaningful approximation. In the ‘Trefftz’
version of FLAME, these basis functions are chosen as local solutions of the
underlying differential equation. Various examples ranging from the Schrödinger
equation to PBE to electromagnetic scattering are given in [1, 2].

Let rα (α = 1, 2, . . . ,M) be the node positions of an M -point grid stencil;
usually a regular Cartesian grid is used. Further, let ψβ (β = 1, 2, . . . ,m) be a
set of local approximating functions which (in Trefftz-FLAME) satisfy the un-
derlying differential equation; the number m of these functions is typically equal
to M − 1. First, let the underlying linear differential equation be homogeneous
(no sources) in the vicinity of the stencil. Then the FLAME scheme is a coeffi-
cient vector s ∈ RM such that s ∈ Null(NT ), where matrix N comprises the
nodal values of all basis functions on the stencil: Nαβ = ψβ(rα), 1 ≤ α ≤ M ,
1 ≤ β ≤ m. As shown in [2], consistency of FLAME schemes follows directly
from the approximation properties of the basis set.

For the electrostatic problem governed by the linearized PBE (2), a FLAME
scheme on a global Cartesian grid is obtained in the following way. First, one
chooses a suitable grid stencil (standard seven-point grid stencils are used in the
numerical experiments reported in Sect. 4; higher-order schemes on expanded
stencils will be considered elsewhere. In the vicinity of a given particle, Trefftz-
FLAME basis functions – local solutions of the electrostatic problem – can be
generated by matching harmonic expansions inside and outside the particle:

ψnm(r, θ, φ) =
{

rnYnm(θ, φ), r ≤ rp
(anmjn(iκr) + bnmnn(iκr))Ynm(θ, φ), r ≥ rp , (3)

1 For a systematic account of “optimal” linearization procedures, see [12, 13].
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where Ynm are the spherical harmonics, rp is the radius of the particle, and
the coefficients anm, bnm can be determined from the boundary conditions. The
spherical Bessel functions jn(iκr) and nn(iκr) in (3) are expressible in terms of
hyperbolic sines / cosines and hence relatively easy to work with. The actual
expressions for the coefficients anm, bnm are given in [1]. For the seven-point
stencil, one gets a valid FLAME scheme by adopting six basis functions: one
‘monopole’ term (n = 0), three dipole terms (n = 1) and any two quadrupole
harmonics (n = 2). Away from the particles, the classical seven-point scheme
for the Helmholtz equation is used for simplicity. For inhomogeneous equations,
the FLAME scheme is constructed by splitting the potential up into a particular
solution u(i)

f of the inhomogeneous equation and the remainder u(i)
0 satisfying the

homogeneous one [1, 2]. For the linearized PBE, the inhomogeneous part can be
taken as the Yukawa potential that satisfies the PBE in the solvent, the Laplace
equation (in a trivial way) inside the particle, and the boundary conditions:

uY ukawa =
{

q [4πεsrp(κrp + 1)]−1
, r ≤ rp

q exp(−κ(r − rp)) [4πεsr(κrp + 1)]−1
, r ≥ rp . (4)

To summarize, the FLAME scheme in the vicinity of charged particles is con-
structed in the following way: (i) compute the FLAME coefficients for the ho-
mogeneous equation; for each grid stencil, this gives the nonzero entries of the
corresponding row of the global system matrix; (ii) apply the scheme to the
Yukawa potential to get the entry in the right hand side.

3 Parallel Solution Methods

Realistic multiparticle simulations require three-dimensional grids with millions
of grid points, which renders direct solvers infeasible. Iterative methods provide
a suitable alternative. FLAME matrices have a regular sparsity structure (7-
diagonal if the standard 7-point stencil is used) but are not symmetric and
not in general diagonally dominant. This increases the importance of parallel
preconditioning in making the iterative solution scalable with respect to problem
size and the number of processors.

In parallel iterative methods, each processor holds a set of equation and the
associated unknowns. The resulting distributed sparse linear system may be
solved using techniques similar to those of Domain Decomposition [14]. Three
types of variables are distinguished: (1) Interior variables coupled only with local
variables; (2) Inter-domain interface variables coupled with external as well as
the local ones; and (3) External interface variables that belong to neighboring
processors. These external interface variables must be first received from neigh-
boring processor(s) before a distributed matrix-vector product can be completed.
Each local vector of unknowns xi (i = 1, . . . , p) is also split into two parts: the
sub-vector ui of interior variables followed by the sub-vector yi of inter-domain
interface variables. The right-hand side bi is conformally split into sub-vectors fi

and gi. The local matrix Ai residing in processor i is block-partitioned according
to this splitting. The equations assigned to processor i can be written as follows:
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Bi Fi

Ei Ci

)(
ui

yi

)
+

(
0∑

j∈Ni
Eijyj

)
=

(
fi

gi

)
. (5)

The term Eijyj is the contribution to the local equations from the neighboring
sub-domain number j, and Ni is the set of sub-domains that are neighbors to
sub-domain i.

Additive Schwarz and Schur Complement Preconditioning. Additive
Schwarz (AS) procedures are the simplest parallel preconditioners available.
They are easily parallelized and incur communications only in the exchange
of interface variables, which may be the same as communications during a dis-
tributed matrix vector product and must precede the update of the local residual
vector. This vector is used as the right-hand side for the local system to find the
local update. There are several options for solving the local system: a (sparse)
direct solver, a standard preconditioned Krylov solver, or a forward-backward
solution associated with an accurate ILU preconditioner [14, 15].

Schur complement (SC) methods iterate on the inter-domain interface un-
knowns only, implicitly using interior unknowns as intermediate variables. SC
systems are derived by eliminating the variables ui from (5):

Siyi +
∑
j∈Ni

Eijyj = gi − EiB
−1
i fi ≡ g′i, (6)

where Si is the “local” SC, Si = Ci−EiB
−1
i Fi. Equations (6) for all sub-domains

i (i = 1, . . . , p) constitute a global system of equations Sy = g′ involving only
the inter-domain interface unknown vectors yi. Once the global SC system is
(approximately) solved, each processor computes the u-part of the solution vector
by solving the system Biui = fi − Eiyi obtained by substitution from (5) [16].

4 Numerical Results

We have used parallel iterative methods as implemented in the pARMS package
[17, 18]. The pARMS package contains several state-of-the-art algebraic parallel
preconditioning techniques, such as several distributed SC algorithms. For the
subdomain solution, pARMS has a wide range of options including the Algebraic
Recursive Multilevel Solver (ARMS) [19]. The following is a subset of pARMS
preconditioners used here for the numerical experiments: add ilu(k) denotes an
AS procedure described in Sect. 3. The local system is solved approximately by
applying incomplete LU factorization with level k fill-in (called ILU(k)) as solver.
add arms is similar to add ilu(k) but ARMS is used as an approximate solver
for local systems. sch ilu(k) consists of solving the (global) SC system, associ-
ated with the inter-domain interface variables, with a few iterations of GMRES
preconditioned by Block-Jacobi, in which ILU(k) is used locally on inter-domain
interface variables. sch arms is the same as sch ilu(k) but ARMS acts as local
solver for the Block-Jacobi preconditioner. In the pARMS package, typical input
parameters, such as the maximum number of iterations, convergence tolerance,
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Fig. 1. Iterations for add arms and
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Fig. 2. Timings for add arms and
sch arms

and the restart value (for GMRES), are augmented with the parameters that
fine-tune the preconditioners. To estimate these parameters, consider that the
FLAME matrices for PBE are non-symmetric and the weight of the main di-
agonal, defined as the weak diagonal dominance, depends on the Debye-Hückel
parameter κ in (2). For example, for the 60 × 60 × 60 grid the relative weak
diagonal dominance is 99% when κ = 10 but decreases by 10% when κ = 1. We
have investigated the preconditioners described earlier with a different amount
of fill governed by the input parameter lfil. It means either the level of fill,
for the (local) ILU(k) preconditioner or the number of entries to be retained in
the L and U factors of ARMS. or the latter, the drop tolerance has been defined
as 10−3. The problems have been solved using flexible GMRES (FGMRES) [15]
with the restart value 20 and tolerance 10−9. Flexible GMRES allows precon-
ditioners containing inner iterations and thus changing for each outer iteration.
In particular, the sch arms preconditioner is set to perform five inner iterations,
which is a rather small number taken to accelerate the convergence without
large increases of the execution time. The experiments have been performed on
the IBM SP RS/6000 supercomputer at NERSC, which has 6,080 processors on
16-way SMP nodes interconnected by the IBM proprietary switching network.
Each processor has the peak performance of 1.5 GFlops and shares between 16
and 64 GBytes of main memory.

For a 3D 12-particle problem with 40 grid nodes in each direction, Fig. 1
shows outer iterations to convergence for add arms and sch arms when different
κ values are used and lfil=25. Although the iteration numbers grow as κ
decreases for both add arms and sch arms, the latter exhibits a more scalable
behavior as the number of processors increases. Since sch arms performs inner
iterations and solves the global system at each step, it is somewhat more costly
than add arms (Fig. 2) for a small number of processors. To study the effect
of the amount of fill, we have varied the lfil parameter for the same twelve-
particle problem. Figures 3 and 4 indicate that, even for small κ, decreasing fill-in
yields acceptable convergence and may reduce the execution time. Thus for large
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problem sizes, it may be beneficial to very small fill-in, as in arms ilu(0), on
smaller numbers of processors. Figure 5 presents a comparison of the execution
times for a two-particle problem on an 803 grid. For AS with different amounts
of fill, the speedups are shown in (Fig. 6). Note that the speedup is defined as
the ratio of the execution time of the corresponding sequential algorithm to the
parallel execution time. Due to a rather drastic increase, by 38% on average, in
the number of iterations from sequential to parallel execution for AS (Fig. 7),
the best speedup is only 84% of the ideal (linear) case. On the other hand, the
speedups for sch arms are almost linear for a sufficient amount of fill (Fig. 8).

5 Conclusion

Several parallel iterative solvers have been applied to linear FLAME systems for
PBE, with the goal of finding the best methods and preconditioning techniques
in parallel environments for varying problem difficulty and size. It has been
observed that Schur Complement preconditioning with a small amount of fill
and a few inner iterations scales well and becomes competitive with Additive
Schwarz for large number of processors, while attaining almost linear speedup.
The number of iterations and the computational time depends only mildly on
the Debye parameter. Overall, the parallel distributed Schur Complement solver
is promising for the simulation of colloidal suspensions, as well as polymer and
protein molecules in solvents.
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Abstract. Multilayer perceptrons have been applied successfully to solve some 
difficult and diverse problems with the backpropagation learning algorithm. 
However, the algorithm is known to have slow and false convergence aroused 
from flat surface and local minima on the cost function. Many algorithms an-
nounced so far to accelerate convergence speed and avoid local minima appear 
to pay some trade-off for convergence speed and stability of convergence. Here, 
a new algorithm is proposed, which gives a novel learning strategy for avoiding 
local minima as well as providing relatively stable and fast convergence with 
low storage requirement. This is the alternate learning algorithm in which the 
upper connections, hidden-to-output, and the lower connections, input-to-
hidden, alternately trained. This algorithm requires less computational time for 
learning than the backpropagation with momentum and is shown in a parity 
check problem to be relatively reliable on the overall performance. 

1   Introduction 

Backpropagation (BP) algorithm was developed by Rumelhart, Hinton, and Williams 
[1] as a learning algorithm for multilayered perceptrons. Though the BP algorithm has 
not yet been able to learn an arbitrary computational task in a network, it can solve 
many problems such as XOR, which the simple one-layer perceptrons can not solve. 
BP algorithm is described as follows in a two-layered network. 

Our usual error measure or cost function is described as 
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where ζi
µ  is the ideal value of output unit i at pattern µ., g is an activation function, 
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From input-to-hidden connections, 
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BP is known to have convergence problems such as local minima or the plateau. 
The plateau causes the problem of very slow convergence. In the local minima, the 
gradient equals to zero. If the training process falls into a local minimum, the process 
of updating weight vectors stops. 

Dynamic change of the learning rate and momentum[2,3,4] or the selection of a 
better function for activation or error evaluation followed by a new weight-updating 
rule have been proposed to avoid the problems. Quickpro[7], the resilient propaga-
tion(RPROP)[8], the genetic algorithm[5], the conjugate gradient[6], and the sec-
ond-order method such as Newton’s method[9,10] appear to pay some trade-off 
between the convergence speed and the stability of convergence avoiding the traps 
in wide range of parameters, or between the overall performance and storage  
requirement.  

2   Alternate Learning Algorithm 

In this section, a new learning strategy will be introduced, providing a conjecture why 
this can avoid local minima and plateaus. It just adopts the alternate learning strategy 
that combines the solvability of two-layered networks and the training power of the 
simple perceptrons. Based on that strategy, we develop a new learning algorithm. The 
new algorithm will be called Alternate learning with the target values of hidden units.  

2.1   Analogy to Detour 

In the proposed algorithm the learning process is separated into two components. First  
the upper connections are trained with the lower connections fixed. Whenever the 
training slows due to a local minima or plateau, the training is forcibly stopped. Then, 
the lower connections are trained with the upper connections fixed until the process 
meets the slow training time. This process is repeated until the error function reaches 
to the global minima.  

At this point an analogy to traffic flow clarifies the philosophy of the learning tech-
nique. At a glance, BP algorithm and its variations seem to give the shortest way to 
the global minimum. But there are too many traffic jams like local minima or plateaus 
on the road of BP. When faced with a traffic jam the simple solution is to make a 
detour. The alternate learning method is based on this simple rule.  

2.2   Approximation of the Target Values of Hidden Units 

We need the target values of hidden units for the training of the lower connection. 
Here a target value of a hidden unit is intended to mean the value of a hidden unit 
which makes a selected output approximate to its ideal value as close as possible. 
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Though the exact values may not be figured out directly, the Newton-like ap-
proximation of the inverse function can be possible. We can draw the errors of hidden 
units from a selected output error by using the inverse function. To explain this proc-
ess in terms of mathematical formulae, consider the expected error of output z(2)i 
from a point, z(1), at the hidden units space  
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By multiplying two factors, the expected error is 
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where γj is the target value, z(1)j is the current value of j’th unit of the hidden layer, 
( )22

2
2
1 ,...,, inii

w
i wwww = , n is the dimension of hidden space.  

The algorithm is summarized as follows 

1. Train upper-connections with the ordinary gradient-descent rule until the proc-
ess converges or meets a slow training point.  

2. If the process converges then stop the program, otherwise propagate the error 
and target value of each hidden unit using formula (6) 

3. Train the lower-connections from input units to the hidden units with produced 
target values of the hidden units until the training is slow or converges. 

4. Go to 1. 

3   Test and Evaluation 

3.1   Test Environment 

In order to verify the effectiveness of the alternate learning, 4-2-1 parity problem is 
used. For comparison, we used the BP with momentum 0.1 and 0.9. 

3.2   Test Results 

The convergence rate is defined as the inverse of the averaged convergence epochs. 
Fig. 1. shows the comparison of the stability between the alternate learning and the 
BP with momentum. 
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Fig. 1. The comparison of the alternate learning, the left, and BP with momentum, the right 

Table 1. shows the experimental results of the three methods based on 100 runs 
randomly chosen from learning rate [0.1, 0.5], and initial weight [-1, 1] at 4-2-1 parity 
problem. The case of epochs over 1000 is treated as failed. 

Table 1. Experimental results from 4-2-1 parity problem 

Method Average epochs Minimum epochs Success rate 
BP with momentum 0.1 155 3 72% 
Bp with momentum 0.9 150 2 54% 
The alternate learning 78 3 100% 

4   Conclusion 

Thus far, the alternate learning algorithm on multilayer perceptrons have been de-
rived, tested and compared with BP. From logical conjecture and the experimental 
results, the alternate learning algorithm is more stable in convergence than BP. Fur-
thermore, since it is a kind of learning strategy, combined with existing methods an-
nounced as substitutes for BP, the additional effectiveness can be achieved. 
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Abstract. This paper presents a tool for prototyping ODE (Ordinary Differen-
tial Equations) based systems in the area of computational modeling. The mod-
els, tailored during the project step of the system development, are recorded in 
MathML, a markup language built upon XML. This design choice improves in-
teroperability with other tools used for mathematical modeling, mainly consid-
ering that it is based on Web architecture. The resulting work is a Web portal 
that transforms an ODE model documented in MathML to a C++ API that  
offers numerical solutions for that model. 

1   Introduction 

This work is within the scope of Computational Modeling of Electrophysiology [1]. 
Under this area of research, biological cell models are often based on large non-linear 
systems of Ordinary Differential Equations (ODEs). Nowadays, modern cardiac cell 
models comprises of ODE systems with tens to near hundred of free variables and 
hundreds of parameters. Recently, the computational biology community has come 
out with a XML based standard for the description of cellular models [2]. The CellML 
standard provides the community with both a human- and computer-readable 
representation of mathematical relationships of biological components.  

In this work we extend the CellML goals with a transformation tool that 
automatically generates C++ code that allows one to manipulate and numerically 
solve CellML based models.  

The transformation tool described here alleviates several problems inherent to the 
development, implementation, debugging and use of cellular biophysical models.  

The implementation of the mathematical models is a time consuming and error 
prone process, due mainly to the ever rising size and complexity of the models. Even 
the setup process of the simulations, where all initial values and parameters are to be 
set, is time consuming and error prone. In addition, the numerical resolution typically 
demands high performance computing environments and the programming expertise 
adds more complexity to this multidisciplinary area of research.   
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To minimize the above mentioned problems, we have built a systematic transfor-
mation process that automatically turns mathematical models into corresponding 
executable code. The tool is an API (Application Program Interface) generator for ODE 
Solution (AGOS) [1]. AGOS is an on-line tool that automatically builds up an object-
oriented C++ class library that allows its users to manipulate and numerically solve 
Initial Value Problems based on ODE systems described by the CellML or MathML 
standard. Manipulation here means to set initial values, parameters and some features of 
the embedded model and of the numerical solver. 

Finally, although the AGOS tool was initially tailored to support models described 
by the CellML standard, currently it works for any initial value problem based on 
non-linear system of first-order ODEs documented in the MathML standard. 
Therefore, AGOS is a powerful and useful transformation tool that aims to support 
the development of many scientific problems in the most diverse areas of research. 
Biological, ecological, neural and cardiac prototype models are available at the AGOS 
web page [1] as examples.     

In this paper we present the systematization of the transformation process, showing 
a compromise with implementation correctness. Some other tools described in the 
Internet [3][4] pursue similar goals. However, the lack of scientific documentation 
does not allow a proper evaluation and comparison to the AGOS tool. 

The next sections present the transformation process, the tool architecture and its 
components, and some concluding remarks.  

2   Transformation Process 

The input data for this process is a CellML [2] or a Content MathML [5] file, i.e., 
XML-based languages. MathML is a W3C standard for describing mathematical 
notation. CellML is an open-source mark-up language used for defining mathematical 
and electrophysiological models of cellular functions. A CellML file includes Content 
MathML to provide both a human- and a computer-readable representation of 
mathematical relationships of biological components. Therefore, the AGOS tool 
allows the submission of a complete CellML file or just its MathML subset. 

Once submitted, the XML file is translated to an API. The AGOS application was 
implemented in C++ and makes use of basic computer data structures and algorithms 
in order to capture the variables, parameters and equations that are embedded in a 
MathML file and to translate these to executable C++ code, i.e. the AGOS API.  

The transformation process consists of identifying and extracting the ODE 
elements documented in the XML file and generating the corresponding API classes. 
The conceptual elements in the ODE are: independent variable, dependent variables, 
auxiliary variables, equation parameters, differential equations and algebraic 
equations. 

The structural elements in the API are methods that can be classified as private or 
public. The public ones include methods that: set and get the values of the dependent 
variables (Set/GetVar), set the number of iteration cycles and the discretion interval 
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(Setup), set the equation parameters (ParSet), calculate the numerical solution via the 
Explicit Euler scheme (SolveODE). 

In addition, the API offers public reflexive functions used, for example, to restore 
the number of variables and their names. These reflexive functions allow the 
automatic creation of model-specific interfaces. This automatic generated interface 
enables one to set any model initial condition or parameter, displaying their actual 
names, as documented in the CellML or MathML input file. 

The algebraic equation solver (SolveAE) is an example of a AGOS private method 
that is used by the numerical solution method (SolveODE) to obtain the values of 
auxiliary variables.    

Figure 1 synthesizes the relations between the conceptual elements of the ODEs 
and the basic methods of the API. ODE elements are presented with circles and API 
methods with rectangles. Arrow directions define the relationship dependency. For 
instance, algebraic equations depend on parameters, dependent, auxiliary and 
independent variables; the SolveAE method depends on the algebraic equations; and 
in turn it influences the auxiliary variables.   

 

Fig. 1. ODE to API Mapping 

The next example better illustrates the transformation process and the relationship 
between ODE elements and API methods. Consider the following ODE, known as the 
bistable equation [6]: 

                                    dVm/dt = – (I_ion) / Cm, 

I_ion = a (Vm – b) (c – Vm) Vm. 

(1) 

(2) 

AGOS identifies the ODE elements: Eq. 1 is a differential equation and Eq. 2 is an 
algebraic equation; Vm, I_ion, and t are dependent, auxiliary and independent 
variables, respectively; and the ODE parameters are Cm, a, b and c. Using the 
Forward Euler method a numerical implementation of the above ODE can be written 
as:  
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Vmi = – ∆t a (Vmi-1 – b) (c – Vmi-1) Vmi-1/ Cm + Vmi-1, (3) 

where  ∆t is the time step and Vmi is the discretization of Vm(i ∆t), for i ≥ 0. 
Based on the extracted ODE elements from Eqs. 1 and 2, AGOS generates the 

following SolveODE and SolveAE methods that implement the numerical solution 
presented by Eq. 3. 

void Solveode::solve(int iterations){ 
   for(i=1; i<iterations; i++) 
      Vm[i] = dt* (-calc_I_ion()/Cm) + Vm[i-1]; 
} 
double calc_I_ion(){ 
 return a*(Vm[i-1]–b)*(c–Vm[i-1])*Vm[i-1]; 
} 

3   Tool Architecture 

The translator tool comprises of three basic components: a Preprocessor for XML 
format, an Extractor of ODE conceptual elements, and a Code Generator. The 
components are organized as a pipeline. The Preprocessor reads an XML-based file 
(MathML or CellML) and extracts the content into an array of tree data structures. 
Every tree of this array is processed by the ODE extractor that identifies the ODE 
elements and stores them in appropriate data formats. At the end of the pipeline, the 
Code Generator combines the extracted information to a code template and generates 
the AGOS API. Fig. 2 presents the tool architecture where the relations between the 
basic components are illustrated.  

 

Fig. 2. AGOS Architecture 

3.1   XML Preprocessing 

The MathML description language uses prefix format on input, i.e. the operators 
precede the operands. Therefore, a tree is an appropriate structure to store the XML 
content as it facilitates the identification of the operands and operators. In addition, 
with the information stored in a tree it is easy to recover the equation formulation with 
a search in depth procedure. We use the DOM class library [7] to manipulate the 
XML input files. The Document Object Model (DOM) is an API for HTML and 
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XML files that provides a structural representation of the document, enabling 
programs and scripts to access and modify its content [7]. The information is 
extracted into a tree data structure with equation elements and XML tags. The DOM 
tree nodes contain information about each operand and operator, besides the equation 
type (if it is a differential equation or an algebraic one).  

To illustrate the preprocessing step, Fig. 3 presents the corresponding Content 
MathML code and the generated tree of Eq. 1. 

 

Fig. 3. Content MathML code and tree-like representation 

3.2   Extracting ODE Elements 

ODE elements are to be used in different parts of the API code. They have to be 
correctly placed in the code and the corresponding code variables must be properly 
declared and initialized. Therefore, before the final code can be generated, all the 
ODE elements must be identified and stored in what we will call here the ODE 
Element Pool. The identification of all of ODE elements is done with multiple 
searches in depth in the array of trees. In addition, different ODE elements require 
different data formats for storage and manipulation. Parameters, dependent and 
auxiliary variables are each stored in different linked lists. Examples of information 
stored here are the names, units and default values. The equations are stored in a 
linked list of trees. This way, the order between elements is preserved as well as 
information concerning the element type (operand or operator), element characteristic 
(infixed, prefixed, variable or constant), among others. Figure 5 illustrates the tree 
that corresponds to Eq. 1. During the creation of this data structures the XML tags are 
eliminated and the position of operands is standardized. Once the ODE elements are 
identified and stored in the appropriate data structures, the collection of these 
structures, i.e. the ODE Element Pool, contains all the necessary information for the 
Code Generator.  
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Fig. 4. The tree structure obtained from the MathML 

3.3   Generating the AGOS Code 

The adopted strategy for code generation is largely based on code templates. The 
syntactical structure of code templates can be described using formal grammar 
notation. The algorithm for code generation is inspired in a recursive algorithm for 
syntax analysis [8]. This algorithm fills in the C++ code template with data contained 
in the generated Pool of ODE elements. Next we illustrate the AGOS grammar. 

<api> -> "Class header" "class body" <variables 
declaration>  <solution> <algebraic 
equation set> <GetVar> <SetVar> <Setup> 
<ParSet> 

<variable declaration> -> "type" <variable> | "type" 
<variable>  <variables declaration> 

<solution> ->  "method prototype"  <equation group>  

<equation group>  ->  <equation>  |  <equation> 
 <equation group>  

<equation> ->  <dependent variable (t)> "=" 
<discretization> “*”  <expression (t-dt)> 
"+" <dependent variable (t-dt)> 

<algebraic equation set> -> <algebraic equation>  | 
   <algebraic equation> <algebraic 
equation set> 

<discretization> -> “d”<independent variable> 

In the grammar, terminal symbols are enclosed by ("). The title of the terminal 
symbol indicates a piece of the code template. Non-terminal elements are enclosed by 
(<>). Such elements are defined elsewhere in the grammar or represent functions that 
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fill in a particular template section. The syntax is recursive, as can be seen in the 
definition of <equation group>.  An example of terminal element is presented below 
for the terminal "method prototype". This code below is a fixed part of the template 
code and, therefore, will be used for all APIs.  

void Solveode::solve(int iterations){ 
    // solutions' calculation 
    for(it_=1; it_ < iterations; it_++){ 
       // <equation group>  
    } 
} 

 

An example of non-terminal element is presented next. 

MMLVarListNode *cur = vlVariables; 
fprintf(file,"//private variables\n”); 
fprintf(file,"//private: \n”);  
while(cur != NULL){ 
   fprintf(file,"\tdouble *%s;\t //%s \n",cur->name, 

cur->units); 
   cur = cur->next; 
} 

The above code shows the implementation of the recursive definition of <variables 
declaration>. This part of the code generation uses the linked list structure that stores 
the dependent variables (linked list vlVariables) to dynamically generate the variable 
declaration of the AGOS API. The resulting code is:   

//private variables 
private: 
 double *Vm; 

4   Conclusions 

In this work we described AGOS, a transformation tool that automatically generates 
executable code that solves and manipulates mathematical models described by initial 
value problems based on non-linear systems of ODEs and documented in the 
MathML or CellML standards. The support provided by this systematic transforma-
tion process aims on reducing the time during the various phases of scientific model 
development, implementation, debugging and use.   

The AGOS Tool is available at [1], from where it is possible to download the API 
source-code.  The AGOS API can also be used online via a web application, which 
uses the generated API to solve the ODE system and to visualize the results. Via a 
dynamic web form, that uses the reflexive AGOS methods, one is able to set up the 
ODE parameters and initial conditions of the specific submitted ODE system.   

Acknowledgements. We thank the support provided the Brazilian Ministry of 
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Abstract. The purpose of this paper is to discuss parallel precondi-
tioning techniques to solve the elliptic portion (since it dominates com-
putation) of the bidomain model, a non-linear system of partial differ-
ential equations that is widely used for describing electrical activity in
the heart. Specifically, we assessed the performance of parallel multigrid
preconditioners for a conjugate gradient solver. We compared two differ-
ent approaches: the Geometric and Algebraic Multigrid Methods. The
implementation is based on the PETSc library and we reported results
for a 6-node Athlon 64 cluster. The results suggest that the algebraic
multigrid preconditioner performs better than the geometric multigrid
method for the cardiac bidomain equations.

1 Introduction

The bidomain formulation [1] is currently the model that best reflects the electri-
cal activity in the heart. The non-linear system of partial differential equations
(PDEs) models both the intracellular and extracellular domains of cardiac tissue
from an electrostatic point of view. The coupling of the two domains is done via
non-linear models describing the current flow through the cell membrane.

Unfortunately, the bidomain equations are computationally very expensive.
Efficient ways of solving the large linear algebraic system that arises from the
discretization of the bidomain model have been a topic of research since 1994
[2]. Many different approaches among direct and iterative methods have been
employed considering the problem’s size and the computing resources available.
However, iterative methods such as conjugate gradient (CG) are generally more
scalable.

In previous works we have compared different parallel preconditioner methods
for the Conjugate Gradient iterative algorithm. In [3] we have shown that pre-
conditioners based on the Geometric Multigrid Method (GMG) performed better
than the classical incomplete LU (ILU) preconditioners for 2D and 3D cardiac
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electric propagation problems. In [4] the GMG preconditioners were compared
to different Additive Schwarz (ASM) preconditioners. The results taken from
a 16-node HP-Unix cluster indicated that the multigrid preconditioner was at
least 13 times faster than the single-level Schwarz based techniques and requires
at least 11% less memory.

In this paper we compare our previous parallel implementation of the GMG
preconditioner [3], [4] to an Algebraic Multigrid (AMG) based parallel precondi-
tioner [5]. We focus on the solution of the linear algebraic system associated with
the elliptic part of the bidomain model, since this part dominates computation.
We employ the CG method preconditioned with both, Geometric (GMG) and
Algebraic (AMG) parallel multigrid (MG) techniques. The implementation is
based on the PETSc C library [6] (which uses MPI) and is tested on problems
involving thousands of unknowns. The results taken from a 6-node Athlon 64
Linux cluster indicate that the AMG preconditioner is at least 3 times faster
than GMG and 117 times faster than the traditional ILU preconditioner.

2 Mathematical Formulation

The set of Bidomain equations[1] is currently one of the most complete mathe-
matical models to simulate the electrical activity in cardiac tissue:

χ

(
Cm

∂φ

∂t
+ f(φ, t)

)
= ∇.(σi∇φ) + (σe∇φe), (1)

∇.((σe + σi)∇φe) = −∇.(σi∇φ), (2)
∂v

∂t
= g(φ,η), φ = φi − φe. (3)

Where φe is the extracellular potential, φi the intracellular potential and φ is
the transmembrane potential. Eq. (3) is a system of non-linear equations that
accounts for the dynamics of several ionic species and channels (proteins that
cross cell membrane) and their relation to the transmembrane potential. The
system of (3) typically accounts for over 20 variables, such as ionic concentra-
tions, protein channel resistivities and other cellular features. σi and σe are the
intracellular and extracellular conductivity tensors, i.e. 3×3 symmetric matrices
that vary in space and describe the anisotropy of the cardiac tissue. Cm and χ
are the cell membrane capacitance and the surface-to-volume ratio, respectively.

Unfortunately, a solution of this large nonlinear system of partial differen-
tial equations (PDEs) is computationally expensive. One way to solve (1)-(3) at
every time step is via the operator splitting technique [4]. The numerical solu-
tion reduces to a three step scheme which involves the solutions of a parabolic
PDE, an elliptic PDE and a nonlinear system of ordinary differential equations
(ODEs) at each time step. Rewriting equations (1)-(3) using the operator split-
ting technique (see [4] for more details) we get the following numerical scheme:

ϕk+1/2 = (1 +∆tAi)ϕk +∆tAi(ϕe)k; (4)
ϕk+1 = ϕk+1/2 −∆tf(ϕk+1/2, ζk)/(Cm), (5)
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ζk+1 = ζk +∆tg(ϕk+1/2, ζk);
(Ai +Ae)(ϕe)k+1 = −Aiϕ

k+1. (6)

Where ϕk, ϕk
e and ζk discretizes φ, φe and η at time k ∆t; Ai and Ae are the

discretizations for ∇.((σi∇)/(χCm) and ∇.((σe∇)/(χCm), respectively. Spatial
discretization was done via the Finite Element Method using a uniform mesh of
squares and bilinear polynomials as previously described in [4].

Steps (4), (5) and (6) are solved as independent systems. Nevertheless, (4),
(5) and (6) are still computationally expensive. One way of reducing the time
spent on solving these equations is via parallel computing.

3 Parallel Multigrid Preconditioners

In the previous Section we presented a mathematical model for the electrical
potential in the cardiac tissue. Many direct and iterative approaches have been
employed in the solution of the linear systems that appear after the spatial
discretization of the Bidomain equations. Direct factorization methods such as
Cholesky or LU performed better than iterative methods for small simulation
setups [7], i.e., when memory limitations were not a concern. However, for larger
problems, for instance, the simulation of a whole three-dimensional (3D) heart
in which the discretization leads to millions of nodes, an iterative method is
mandatory. The preconditioned CG method has become the standard choice for
an iterative solver of the bidomain formulation.

We used CG to solve the linear system and intended to compare both GMG
and AMG as preconditioners. The solution of (4)-(6) was implemented in par-
allel using the PETSc C library, which uses MPI. CG is parallelized via linear
domain decomposition. The spatial domain is decomposed into proc domains
with equal sizes, where proc is the number of processors involved in the simu-
lation. In addition, we compared the traditional block incomplete LU parallel
preconditioner (ILU) against the multigrid ones.

The basic idea behind multigrid methods relies on the fact that simple iter-
ative methods are very efficient at reducing high-frequency components of the
residual, but are very inefficient with respect to the lower frequency components.
In the classical MG theory [8], such iterative methods are called smoothers, since
they smooth the error better than reduce its average. The multilevel solution to
this problem is to project the residual onto a smaller space, a coarser grid of the
problem, where the lower spatial frequency components can be handled more ef-
ficiently. The problem is now solved on the coarser grid and the residual is then
projected back to the original space, the finer grid. This way, the residual on the
finer grid has an approximation of the lower frequency components removed,
and the convergence of the iterative method is faster.

In our GMG preconditioner implementation we successively generated coarser
regular grids based on the finest regular grid G0, i.e. the uniform element mesh.
This procedure was repeated until the coarsest level, Glevels−1 . For each grid
pair, Gl and Gl+1, a prolongation rectangular matrix, Pl, was generated using
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Fig. 1. Simulated electrical wave propagation overlapped to the Resonance Image

a bilinear interpolation scheme. For every grid level (l = 0 to l = levels− 1), a
matrix Al was generated by applying the finite element method to the particular
grid. Further details of our GMG implementation can be found in [3].

The mainly difference between GMG and AMG preconditioners is the coarse
grid selection. In the GMG scheme, just simple slices are made to the fine grid
creating a coarse grid with half of the nodes in each direction. To select the
coarse grid points in the AMG, we seek those unknowns ui which can be used
to represent the values of nearby unknowns uj . It is done via the concepts of
dependence and influence. We say that the point i depends on the point j or j
influences i, if the value of the unknown uj is important in determining the value
of ui from the ith equation. Based on measures of dependence and influence taken
from the matrix coefficients, special heuristics generate the maximal subset of
points of the coarse grid. Thus, the process of coarse matrices generation depends
solely on the original finest-grid matrix. Different from the GMG, the finite
element method is only used once in the AMG method, i.e. during the creation
of the finest-grid matrix. All the other matrices are obtained algebraically.

In this work we adopted the parallel AMG code BoomerAMG [5] with its
Falgout-coarsening strategy.

In both GMG and AMG preconditioners the smoother used for all but the
coarsest level was an iterative method. For the coarsest level, we used a direct
solver. This was not done in parallel, i.e., it was repeated on every processor,
avoiding any communication.

4 Results

We performed several tests in order to compare the different preconditioners
on a 6 node Linux Cluster, each node equipped with a AMD Athlon 64 3GHz
processor, 2GB of RAM and connected by 1Gbit/s Ethernet switch. In all tests,
we simulated the cardiac electric propagation on a two-dimensional cut of the left
ventricle obtained during the cardiac diastole phase by the resonance magnetic
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technique of a healthful person. After segmenting the resonance image, a two-
dimensional mesh of 769 × 769 points was generated, that models the cardiac
tissue, blood and torso.

All bidomain parameters were taken from [9]. The capacitance per unit area
and the surface area - to- volume ratio are set to 1mF/cm2 and 2000/cm,
respectively. The interface between cardiac tissue and bath is modeled as de-
scribed in [10]. All the other boundaries are assumed to be electrically isolated.
The spatial and temporal discretization steps of the numerical model were set
to 0.0148 cm and 0.05ms, respectively. The simulation was carried out for 5ms,
or 100 time steps, after a single current stimulus was introduced at a selected
endocardial site. For simulating the action potential of cardiac cells we used the
human ventricular model of ten Tusscher et al. [11].

The stop criterion adopted for all the preconditioned CG algorithms was based
on the unpreconditioned and absolute L2 residual norm, ‖Axi−b‖2 ≤ tol, where
xi was the solution at iteration i and tol was a tolerance which was set to 10−6.
Although this is not the most efficient stop criteria for the CG, it is the fairest
one when comparing different preconditioning methods.

The performance measurements reported in this section, such as the execu-
tion time, CG number of iterations, average time per iteration, setup time and
number of nonzeros in an particular grid are related to the solution of the elliptic
part (2), since this part is responsible for around 80% of the whole simulation
time. The memory usage is related to the whole model.

4.1 Parameter Tuning

We tuned the following parameters: fill for ILU; levels for GMG; levels and
strongthreshold for AMG. Table 1 shows, for different numbers of processors, the
optimal parameter values that yielded the fastest execution time. The parameter
fill was varied from 0 to 4; GMG levels varied from 2 to 6; AMG levels from
6 to 16 and strongthreshold was set to 0.25, 0.50 and 0.75. In addition, all
parameters were tuned for best execution time on 1, 2, 4 and 6 processors. A
total of 160 simulations were performed during about one week of computation
time.

Due to the long execution time demanded for the ILU preconditioner, just
simulations on 6 processors were performed for this case. With this number of
processors the optimal value of fill was 4.

For GMG, the optimal value of levels depended on proc. On a single processor,
levels = 2 corresponded to the fastest execution. In parallel, however, since the
coarsest grid is solved sequentially, the cost of fewer grid levels rivaled the gains
of parallelism. Therefore, as proc increased, the optimal levels also increased to 3.

The AMG preconditioner performed better with the strongthreshold set to
0.25, i.e. the smallest experimented value. The choice of the strongthreshold
value directly influences the number of grid points in each level, i.e. the number
of non-zero elements of each matrix Al. High strongthresholds generated rich
coarse matrices in terms of the information that is kept from the finest level. This
contributed towards faster convergence in terms of iteration count. However,
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Table 1. Number of nonzeros on 1 and 6 processors

proc levels GMG AMG
1 2 1329409 1722609

8 - 8138
6 3 332929 683411

8 - 8707

Table 2. Comparison between GMG and AMG on 1 and 6 processors

Type proc Time (s) CG Iters. Time / Iter
ILU - - -

GMG 1 1867.05 1050 1.78
AMG 626.27 916 0.68
ILU 17502.88 175481 0.10

GMG 6 578.41 1290 0.45
AMG 141.12 900 0.16

this improvement did not result in faster execution times, since every level was
considerably more computationally expensive.

AMG performed better with more levels (levels = 8 was the fastest) than
GMG. Many factors may have contributed to this. It was shown before that
AMG coarsening algorithms tend to coarsen in the direction of the dependence
and perform better than the traditional geometric algorithms when the problem
has anisotropic or discontinuous coefficients. Cardiac tissue is highly anisotropic
and the conduction coefficients of the bidomain model reflect the cardiac tissue
properties. Therefore, fewer levels in the GMG may be necessary in order to
avoid loss of anisotropic information. In addition, the implementation of the
AMG and GMG preconditioners differs in some aspects. The smoothers (the
iterative methods used) are different. GMG uses a more robust and expensive
method, a preconditioned CG, to smooth the residuals in all but the coarsest
level. AMG uses a simple relaxation method. Thus, every GMG level is more
computationally expensive than an AMG one. The direct methods used to solve
the coarsest level are also different. GMG uses a more efficient and fast direct
LU solver with nested dissection reordering. The AMG direct solver was very
inefficient in handling large problems, i.e. coarsest matrices with less than 5
levels.

In summary, compare to GMG, AMG performed better with more levels and
fewer non-zero elements in the coarsest matrix. Table 1 shows the number of
non-zeros of the coarsest matrix of the simulations with 1 and 6 processors, for
the AMG and GMG cases.

4.2 Performance Comparison and Parallel Speedup

Table 2 presents the execution time, total number of CG iterations and average
time per iteration for all time steps (100 time steps) per processor for all pre-
conditioners with the optimal parameters. Both GMG and AMG preconditioners
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Fig. 2. Computational requirements for 2D anisotropic systole phase. (a) parallel
speedup relative to single processor execution time for GMG and AMG precondi-
tioners for different number of processors. (b) execution time, (c) total number of CG
Iterations for 100 time steps and (d) memory usage.

achieved better performance results than ILU on 6 processors. GMG was 30.26
times faster than ILU. In the same conditions, AMG was 124.03 times faster than
ILU. In addition, ILU took more than 17 thousands CG iterations to solve the
problem, i.e. for the total 100 time steps. Although ILU presented a better aver-
age time/iteration than the multigrid methods, it needed much more CG itera-
tions to solve the system. GMG and AMG converged with around one thousand
iterations, i.e. 10 iterations per time step.

AMG was 2.98 (4.10) times faster than GMG on 1 (6) processors, and required
50% (54%) less on setup phase. When using the GMG preconditioner, the num-
ber of CG iterations increased as the number of processors scaled up from 1 to
6. The AMG method was more stable and the number of iterations did not in-
crease when increasing the number of processors. Figure 2 shows the comparison
between GMG and AMG preconditioners with 1, 2, 4 and 6 processors. Both
multigrid preconditioners achieved reasonable parallel speedup (execution time
on 1 processor/execution time) results, 3.23 for GMG and 4.44 for AMG on 6
processors. AMG performed better for all tests, it converged faster (took less
CG iterations), required around 22% less memory with proc ≤ 2 and 9% when
proc ≥ 4. Finally, according to the speedup results, AMG achieved a better scal-
ability on 6 processors, which resulted from the smaller coarsest grid matrices.
The direct method used in the coarsest grid is not parallelized. Thus, the larger
matrices used by GMG in this level (see table 1) severely degrade the parallel
speedup.
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4.3 Conclusions

In this work, we employed the conjugate gradient algorithm for the solution of
the linear system associated with the elliptic part of the bidomain equations
and compared two different parallel multigrid preconditioners: the GMG and
AMG. The results taken from a 6-node Athlon 64 Linux cluster indicate that the
algebraic multigrid preconditioner is at least 3 times faster than GMG, requires
at least 9% less memory and achieved a better scalability on 6 processors.
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Abstract. Characterizing application servers performance becomes hard
work when the system is unavailable or when a great amount of time and
resources are required to generate the results. In this paper we propose the
modelingand simulationof complex systems, suchas application servers, in
order to alleviate this limitation.Using simulations, and specifically coarse-
grain simulations as we propose here, allows us to overcome the necessity of
using the real system while taking only 1/10 of the time than that of the real
system to generate the results. Our simulation proposal can be used to ob-
tain server performance measurements, to evaluate server behavior with
different configuration parameters or to evaluate the impact of incorpo-
rating additional mechanisms to the servers to improve their performance
without the necessity of using the real system.

1 Introduction

We can view an Application Server based on the J2EE platform as a complex
system, several things happen at the same time, and there are many levels in-
volved; from threads to TCP/IP, including cryptographic and security issues. At
the same time, all information that is confidential or has market value must be
carefully protected when transmitted over the open Internet. Security between
network nodes over the Internet is traditionally provided using HTTPS[1].

The increasing load that e-commerce sites must support and the widespread
diffusion of dynamic web content and SSL increase the performance demand on
application servers that host these sites. At the same time, the workload of In-
ternet applications is known to vary over time, often in an unpredictable fashion,
including flash crowds that cannot be processed. These factors sometimes lead
to these servers getting overloaded. In e-commerce applications, which are heav-
ily based on the use of security, such server behavior could translate to sizable
revenue losses. These systems are known to be very complex to characterize. In
our research, we need to spend four hours per test (including the start and stop
of the server, the server warm up time, and several executions corresponding
to several number of clients and different server parameters), but this time is
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real time and exclusive, so resources are difficult to get. How could we test some
hypotheses or ideas without using these resources? We propose to resolve this
by estimating the performance measurements using some kind of performance
model. With this approach we can get an approximation of the results using less
resources and time.

Different approaches have been proposed in publications on performance
analysis and prediction models for this type of e-business systems. Most of them
exploit analytical models where analysis is based on Markov Chain Theory [2].
Queuing Networks and Petri Nets are among the most popular modeling for-
malisms that have been used. But due the complexity of todays e-business sys-
tems, the analytical methods for solving can not be used. Only by simplifying
the system we can obtain manageable models. On the other hand, these systems
cannot model, in an easy way, timeouts behavior. The simulation model is an
abstract representation of the system elements and their interactions, and an
alternative to analytical mathematical models. The main advantage of simula-
tions is that it overcomes the limitation of complex theoretical models, while
the methodological approach to simulation models and the analysis of simula-
tion results is supported by statistical principles developed in the last 30 years.
There are several works that simulate systems in order to extract information
about them [3, 4], but in general, the number of proposals including modeling
application servers and problems like the ones we are facing are scarce.

We are able to get results that would take a whole day on a real system (test-
ing some parameter values), in less than an hour using only a desktop computer.
This gives us the possibility to test several QoS policies in real time without
having it implemented and running on a real machine.

The rest of the paper is organized as follows: Section 2 introduces the ana-
lyzed system, an application server with SSL security. Section 3 explains simu-
lation environment and tools used. On Section 4 we describe the experimental
environment. Inside Section 5 we explain all the blocks that build the simu-
lated model. Section 6 compares simulation results with experimental results,
and shows some interesting findings that can be obtained from simulated mod-
els. Some other experiments with simulation can be found on Report [5]. An
extended version of this paper with more results can be found on Report [6].

2 Secure Dynamic Web Applications

The two components we are using on our systems are Dynamic web applica-
tions and SSL security. Dynamic web applications are multi-tiered applications,
normally using a database. The client receives a HTML page with information
gathered and computed from the database by the application server. Communi-
cation between client and server is protected using the SSL protocol ([7]). SSL
increases the computation time necessary to serve a connection, due to the use
of cryptography. The impact of SSL on server performance has been evaluated
in [8]. It concludes that saturation of a server with SSL security provokes the
degradation of the throughput. Further information about an admission control
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using SSL connections and its impact can be found in [9]. More information
about the impact of using SSL on server performance can be found in [8].

3 Simulation Proposal

We are using a simulation tool and a performance analysis framework to generate
the simulation.

Simulations are usually much more computationally intensive than analytic
models. On the other hand, simulation models can be made as accurate as de-
sired and focus over some specific target. To the best of our knowledge, there
are not any simulation packages that are specifically oriented for these types
of systems. We decided to use Objective Modular Network Testbed in C++
(OMNet++) [10]. OMNet++ offers us a way to build our modules with a pro-
gramming language, so we can test our changes and fine-tune server model in a
fast way.

In order to obtain the computation times of the different services, which
will be used to construct the simulations model we propose using a performance
analysis framework developed in our research center. This framework, which con-
sists of an instrumentation tool called Java Instrumentation Suite (JIS [11]) and
a visualization and analysis tool called Paraver [12], allows a fine-grain analysis
of dynamic web applications. Further information about the implementation and
its use for the analysis of dynamic web applications can be found in [11].

4 Benchmark and Platform

We simulate an e-business multi-tiered system composed of an application server,
a database server and some distributed clients performing requests to the appli-
cation server. This kind of environment has been frequently modeled [13], but
we have added several new components to the simulation, which have not been
considered before. First, a SSL protocol between the clients and the application
server, and lastly, timeouts, which are harder to get on an analytical model.

We use Tomcat v5.0.19 [14] as the application server. In addition, in order
to prevent server overload in secure environments, [9] we added to the Tomcat
server a session-oriented adaptive mechanism that performs admission control
based on SSL connections differentiation. Further details can be read on [9]. The
client is using Httperf [15] to generate the requests of the workload from RUBiS
benchmark [16] (RUBiS attempts to produce a workload similar to eBay auction
site). The workload is divided into sessions, where every session issues several
requests (burst and not-burst) with a thinktime between them.

5 Model Description

The system was modeled using five black boxes 1: A client that simulates Httperf
and RUBiS (several others can be used, to represent other kind of scenarios), an
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Client accessProcessor HTTPProcessor

replyProcessor

mySQL
static

dynamic

Fig. 1. Simulation modules

accessProcessor that simulates operating system backlog queue of connections
and allow the setting up of admission policies. HTTPProcessor manages con-
nections using SSL handshake and reusing SSL. HTTPProcessor also processes
requests and sends to the MySQL database as needed. To conclude a replyProces-
sor gets the reply from MySQL or the HTTPProcessor and sends it to the client.

We do not want to build a system with a great level of detail; we do not
include threads in our model even though we modeled a simplified HTTP 1.1
scheme. Our objective was to achieve an approximation of the real system values,
without using a large processing time. This has some handicaps, because we
cannot simulate or retrieve data for the response time (for example); we had
not modeled all the components that affect it on a per-request level. We seek
throughput data only so our model is enough for us, response time modeling will
give more detail to cache-like mechanisms. We will show more specific details for
some of these blocks. The code from the simulation framework can be found on
[17] for more detail.

accessProcessor. Has a queue that sends requests to HTTPProcessor (and per-
forms admission control). From here it is easy to control limitation policies on
HTTPProcessor so we can quickly test several policies by just changing the code.
Inside this block we had modeled typical Linux buffers behavior(backlog).

HTTPProcessor. Uses Processor Sharing scheduling. We are using a two pass
processing mechanism: when a request arrives we process the connection (SSL
process and request service) then we process static data as much as is needed.
Next we see if the request needs further processing and we send it to the data-
base block. These two phases were created to simulate the behavior of Httperf
timeouts. Requests from this block can go to mySQL or to the client.

6 Evaluation

Here we include the validation of our approach when comparing the results
obtained with real life systems. We also present some experiments showing the
usefulness of our approach to evaluate system behavior when a real system is
not available.
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Fig. 2. Throughput comparison between original Tomcat and with admission control
in the real system versus when simulated

6.1 Model Validation

Comparison with the original Tomcat. Fig. 2.a shows the Tomcat through-
put as a function of the number of new clients per second initiating a session with
the server. When the number of clients needed to overload the server has been
achieved, the server throughput degrades until approximately 20% of the maxi-
mum achievable throughput while the number of clients increases. The cause of
this great performance degradation on server overload has been analyzed in [8].
When the server is overloaded, it cannot handle the incoming requests before the
client timeouts expire; In this case, clients with expired timeouts are discarded
and new ones are initiated, provoking the arrival of a great amount of new client
connections that need the negotiation of a full SSL handshake, causing degra-
dation of the server performance. In our simulation, as shown in Figure 2.a, the
graph is a similar shape (with approximate values).

Comparison with Tomcat with Admission Control. Considering the de-
scribed behavior, it makes sense to apply an admission control mechanism in
order to improve server performance. Figure 2.b shows the Tomcat throughput
as a function of the number of new clients per second initiating a session with the
server. Notice that the server throughput increases linearly with respect to the
input load (the server scales) until a determined number of clients hit the server.
At this point , the throughput achieves its maximum value. Until this point, the
server with admission control behaves in the same way as the original server.
However, when the number of clients that would overload the server has been
achieved, the admission control mechanism can avoid the throughput degrada-
tion, maintaining it in the maximum achievable throughput; in this case, the
simulation is also able to achieve almost the same results than the real system,
as shown in Figure 2.b.

6.2 Simulation Results

In the previous subsection, we have demonstrated that the simulation with
a simple model, using a low level of detail, adapts well to the real system.
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In addition, this kind of coarse-grain simulation allows us to run tests over
hardware or systems that are not available and still obtain performance pre-
dictions. Its low complexity allows us to simulate long experiments without a
high computational cost. Nevertheless, if it is necessary, this simulation model
can be extended in any detail level in order to obtain other types of
information.

In order to illustrate the possibilities that our simulation approach offers,
in this section we numerate some experiments that cannot be performed in
the real system (because it is not available or the execution time needed to
run them is extremely high). In this way, we demonstrate that simulations can
be very helpful to answer a great number of questions; confirming or discard-
ing hypotheses and providing hints about server behavior with different system
configurations.

Scalability of the application. Although our model is very simple, it can
describe with great success the real model pattern. If we need to know the
behavior of our application with a system with more CPUs, we can do it. However
these kind of results with our simulation should be restricted to a certain number
of CPUs. To enhance this number, we should increase complexity of the model to
enable a more detailed behavior of contention between processors (for example
to model thread behavior inside HTTPProcessors). With the same environment
we can use simulation to provide us with a way to test several QoS admission
policies, and how they will scale on the real system without using real resources.
As an example we do not have machines available with more than 4 CPUs, so
simulation fills this gap. Simulation is used to determine if a proposal is worth
testing on a real system or not.

Extracting extra data from simulations. We can adapt the model to help
us to extract other kind of data also. We can accomplish tests that would cost a
lot of resources, while simulation also gives us more flexibility to add variables
and count things like the maximum number of opened sessions on an instant.
With this variable we could see how admission control affects the number of
opened sessions. These kinds of statistical results can be achieved with ease by
adding little code to the model.

Testing hypothesis involving system changes. Simulations were used to
test how different algorithms, which change the order of requests, can improve
server performance. The order should be changed on the backlog queue, so it
requires several Linux Kernel modifications. Testing on a real system would
involve rebooting machines (server is multi-user), modifying kernel internals,
debugging and several other time consuming chores. With a simulation we were
able to test these changes with a low cost (in time and resources). After changing
the order of the backlog queue we obtained the results that we expected. Now
we can start moving resources to implement our hypothesis on a real system,
with a lower probability of failure.
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7 Conclusions

In this paper we have presented a method to simulate an existing system and
shown how we can obtain some experimental data without the need to use much
resources or time. In this work, we used only data from a single CPU system
run, and from its sample workload. Our model uses OMNET++ to the system
behavior with all the detail we need, and predicts the shape of the real system
graph. Although we do not model the system with deep enough detail to predict
real numbers, we found that the results are very similar and good enough to
make some predictions. In our model, every time we added a new feature, the
results became more accurate, and we had achieved a great approximation on
Figure 2.b.

We added to the normal simulations of application web servers some handi-
caps like timeouts and SSL, to show how it affects the server, and how it shapes
the real life graphics. For more specific results we will need a more detailed model
(i.e. OS contention with more than one CPU).

Using simulations gives us more flexibility and capability to extract data and
run some tests that could be unaffordable with real resources. We can measure
what throughput we could achieve (or at least an approximation) with the ad-
dition of more processors, threads or with a change of the number of clients. We
did not need the real system for this, only a simulation. We can slightly modify
the model to help us to decide what proposal of admission control is the best
in a first approach. For example we can quickly analyze the number of rejected
sessions( rejected sessions leads to lost revenue ).

Simulations can be useful to test changes such as changing the backlog from
FIFO to LIFO [18] and see how it improves performance. To conclude, coarse-
grain simulations could give us basic guidelines to help us to test some changes
in our systems and there are a great number of questions that can be answered
by them. Thanks to the simulations we have obtained results such as those on
6.2. In these we can analyze the behavior of the system when we have more
CPUs. Thanks to the validation we have seen that the obtained results come
closer to the real ones. This can help us to evaluate these policies in a fast
and quite reliable way and give us some hints to know if a proposal is good
or bad.

Future work will include introducing simulations as a predictive tool inside
an application server.
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Abstract. A novel algorithm for computing forces in N-body simula-
tions is presented. This algorithm constructs a hierarchical tree data
structure and uses multipole expansions for the inverse square law. It can
be considered as a multipole-based variant of Barnes-Hut algorithm [2].
The key idea here is the representation of forces (gravitational or elec-
trostatic) through a multipole series by using the relationship between
ultraspherical and Legendre polynomials. The primary advantage of this
algorithm is the accuracy it offers along with the ease of coding. This
method can be used in the simulation of star clusters in astrophysical
applications in which higher order moments are expensive and difficult to
construct. This method can also be used in molecular dynamics simula-
tions as an alternative to particle-mesh and Ewald Summation methods
which suffer from large errors due to various differentiation schemes.
Our algorithm has O(p3N log N) complexity where p is typically a small
constant.

1 Introduction

N-body simulations have become very important in theoretical and experimental
analysis of complex physical systems. A typical N-body problem models physical
domains where there is a system of N particles (or bodies), each of which is in-
fluenced by gravitational forces or electrostatic forces of all other particles. The
naive brute force algorithm to compute the forces acting on each particle based
on particle-particle interaction is an O(N2) algorithm. There are various approx-
imation algorithms with lower complexity that have been proposed for these
simulations. In the simulation of gravitational forces in astrophysics, Barnes-
Hut algorithm [2] and its variants are used. For electrostatic force simulations
occurring in molecular dynamics (MD), Fast Multipole algorithm (FMM) [5],
particle-mesh methods like P3M [8] and Ewald Summation techniques [7] are
widely applied.

For two particles of strengths q1 and q2, the force acting on q1 due to q2, is
given by the inverse square law,

F =
q1q2

|r12|2
· r12

|r12| , (1)
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where |r12| is the distance between the particles. In this paper, the constant of
proportionality (like the gravitational constant) is assumed to be 1. Even though
the above law is applicable to both gravitational and electrostatic interactions,
the required accuracy determines the algorithms to be used. The Barnes-Hut
algorithm is an easy-to-code algorithm used in most astrophysical simulations
where lower accuracy is often preferred (around 1%) over reduced execution
time. In astrophysical simulations, the force is approximated by a multipole se-
ries expansion with respect to the center of mass. The first moments are large
enough (since the masses are all positive) to approximate the forces. Therefore,
the monopole moment and the first two moments in the multipole series pro-
vide enough accuracy. On the other hand, in MD simulations, higher accuracy
is needed because the distance and time scales involved are very different from
astrophysical problems. The Barnes-Hut scheme can be adapted to MD sim-
ulations by adding more terms to the multipole series. For electrostatic force
simulations, however, the distribution of positive and negative charges impedes
the numerical robustness of the Barnes-Hut algorithm [6]. Methods like Ewald
Summation, particle-mesh based approaches like P3M, and FMM are preferred
over Barnes-Hut algorithm for electrostatic problems.

In contrast, in the investigation of collisional astrophysical systems, namely
star clusters and galactic nuclei, there is a need for high accuracy. Such appli-
cations require |δE/E| � 0.04N−1t/tcr where t and tcr are time parameters,
|δE/E| is the relative energy accuracy and N is the number of stars in the
system [4]. For a system of 103 stars, this means an upper bound of 10−5 on
the error. In order to achieve such high accuracy, McMillan and Aarseth [3]
use octupole terms in the multipole expansion which are quite cumbersome to
construct. Moreover, increased accuracy is needed for larger systems in order
to limit the cumulative errors on core-collapse time scales to acceptable levels.
To our knowledge there is no prior work that uses higher order moments than
octupoles.

In the case of electrostatic force interactions, particle-mesh algorithms like
P3M and Ewald Summation techniques compete with FMM [9, 10]. Despite the
superior asymptotic scaling of FMM when compared to earlier methods [O(N)
versus O(N logN)], FMM has some disadvantages. Apart from the obvious dif-
ficulty in coding, FMM suffers from lack of energy conservation unless very high
accuracy is employed [11]. In addition, special considerations regarding the de-
gree of force interpolation must be taken into account to conserve momentum.
Pollock and Glosi [10] discuss other advantages of P3M over FMM. Even in force
interpolation methods used in particle-mesh algorithms and Ewald Summation
methods, a general statement of accuracy seems to be difficult. The error analysis
of force calculations in these methods are quite involved and they provide a fair
comparison only if done at the same level of accuracy. The discretization methods
introduce new sources of errors in addition to the ones originating from real and
reciprocal space cutoffs. Furthermore, investigation of errors during force evalu-
ation depends on several parameters such as mesh-size, interpolation orders and
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differentiation schemes. Deserno and Holm [12] illustrated remarkable differences
in accuracy for these methods.

In this paper, we present a novel algorithm for accurate force calculations in
N-body problems. This algorithm combines the ease of the Barnes-Hut method
with a very high accuracy. Instead of using higher order moments, the algorithm
uses additional terms of a multipole series to increase the accuracy. Our method
can be used effectively in the calculation of star cluster interactions in which ac-
curacy has been limited by octupole moments. Unlike particle-mesh and Ewald
Summation based methods, our algorithm does not involve differentiation (ei-
ther differentiation in Fourier space, analytic differentiation or discrete differen-
tiation) to calculate the forces. Forces are directly computed through the series.
This is especially useful where force interpolation is affected by conservation
laws. Further, it may be of interest to note that the complexity of this algorithm
is O(p3N logN), which is comparable to that of particle-mesh algorithms that
use Fast Fourier Transforms.

The paper is organized as follows: Section 2 discusses the multipole expan-
sions for forces calculations. Section 3 describes the algorithm, analyzes its com-
plexity and discusses implementation issues. Section 4 presents numerical exper-
iments. Conclusions are presented in Section 5.

2 Multipole Expansion for Forces

A multipole based tree code for computing potentials of the form r−λ, λ ≥ 1,
was introduced in [1]. In this paper, we extend the result to evaluate the forces.
The reader is advised to refer [1] for some of the discussions in this section. The
key idea in computing the potentials of the form r−λ is the use of ultraspherical
polynomials in a manner analogous to the use of Legendre polynomials for the
expansion of the Coulomb potential r−1. Ultraspherical polynomials (or Gegen-
bauer polynomials) are generalizations of the Legendre polynomials in terms of
the underlying generating function. That is, if x, y ∈ �, then

1
(1− 2xy + y2)λ/2 =

∞∑
n=0

Cλ
n(x)yn, (2)

where Cλ
n(x) is an ultraspherical polynomial of degree n. They are also higher

dimensional generalizations of Legendre polynomials [14, 15] in the sense that ul-
traspherical polynomials are eigenfunctions of the generalized angular momen-
tum operator just as Legendre polynomials are eigenfunctions of the angular
momentum operator in three dimensions. One can refer to [14] for a list of simi-
larities between them. The above generating function can be used to expand r−λ.
In [1] we derived the following multipole expansion theorem for r−λ potentials.

Theorem 1 (Multipole Expansion for Potentials) [1]. Suppose that k
charges of strengths {qi,i = 1, . . . k} are located at the points {Qi = (ρi, αi, βi), i =
1, . . . , k}, with |ρi| < a. Then, for any point P = (r, θ, φ) with r > a, the potential
Φ(P ) is given by
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Φ(P ) =
∞∑

n=0

	n/2
∑
m=0

1
rn+λ

Mm
n ·Yn,m(θ, φ), (3)

where

Mm
n =

k∑
i=1

qiρ
n
i B

λ
n,mYn,m(αi, βi),

YT
n,m(x, y) =

[
Y

−(n−2m)
n−2m (x, y), Y −(n−2m)+1

n−2m (x, y), . . . , Y (n−2m)
n−2m (x, y)

]
is a vector of spherical harmonics of degree n− 2m and

Bλ
n,s =

(λ)n−s(λ− 1/2)s

(3/2)n−ss!
(2n− 4s+ 1). (4)

Furthermore, for any p ≥ 1,∣∣∣∣∣∣Φ(P )−
p∑

n=0

	n/2
∑
m=0

Mm
n

rn+λ
·Yn,m(θ, φ)

∣∣∣∣∣∣ ≤ AB

rλ−1(r − a)
(a
r

)p+1
, (5)

where A =
∑k

i=1 |qi| and B =
∑	n/2


m=0

∣∣Bλ
n,m

∣∣ .
The multipole expansion for force computations can now be deduced as a corol-
lary to the above theorem.

Corollary 1 (Multipole Expansion for Forces). Suppose that k particles
of strengths {qi, i = 1, . . . k} are located at points whose position vectors are
{ρi, i = 1, . . . , k} and let {Qi = (|ρi| , αi, βi), i = 1, . . . , k} denote their spherical
coordinates with |ρi| < a. Then, for any vector r with coordinates P = (|r| , θ, φ)
and |r| > a, the cth component of the force, Fc(P ), is given by

Fc(P ) =
∞∑

n=0

	n/2
∑
m=0

1
|r|n+3 [(rc)Mm

n − cVm
n ] ·Yn,m(θ, φ) (6)

where

Mm
n =

k∑
i=1

qi |ρi|nB3
n,mYn,m(αi, βi), cVm

n =
k∑

i=1

ρci

(
qi |ρi|nB3

n,mYn,m(αi, βi)
)
.

Here rc and ρci are the cth component of r and ρi, respectively. Furthermore,
for any p ≥ 1, the approximation F̂ p

c (P ) obtained by truncating the expression
in (6) after p terms, satisfies∥∥∥Fc(P )− F̂ p

c (P )
∥∥∥

2
≤ AB

|r|2 (|r| − a)

(
a

|r|
)p+1

(|r|+ a),

where A =
∑k

i=1 |qi| and B =
∑	n/2


m=0

∣∣Bλ
n,m

∣∣ .
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Proof. We note that r12 = r − ρ1, and therefore, (1) can be written as

F (P ) =
q1

|r12|3
r − q1

|r12|3
ρ1.

Using λ = 3 in (3) for 1/|r12|3, the proof follows through the superposition of
particles at {ρi, i = 1, . . . , k}. The error bound can be obtained from (5) by
using the triangle inequality |r12| ≤ |r|+ |ρ1| ≤ |r|+ a.

3 Treecode for Force Calculations

The treecode to compute the forces can be viewed as a variant of Barnes-Hut
scheme that uses only particle-cluster multipole evaluations. The method works
in two phases: the tree construction phase and the force computation phase.
In the tree construction phase, a spatial tree representation of the domain is
computed. At each step of this phase, if the domain contains more than one
particle, it is recursively divided into eight equal sub-domains. This process
continues until each sub-domain has at most one particle.

Each internal node in the tree computes and stores multipole series represen-
tation of the particles within its sub-domain. Note that we don’t have the means
to compute translations of multipole coefficients from child to parent nodes. We
must compute the multipole coefficients at every internal node directly from
the particles contained in the node. These coefficients are obtained using Corol-
lary 1. Once the tree has been constructed, force at a point is computed using the
multipole coefficients of a subset of the nodes in the tree, which are sufficiently
far away from the point. A specific constant α is used to check if a node is far
enough from the evaluation point. Given the distance of a point from the center
of the sub-domain, d, and the side of the box, r, a point is considered to be far
away from a node if the multipole acceptance criterion (MAC) defined as, d/r,
is greater than α. For each particle, the algorithm proceeds by applying MAC
to the root of the tree to determine whether an interaction can be computed;
if not, the node is expanded and the process is repeated for each of its eight
children. If the node happens to be a leaf, then the force is calculated directly by
using the particles in the node. In order to improve the computational efficiency
of the algorithm, the minimum number of particles in any leaf box can be set to
a constant s. The pseudo-code for this method can be found in [1].

It can be seen from Corollary 1 that the complexity of computing the mul-
tipole coefficients at each level of the tree is O(p3N), where N is the number of
particles in the system and p is the multipole degree. Since there are logN levels
in the tree for a uniform particle distribution, the total cost of computing the
multipole coefficients is O(p3N logN). Similarly, it can be seen that the complex-
ity of the force evaluation phase is O(p3N logN). Thus, the overall complexity
for the algorithm is O(p3N logN).

The algorithm has been implemented in C++ programming language. The
code first constructs the oct-tree and the multipole coefficients are calculated
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along with the tree construction. Standard Template Library (STL) data struc-
tures were used for the dynamically adaptive tree construction phase. The spher-
ical symmetry of r−3 potentials, when expressed in spherical coordinates, leads
to efficient computations. For example, spherical harmonics for r−1 potential is
computed instead of computing the vector of spherical harmonics given in Theo-
rem 1. Thus, computing O(p2) spherical harmonics for each particle is enough to
compute O(p3) multipole coefficients, which results in significant time reduction
for large systems. The constants defined in (4) are also precomputed and used
in the force evaluation phase to reduce the overall computation time.

4 Experiments

In this section, we present results of numerical experiments performed on a
2.4 GHz, 512 MB Intel P4 PC running Red Hat 9.0. Due to space constraints
we discuss two experiments only. In these tests, a direct summation code is
the benchmark for comparing errors and execution time. For star-cluster ap-
plications, Mcmillan and Aarseth [3] compare accuracies for a problem with
N = 103. They target median force error below 10−4 and achieve it using octu-
pole moments for MAC < 0.5. Fig 1 shows the error in the force F incurred by
truncating expression (6) after p terms. The relative error δF/F is defined by(

δF

F

)2

=
1
N

N∑
i=1

( |Ftree − Fdirect|
Fscale

)2

,

where Fdirect is the force determined by direct summation, Ftree is the value
returned by the tree algorithm and Fscale =

∑
ij mi/(r′ij)

2 is a characteristic
scale against which accuracy is measured. Here mi’s are the masses and the
sums are taken over all particles in the system. Fig 1(a) illustrates the effect of
MAC on error for a uniform distribution of 103 particles with random masses
in the range [0, 1]. The maximum number of particles in leaf boxes were fixed at
10. For MAC = 0.9 we see that an accuracy of 10−5 is reached using multipole
degree 2. Also, asMAC decreases, the error reduces proportionally. For a typical
MAC between 0.6 and 0.7 used in the Barnes-Hut algorithm, we have an order
of magnitude reduction in the error by increasing the multipole degree. In [3],
forMAC < 0.3 the accuracy of the octupole component of the force deteriorates
markedly. In our case, we see that dramatic reduction in the error is obtained
as we increase the multipole degree. Also, Mcmillan et al. require MAC < 0.5
for accurate computations. Since the amount of direct computation is inversely
proportional to MAC, it may be expensive to select such small MAC for large
systems.

Fig 1(b) and Fig 2 demonstrate the effect ofMAC on accuracy and execution
time for 104 particles in random uniform distribution. Each particle carries a ran-
dom positive or a negative charge. This test is carried out to verify the numerical
robustness and consistency of our approach for electrostatic force interactions. As
before, the multipole degree was allowed to vary between 2 and 4, and the number
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Fig. 1. Error Vs MAC with multipole degrees p = 2, 3 and 4 for (a) 1000 particles with
positive masses (b) 10000 particles with positive and negative charges

0.4 0.5 0.6 0.7 0.8 0.9
10

0

10
1

10
2

MAC

T
im

e 
(S

ec
s)

Execution time

 

 

Multipole Degree 2
Multipole Degree 3
Multipole Degree 4

Fig. 2. Execution time for 10000 particles of positive and negative strengths

of particles per leaf box was fixed at 10. In Fig 2, we see a rapid increase in the
execution time as we increase the multipole degree whereas the growth is smaller
with respect to the MAC. In order to improve the accuracy for a small system, it
is better to reduce the MAC than increase the multipole degree. However, tree-
based force evaluation schemes are quite inefficient for small number of particles
because the overhead involved in manipulating and traversing the tree data struc-
ture is fairly large. For N > 104, the treecode presented in this paper is expected
to outperform the direct summation algorithm in execution time.

5 Conclusion

This paper presents an efficient algorithm for accurate calculation of forces using
spherical coordinates. The proposed algorithm is superior to existing methods in
which accuracy is limited by the choice of octupole moments and differentiation
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schemes. Our algorithm combines the ease of the Barnes-Hut algorithm with
accurate force calculation, and can be used to compute gravitational forces in
astrophysical simulations and electrostatic forces in molecular dynamics.
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Abstract. In the paper the problem of designing two-level hierarchical structure 
of wide area network is considered. The goal is to select gateways location, 
channel capacities and flow routes in order to minimize total cost of leasing 
capacities of channels of 2nd level network, subject to delay constraint. An 
approximate algorithm is proposed. Some results following from computational 
experiment are reported. 

1   Introduction 

Process of designing large wide area networks (WAN) containing hundreds of hosts 
and communication links is very difficult and demanding task. Conventional design 
procedures are suitable for small and moderate-sized networks. Unfortunately, when 
applied directly to large networks, they become very costly (from computational point 
of view) and sometimes infeasible. Problems with computational cost of huge wide 
area network design can be alleviated by building WAN as a hierarchical network [1]. 
In hierarchical networks, nodes are clustered using some nearness measures like 
geographical distance, traffic and reliability requirements. Communication networks 
of each cluster (1st level network) can be designed separately. In each cluster special 
communication nodes (gateways) are chosen. Function of gateways is to handle the 
traffic between nodes from the cluster they are located and nodes from other clusters. 
Gateways, with channels connecting them, form 2nd level network. Two-level 
networks can be grouped in 3rd level clusters and so on. Traffic between nodes in the 
same cluster uses paths contained in local communication network. Traffic between 
nodes in different 1st level networks is first sent to local gateway, then via 2nd level 
network of gateways is sent to gateway located in destination 1st level network to 
finally reach the destination node. Example of structure of hierarchical wide area 
network is presented in the Fig. 1. 

In this paper problem of designing the two-level hierarchical wide area network 
connecting existing networks in order to minimize total cost of leasing capacities of 
channels of 2nd level network subject to delay constraint is considered. The Gateways 
Location, Capacity and Flow Assignment problem with cost criterion is formulated as 
follows:  
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given: topology of 1st level networks and 2nd level network, sets of potential 
gateways locations, set of potential 2nd level network channels capacities 
and costs (i.e. discrete cost-capacity function), traffic requirements,  

minimize: leasing cost of channel capacities of 2nd level network, 

over: gateways locations, 2nd level network channel capacities, 
multicommodity flow (i.e. routing),  

subject to: multicommodity flow constraints, channel capacity constraints, delay 
constraint in hierarchical network. 

Discrete cost-capacity function considered here is most important from the practical 
point of view for the reason that channels capacities can be chosen from the sequence 
defined by ITU-T (International Telecommunication Union – Telecommunication 
Standardization Section) recommendations. Such formulated problem is NP-complete 
as more general than the CFA problem with discrete cost-capacity function which is 
NP-complete [2, 3]. 

2nd level channels

1st level channels

1st level nodes

2nd level nodes
- gateways

1st level clusters

2nd level cluster

 

Fig. 1. Structure of the two-level hierarchical wide area network 

Some algorithms for hierarchical network design can be found in [4, 5]. However, 
problem presented in [5] is limited to tree topology of hierarchical network. 
Algorithm for router location minimizing total cost of the network without constraints 
on quality indices and without assigning capacities to channels is presented in the 
paper [4]. Also, in algorithm for interconnecting two WANs presented in [6] 
assigning capacities to channels connecting the networks is not considered.  

The problems considered in the literature presented above, do not take into account 
that the gateways location problem and capacity assignment problem should be 
considered simultaneously. Solving this problem is important from practical point of 
view due to the fact that it results in significant reduction of network exploitation cost. 
This paper joins problem of locating gateways in hierarchical wide area network with 
capacity assignment problem to minimize network cost and to satisfy quality 
demands. Thus, problem considered in the paper is more general and more important 
from practical point of view than problems, which can be found in the literature. 
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2   Problem Formulation 

Consider a hierarchical WAN consisting of K networks on 1st level of hierarchy, each 

denoted by lS1 , ,,...,1 Kl =  and one 2nd level network denoted by S2. Let lN1  be set 

of nodes and lL1  set of channels of 1st level network lS1 . Let n be the total number of 

nodes in hierarchical network. Set of nodes N2 consists of selected gateways and L2 is 
set of channels connecting them. Let m be number of channels in 2nd level of 
hierarchical WAN and let p be total number of channels. For each channel in 2nd 
level network capacity must be chosen from the set of available capacities 

}., ... ,{ )(1
i

is
ii ccC =  Capacities in each set C i are ordered in the following way: 

i
is

ii ccc )(21 ... >>> . Let i
kd  be the cost of leasing capacity i

kc  for channel .i  

Let i
kx  be the discrete variable for choosing one of available capacities for channel 

i defined as follows: 1=i
kx , if the capacity i

kc  is assigned to channel i and 0=i
kx  

otherwise. Since exactly one capacity from the set C i must be chosen for channel ,i  
the following condition must be satisfied: 

1
)(

1

=
=

is

k

i
kx  for mi ..., ,1 =  (1) 

Let denote by H l set of gateways to place in network lS1  and by Jg set of possible 

locations for gateway g. Let g
ay  be the discrete variable for choosing one of available 

locations for gateway g defined as follows: ,1=g
ay if gateway g is located in node a 

and ,0=g
ay otherwise. Each gateway must be placed in exactly one node, thus it is 

required to satisfy following condition: 

∈
=

gJa

g
ay 1, lHg ∈ , Kl ,...,1=  (2) 

The cost i
kd  of leasing capacity i

kc  for channel i is defined as follows:  

ik
ab

Ja Jb

g
b

g
a

i
k dyyd

g g∈ ∈
=

1 2

21  (3) 

where g1 and g2 are gateways adjacent to channel i, ik
abd  is cost of leasing capacity i

kc  

of channel i between nodes a and b, which are possible locations of gateways g1 and 
g2 respectively.  

Let '
rX  be the permutation of values of variables i

kx , mi ,...,1=  for which the 

condition (1) is satisfied, and let Xr be the set of variables which are equal to 1 in 
'
rX . Similarly, let '

rY  be the permutation of values of all variables g
ay  for which 

condition (2) is satisfied and let Yr be the set of variables which are equal to 1 in 
'

rY . The pair of sets ),( rr YX  is called a selection. Each selection ),( rr YX  
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determines locations of gateways and channels capacities in the 2nd level of 
hierarchical WAN. Let ℜ  be the family of all selections. 

Let ),( rr YXd  be the total cost of leasing capacities of channels of 2nd level 

network of hierarchical network, in which values of channels capacities are given by 

rX  and locations of gateways are given by rY .  

∈

=
r

i
k Xx

i
k

i
krr dxYXd ),(  

(4) 

Then, the considered gateway location, flow and capacity assignment problem in 
hierarchical wide area network can be formulated as follows: 

( )rr
YX

YXd
rr

,min
),(

 (5) 

subject to: 

ℜ∈),( rr YX  (6) 

max),( TYXT rr ≤  (7) 

where ),( rr YXT  denotes total average delay per packet in hierarchical network, 

given by Kleinrock’s formula [7] and T max its maximal acceptable value of that delay. 

3   Algorithm 

In this chapter we present an approximate algorithm for gateways location and 
capacity assignment minimizing cost of leasing capacities of channels of 2nd level 
network, subject to constraint on maximal admissible value of average delay per 
packet in hierarchical network.  

Initially set Y1 is calculated in such a way that total cost of leasing channels of 
2nd level network is minimal. All channel capacities are set to maximal available 
values. If for such constructed network constraint (7) is violated, then one of 
gateways location is changed. Choice of gateway to change location is performed 
using exchange operation. After each change of gateway location new value of 
average delay per packet is compared with one already found. Location with higher 
value of average delay per packet is abandoned and removed from set of potential 
gateway locations. Operation is repeated until constraint (7) is satisfied. After that, 
capacities of selected channels is decreased to obtain network with lower leasing 
cost satisfying constraint (7) and value ( )rr YXd ,  is compared with already found 

best solution d *. If current cost of leasing channels capacities is lower, then d * is 
updated. When constraint (7) is violated then operation of changing gateway 
locations is repeated. Algorithm terminates, when, for each gateway, the set of 
possible locations is empty or there is no channel which capacity can be decreased. 

Algorithm finds heuristic solution after no more than 
== ∈

m

i

K

l Hg
g isJl 11

)(  

iterations. 
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3.1   Exchange Operations 

The purpose of exchange operation is to find a pair of variables i
kx  or variables g

ay  

for substitution to generate a network with the least possible value of criterion (4). To 
take into account the constraint (7) we propose the auxiliary local criterion: 

),(),( rrrr YXTYXd ⋅+ α , where coefficient  converts value of average packets 

delay to cost expressed in [€/month]. Choice of variables i
kx  and i

jx  to exchange is 

made using modified criterion i
kj∆  usually used in classical CFA problem, formulated 

as follow [2, 8]: 

( )
∞

<−+
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−
−=∆

otherwise 

for             i
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cfdd
fc

f

fc

f

γ
α

 (8) 

Choice of variables g
ay  and g

by  to exchange may be evaluated by criterion g
abδ .  
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The second term of the sum estimates change of the leasing cost of channels adjacent 

to the gateway g of which location changes. The flow f
~

 is constructed as follows: the 

flow from all nodes in network lS1  sent through gateway located in node a  is moved 

from the routes leading to node a  to the routes leading to node b . If the conditions 
i

i cf ≤
~

 are satisfied for every channel in the network lS1  the flow f
~

 is feasible.  

To exchange should be chosen the pair of variables for which the value of criterion 
g
abδ  or i

kj∆  is minimal. 

3.2   Calculation Scheme of the Approximate Algorithm 

Let r
gJ  be the set of possible locations for gateway g in r-th iteration of the 

approximate algorithm. Let gg JJ =1  for each gateway g. Let ∅=1Y , ∞=*d , 1=r . 

Step 1. Perform 11 =ix  for mi ..., ,1 = . Compute Y1, such that 

( ) ( )r
Y

YXdYXd
r

,min, 111 =  

Step 2.  Compute flow f using FD method [9], next compute ( )rr YXT , .  

If ( ) max, TYXT rr >  then go to step 3. Otherwise go to step 4. 
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Step 3. If ∅=r
gJ  for every g then go to step 6. Otherwise select the pair of variables 

r
g
a Yy ∈  and r

g
g
b Jby ∈:  for which with the value of expression (9) is the greatest.  

Perform { }( ) { }.1
g
b

g
arr yyYY ∪−=+  Next compute ( )1, +rr YXT .  

If ( ) ( )rrrr YXTYXT ,, 1 >+  then perform { }bJJ r
g

r
g −=  and go to step 2.  

Otherwise perform { }aJJ r
g

r
g −=+1 and .1+= rr  Next go to step 2. 

Step 4. If ( ) ∗< dYXd rr ,  then perform ( )rr YXdd ,=∗  and ( ) ( )rr YXYX ,, ** = .  

Step 5. If ( )isk =  for every r
i
k Xx ∈  then go to step 6. Otherwise select variable 

r
i
k Xx ∈ , such that ( ) 1−≤ isk , with greatest value of expression (8) and perform 

{ }( ) { }i
k

i
krr xxXX 11 ++ ∪−=  and 1+= rr . Go to step 2. 

Step 6. Algorithm terminates. If ∞=*d  then problem has no solution. Otherwise the 

selection ( )** ,YX  associated with current value *d  is the near-optimal solution 

satisfying the constraints (6) and (7). 

4   Computational Results 

The presented approximate algorithm was implemented in C++ code. Extensive 
numerical experiments have been performed with this algorithm for many different 
hierarchical network topologies and for many possible gateways number and 
locations. The experiments were conducted with two main purposes in mind: first, to 
examine the impact of various parameters on solutions to find properties of the 
problem (5-7) important from practical point of view and second: to test the 
computational efficiency of proposed algorithm. 

The dependence of the cost of leasing channel capacities d on maximal acceptable 
value of average delay per packet in hierarchical network T max has been examined. In 
the Fig. 2 the typical dependence of d on the value T max is presented for different 
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Fig. 2. The dependence of criterion function d on value Tmax 
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values of the average packet rates from external sources transmitted between each pair 
of nodes of the hierarchical network, which are denoted by h. It can be observed that 
the dependence of leasing cost of channel capacities d on T max  is decreasing function 

and that there exists such value ,ˆ maxT  that the problem (5-7) has the same solution 

for each T max greater or equal to .ˆ maxT   
Let G be the number of gateways, which must be allocated in some 1st level 

network of the hierarchical WAN. It has been examinated how number of gateways G  
influences on the criterion function d. In the Fig. 3 typical dependence of leasing cost 
of channel capacities d on number of gateways G is presented. 
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Fig. 3. The dependence of criterion function d on number of gateways G 

Fig. 3 indicates that higher quality demands (lower values of constraint T max) 
imply allocating higher number of gateways. For small number of gateways feasible 
solution cannot be found.. It can be also observed, that there exists such value of G for 
which the function d(G) is minimal. Number of gateways G, for which value d is 
minimal, is higher for tighter constraint on T max. 
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Fig. 4. The distance between obtained solutions and optimal solutions 

Let dapp be the solution obtained by approximate algorithm and let dopt be the 
optimal value of the problem (5−7). Let  be the distance between approximate  

and optimal solutions: %100⋅−= optoptapp dddχ . The value  shows how  
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the results obtained using the approximate algorithm are worse than the optimal 
solution.  

Let 

[ ] [ ]
%100

solutions all ofnumber 

,for which  solutions ofnumber 
, ⋅∈=Θ ba
ba

χ
 

denotes the fraction of solutions obtained from the approximate algorithm which are 
greater than optimal solutions between %a  and %.b  The dependence Θ on divisions 
[0% - 5%], (5% - 10%), [10% - 15%), etc. is shown in the Fig. 4. 

5   Conclusions 

The approximate algorithm for solving the gateway location and network topology 
assignment problem in hierarchical network to minimize total cost of leasing channel 
capacities is presented. The considered problem is more general than the similar 
problems presented in the literature. It follows from computational experiments 
(Fig. 4) that more than 50% approximate solutions differ from optimal solutions at 
most 5%. Moreover, we noticed that the cost of the hierarchical WAN depends on the 
number of gateways. The presented approximate algorithm may be used whenever an 
optimal solution is not necessary and for large hierarchical networks.  

This work was supported by a research project of The Polish State Committee for 
Scientific Research in 2005-2007. 
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Image-Based Robust Control of Robot Manipulators with 
Integral Actions 
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Abstract. In this paper, we propose a robust visual feedback controller with 
integral action for tracking control of n-link robot manipulators in the presence 
of constant bounded parametric uncertainties. The proposed control input has 
robustness to the parametric uncertainty and reduces tracking error in the 
steady-state. The stability of the closed-loop system is shown by Lyapunov 
method. The effectiveness of the proposed method is shown by simulation and 
experiment results on the 5-link robot manipulators with two degree of  
freedom.  

Keywords: robust control, visual feedback, integral action, robot manipulator.  

1   Introduction 

Applications of visual based robot control have been increased when the robot is 
working in unstructured environments. The use of visual feedback in these  
applications is an attractive solution for the position and motion control of robot 
manipulators. A visual servo control scheme can be classified in two configurations: 
fixed-camera, where the visual servoing camera is fixed with respect to the world 
coordinate frame and camera-in-hand, where the camera is mounted on the end-
effector of the robot manipulator [1], [2]. In the camera-in-hand configuration, the 
camera supplies visual information of the object in the environment to the controller. 
The objective of this visual feedback control scheme is to move the robot manipulator 
in such a way that the projection of an object be at a desired position in the image 
plane obtained by the camera.  

The manipulator vision system whose dynamics do not interact with the visual 
feedback loop can not achieve high performance for high speed tasks. In order to 
overcome this drawback, the controller must take into account the dynamics of robot 
manipulators [3]. The robot dynamics, however, includes parametric uncertainties due 
to load variations and disturbances. A visual servo controller taking into account robot 
dynamics must be robust to the parametric uncertainties and disturbances. Kelly [4] 
proposed an image-based direct visual servo controller for camera-in-hand robot 
manipulators, which is of a simple structure based on a transpose Jacobian term plus 
gravity compensation. In [5], a robust tracking controller has been designed to 
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compensate the uncertainty in the camera orientation and to ensure globally uniformly 
ultimate boundedness.  

Robust control schemes require high feedback gains in order to reduce the tracking 
error. In practice, high feedback gains are limited because of hardware issues such as 
digital implementation, actuator saturation and noise contained in velocity measure-
ments. Limitation of feedback gains induces large tracking errors. This problem can 
be overcome by integral control [6].  

In this paper, we design a robust visual servo controller with integral action to 
compensate parametric uncertainties due to load variations or disturbances and to 
reduce tracking error. The closed-loop stability including the whole robot dynamics is 
shown by the Lyapunov method. The proposed robust visual servo controller is ap-
plied on a two degree of freedom 5-link robot manipulator to show the performance 
of the closed-loop system. The simulation and experimental results show convergence 
behavior of the image feature points.  

This paper hereafter is organized as follows. In Sections 2 present the robot and 
camera models. The proposed robust control system with integral action is analyzed 
in Section 3. In Section 4 we introduce simulation and experiment results on a two 
degrees of freedom robot manipulators. The paper is finally summarized in Section 5. 

2   Robot Model and Camera Model 

In this work, we consider a robot manipulator with end effector which a camera is mo
unted on. The mathematical model of this system consists of the rigid robot dynamic 
model and the camera model.  

In the absence of friction and disturbance, the dynamic equation of an n-link rigid r
obot manipulator can be expressed as [7]  

τ=++ )(),()( qGqqqCqqM                                       (1) 

where nRq ∈ is the vector of joint displacements, nR∈τ is the vector of torques  

applied to the joints, nnRqM ×∈)( is the symmetric positive definite inertia matrix, 

nRqqqC ∈),( is the vector of centripetal and Coriolis torques, and nRqG ∈)( is the  

vector of the gravitational torques. The robot dynamic model (1) has the following  
properties.  

Property 1:  For the unknown constant parameter vector pR∈θ , the dynamic  

equation (1) can be expressed linearly  

τθ ==++ ),,()(),()( qqqYqGqqqCqqM                 (2) 

where pnRqqqY ×∈),,( is the known regression matrix.  

The dynamic equation (1) can be changed to the error dynamic equation. Defining  

the tracking error as dqqq −=~ , the error dynamic equation for the robot manipulator

of (1) is given by 
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])(),()()[(~ 1 τ+−−−= − qGqqqCqqMqMq d                  (3) 

where dq  is the twice continuously differentiable desired trajectory. 

In order to include integral action in the controller, let us define the new state vector  

                                 =
t

dq
0

)(~ ττσ                                                           (4) 

where T
n ][ 21 σσσσ = .  

Defining the augmented state vector as TTTT qq ]~~[σζ = , the augmented state  

equation is given by  

( )[ ]τθζζ +−+= −
dqqqYqBMA ,,)(1                             (5) 

where 
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The motion dynamics of the image feature point described by the robot joint veloc-
ity as  

qZqJ ),,( ξξ =                                                            (7) 

where )(
)(0

0

0

0
),,(),,( qJ

qT

I

R

R
ZqJZqJ A

w
c

w
c

img= ξξ                                         (8) 

In robot control with visual feedback, the control problem is to design a 
controller to move the end-effector in such a way that the actual image features 
reach the desired ones specified in the image plane. Let us denote with dξ  the 

desired image feature vector which is assumed to be constant. We define the image 
feature error as 

dξξξ −=~
                                                          (9) 

Using (7), the time derivative of (9) can be expressed by  

)~)(,,(),,(
~

dqqZqJqZqJ +== ξξξ                             (10) 

We take the desired joint velocity dq as  

ξξ ~
),,( cdd KZqJq +−=                                           (11) 

where cK is the positive definite matrix and ),,( ZqJ dξ+ is the pseudo inverse  

matrix defined by [ ] ),,(),,(),,(),,(
1

ZqJZqJZqJZqJ d
T

dd
T

d ξξξξ
−+ = . 

Substituting (11) into (10) leads to  

ξξξξξ ~
),,(),,(~),,(

~
cd KZqJZqJqZqJ +−=                (12) 
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3   Robust Control with Visual Feedback 

In this section, we consider a robust visual feedback controller including integral 
action in order to compensate the bounded constant parametric uncertainties of robot 
manipulators. The proposed controller is given by  

ζθτ KqMqqqY ood )(),,( −= Nid KZqJ τξξ ++ + ~
),,(            (13) 

where K and iK  is the symmetric positive definite gain matrices, Nτ  is an additional 

nonlinear control input compensating for the bounded parametric uncertainties, 
)(qMo  is the nominal matrix of )(qM , oθ is the nominal value of the unknown 

parameter vector θ  and  odqqqY θ),,(  is defined as  

)(),()(),,( qGqqqCqqMqqqY oodood ++=θ     (14) 

where )(⋅oC  and )(⋅oG  are the nominal matrices of )(⋅C  and )(⋅G  , respectively.  

Substituting the proposed input torque (13) into the equation (5) leads to  

 θζζ ~
),,()[()( 1

dqqqYqBMBKA −+−= −   

                   ]
~

),,()(
~

Nid KZqJKqM τξξζ +++ +                    (15) 

where )()()(
~

,
~

qMqMqM oo −=−= θθθ and gain matrix K  is chosen such that 

)( BKA −  is Hurwitz. We make the following assumptions to select an additional 

nonlinear input term and to prove the stability of the close-loop system.  

Assumption 1: The norms of the following matrices can be bounded such that 

Mm qM λλ ≤≤ − ||)(|| 1 , Jj ZqJ λξλ ≤≤ ||),,(|| , ++ ≤≤ +
Jdj

ZqJ λξλ ||),,(||  , 

Mm KKK ≤≤ ||||  , Mm KKK 000 |||| ≤≤ , cMccm KKK ≤≤ ||||                (16)  

Assumption 2: There exist positive constants CM αα , and Gα  such that 

Mo qMqM α≤− ||)()(||   (17) 

||||||),(),(|| qqqCqqC Co α≤−   (18) 

Go qGqG α≤− ||)()(||   (19) 

Assumption 3: There exist nonnegative constants 1β , 2β and  3β  such that 

2
321

~
),,( ζβζββθ ++≤dqqqY       (20) 

where GdCdM qq αααβ ++= 2
1 |||||||| , ||||22 dC qαβ = , Cαβ =3 . 
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These assumptions are hold since it is assumed that the desired dq , dq  and dq   

belong to the compact set and parametric uncertainties of the robot manipulators are  
bounded.  

We choose the nonlinear control input term Nτ  as  
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=
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where 0>µ  is a design parameter to be chosen, ζPBs T= , 

||
~

||)
~

,(
2

3211 ξλαζβζββξζβ MJMM KK +++++= , and 

||||||
~

||)
~

,(2 ζξλξζβ oMJ K= . 

Theorem 1: Suppose that assumption 1, 2 and 3 hold. Given the error dynamic equa-
tions (5) and (15), the proposed controller (13) with (21) ensures position tracking 
errors to be globally uniformly bounded.  

Proof: Consider the Lyapunov function candidate  

ξξζζ 0
~

2

1
KPV TT +=                                         (22) 

where 0K  is the positive definite matrix and 0>= TPP  is the solution of the Lyapu

nov equation  IBKAPPBKA T −=−+− )()(  

Define the set cΩ include the initial value 

0},)
~

,(|)
~

,{( 23 >≤∈=Ω + ccVR n
c ξζξζ                              (23) 

The time derivative of V along the trajectories of the equations (12) and (15) yields  

ξξζζζζ ~~
0KPPV TTT ++=           

)(||||2||
~

|||||| 1
22 ⋅+−−≤ + βλξλλζ sKK Mcmjjom  

N
T qMs τβ )(2)( 1

2
−+⋅+                                                     (24) 

If µξζβλ ≥||||)
~

,(1 sM , we have  

≤V  22 ||
~

|||||| ξηζ −−                                              (25) 

where cmjjom KK += λλη . 
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If  µξζβλ <||||)
~

,(1 sM , we have  

2
||

~
|||||| 22 µξηζ +−−≤V                                           (26) 

For 
omKPa

c

)(

4

minλ
ηµ ≤  with  1>a                                         

                                       0≤V                                  (27) 

If we define the set }||||)
~

,({ 1 µξζβλµ <=Ω sM , from (27) the trajectory ( )ξζ ~
,   

will enter the set µΩ  in infinite time and remain thereafter.  

Therefore, the control law (13) with (21) guarantees the uniformly ultimate bounded-
ness of the closed-loop system. 

4   Simulation and Experimental Results 

The proposed control method was implemented on 2-link robot manipulator manufac-
tured by Samsung Faraman-AS1. The dynamic equation of the manipulators is  
given by 
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Setup for experiments is shown in Fig. 1. A motion control board(MMC) mounted 
in a main computer is used to execute the control algorithm. The feature signal is 
acquired by a image processing board(Matrox Meteor II) mounted on a main com-
puter which processes the image obtained from a CCD camera and extracts the image 
feature. The CCD camera is mounted on the end-effector. The image obtained by the 
image processor has a 480640×  pixels resolution 

 

Fig. 1. Block diagram of vision systems 
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The variation interval of the parameter due to an unknown load is considered 

kgm 5.40 4 ≤∆≤ , 2
2 005.00 KgmI ≤∆≤    

In the experimental test, we have considered one object feature point on a white-
board. The white board was located at a distance mZ 1= in front of the camera and 

parallel to the plane where the manipulator moves. The controller gain matrices 

cK and K  are chosen as IKc 10=  and ]50502[ IIIK = , respectively. The control 

gains iK  and oK  are chosen as 8107 −×=iK  and 8107 −×=oK , respectively.  The 

initial positions of each joint are )(2/1 radq π= , )(2 radq π= . It was assumed that 

the initial feature point of the object was T]100100[=ξ pixels. The desired feature 

point coordinate was T
d ]00[=ξ pixels.  

The simulation results are shown in Figs. 2, 3 and 4. Fig. 2 illustrates the trajectory of  
feature point on the image plane which shows the convergence to the desired feature  

 

 

Fig. 2. Simulation results: Trajectories of 
feature errors using integral action(solid) and 
without integral action(dashed) 

 

Fig. 3. Simulation results: Tracking errors  
of link 1 using integral action(solid) and  
without integral action(dashed) 

 

 

Fig. 4. Simulation results: Tracking errors of 
link 2 using integral action(solid) and without i
ntegral action(dashed) 

 

Fig. 5. Experimental results: Trajectories of  
feature errors using integral action(solid)  and
without integral action(dashed) 
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point. Fig. 3, 4 represents the tracking errors of joint 1 and 2. The results by the proposed 
method are compared to those without integral action. It is shown that better tracking  
performance results are archived by the robust controller with integral actions. 

Figs. 5, 6 and 7 are experimental results that the proposed control algorithm applies
to the 5-link Samsung Faraman robot. Experimental results show that the tracking  
performance is effective. 

 

 

Fig. 6. Experimental results: Tracking errors 
of link 1 using integral action(solid) and 
without integral action(dashed) 

 

Fig. 7.  Experimental results: Tracking  
errors of link 2 using integral action(solid)  
and without integral action(dashed) 

5   Conclusions 

In this paper, a robust controller with visual feedback for robot manipulators was 
proposed. The controller is of structure based on the image feature errors and the 
joint velocities fed back by the CCD camera and the encoder, respectively. The 
proposed controller with integral action reduces tracking error due to parametric 
uncertainties.    

The ultimate uniform stability of the overall closed-loop system is proved by using 
the Lyapunov method. Simulation and Experiment results on a two degree of freedom 
manipulator have shown that the proposed control method has effectiveness to  
control robot manipulators with uncertainty. 

References 

1. Hashimoto, K.: VISUAL SERVOING. World Scientific (1993) 
2. Espiau, E., Chaumette, F., Rives, P.: A new approach to visual servoing in robotics. IEEE 

Trans. Robotics and Automation, Vol. 8, No.3 (1992) 313-326 
3. Hashimoto, K., Kimoto, T., Ebine, T., Kimura, H.: Manipulator control with image-based 

visual servo. IEEE International Conference on Robotics and Automation (1991)  
2267-2272 



116 M.S. Jie and K.W. Lee 

4. Kelly, R., Carelli, R., Nasisi, O., Kuchen, B., Reyes, F.: Stable visual servoing of camera-
in-hand robotic systems. IEEE/ASME Trans. Mechatronics, Vol. 5, No.1, (2000) 39-43 

5. Zergeroglu, E., Dawson, D. M., Queiroz, M. S. de., Setlur, P.: Robust visual-servo control 
of robot manipulators in the presence of uncertainty.  Journal of Robotic Systems, Vol. 20, 
issue, 2(2003) 93-106 

6. Liu, G. J.,Goldenberg, A. A., Robust control of robot manipulators based on dynamic 
decomposition. IEEE Trans. Robotics and Automation, vol. 13, no. 5, (1997) 783-789   

7. Spong, M. W., Vidyasagar, M.: Robot Dynamics and Control. Wiley, NewYork (1989) 



Symmetric Runge-Kutta Methods with Higher
Derivatives and Quadratic Extrapolation�

Gennady Yu. Kulikov1, Ekaterina Yu. Khrustaleva2,
and Arkadi I. Merkulov2

1 School of Computational and Applied Mathematics,
University of the Witwatersrand, Private Bag 3,

Wits 2050, Johannesburg, South Africa
2 Ulyanovsk State University, L. Tolstoy Str. 42,

432970 Ulyanovsk, Russia
gkulikov@cam.wits.ac.za, shabalkina@mail.ru,

merkul@vda.ru

Abstract. In this paper we study the symmetry of Runge-Kutta meth-
ods with higher derivatives. We find conditions which provide this prop-
erty for the above numerical methods. We prove that the family of
E-methods constructed earlier consists of symmetric methods only, which
lead to the quadratic extrapolation technique in practice.

1 Introduction

Here, we study Runge-Kutta methods with higher derivatives applied to ordinary
differential equations (ODEs) of the form

x′(t) = g
(
t, x(t)

)
, t ∈ [t0, t0 + T ], x(t0) = x0 (1)

where x(t) ∈ Rn and g : D ⊂ Rn+1 → Rn is a sufficiently smooth function. We
remark that these numerical methods proved their efficiency. So, there are many
papers published in this field (see [2], [3], [5], [7], [8], [11], [12], [13] and so on).

All methods of such sort can be represented as follows:

xki = xk + τk
l∑

j=1

pj∑
r=0

τr
ka

(r)
ij g

(r)(tkj , xkj), i = 1, 2, . . . , l, (2a)

xk+1 = xk + τk
l∑

j=1

pj∑
r=0

τr
k b

(r)
j g(r)(tkj , xkj), k = 0, 1, . . . ,K − 1, (2b)

where x0 = x0, tkj
def= tk + cjτk, g(r)(tkj , xkj) denotes the r-th derivative1 of the

right-hand side of problem (1) with respect to t evaluated at the point (tkj , xkj),

� This work was supported in part by the National Research Foundation of South
Africa under grant No. FA2004033000016.

1 Here and below the zero-derivative implies the original function.
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the coefficients a(r)
ij , b(r)

j and cj , i, j = 1, 2, . . . , l, r = 0, 1, . . . , pj are real numbers
(cj ∈ [0, 1]), and τk is a step size which may be fixed or variable. In general, the
numbers pj of the used derivatives are not equal.

When method (2) is implicit the important task is its correct implementation.
In this case, we have to involve an additional iterative scheme and to keep a
sufficient number of iteration steps, as indicated in [11], [12], in order to ensure
high order convergence rate.

Here, we investigate the symmetry property of method (2). We find the con-
ditions on the coefficients a(r)

ij , b(r)
j and cj which guarantee that method (2) is

symmetric. For example, these conditions are used to prove the symmetry of
E-methods developed in [11], [12]. Actually, the present study extends the re-
sults given in [4], [9] and [10] to the class of Runge-Kutta methods with higher
derivatives. We just want to emphasize that symmetric numerical methods are of
great importance when applied to reversible problems (see [6]) or when used as
underlying methods in extrapolation algorithms (see the cited papers). However,
we restrict ourselves to the quadratic extrapolation issue only in this paper.

2 Symmetric Runge-Kutta Methods with Higher
Derivatives

It is clear that any particular Runge-Kutta method (2) with higher derivatives
is determined uniquely by the set of coefficients a(r)

ij , b(r)
j and cj . Therefore,

following Butcher’s idea (see, for example, [1] or [4]), we represent method (2)
by a partitioned tableau of the form

c1 a
(0)
11 a

(1)
11 . . . a

(p1)
11 . . . a

(0)
1l a

(1)
1l . . . a

(pl)
1l

c2 a
(0)
21 a

(1)
21 . . . a

(p1)
21 . . . a

(0)
2l a

(1)
2l . . . a

(pl)
2l

...
...

...
. . .

...
. . .

...
...

. . .
...

cl a
(0)
l1 a

(1)
l1 . . . a

(p1)
l1 . . . a

(0)
ll a

(1)
ll . . . a

(pl)
ll

b
(0)
1 b

(1)
1 . . . b

(p1)
1 . . . b

(0)
l b

(1)
l . . . b

(pl)
l

(3)

containing all the coefficients of a Runge-Kutta method with higher derivatives.
The matrix A, consisting of the coefficients a(r)

ij , is a real matrix of dimension
l × (p1 + p2 + . . .+ pl)l, and the other coefficients form the real vectors b and c
of dimensions (p1 + p2 + . . .+ pl)l and l, respectively, in tableau (3).

It is known that symmetric one-step methods are defined via their adjoint
counterparts, as explained, for example, in [4, p. 219–222] or in [9]. Therefore
our task now is to extend the appropriate results derived for coefficients of adjoint
Runge-Kutta methods to the case of method (2) involving higher derivatives.

So, we start with

Theorem 1. Let method (2) be an l-stage Runge-Kutta formula with higher
derivatives, whose coefficients are given by tableau (3). Then its adjoint method
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is equivalent to an l-stage Runge-Kutta formula with higher derivatives of the
form (2) whose coefficients a(r)−

ij , b(r)−
j and c−j satisfy

c−j = 1− cl+1−j , (4a)

a
(r)−
ij = (−1)r

(
b
(r)
l+1−j − a(r)

l+1−i,l+1−j

)
, (4b)

b
(r)−
j = (−1)rb

(r)
l+1−j , r = 0, 1, . . . , pj, i, j = 1, 2, . . . , l. (4c)

Proof. It is well-known (see the cited papers) that in order to find the adjoint
Runge-Kutta method with higher derivatives we have to interchange the pair
(tk, xk) with the pair (tk+1, xk+1) and to replace τ with −τ in the increment
function of the method (2). It follows from the fact that method (2) belongs to
the class of one-step methods.

Having fulfilled this transformation we arrive at an l-stage Runge-Kutta
method of the form

xki = xk + τk
l∑

j=1

pj∑
r=0

(−1)rτr
k

(
b
(r)
j − a(r)

ij

)
g(r)(tkj , xkj), i = 1, 2, . . . , l, (5a)

xk+1 = xk + τk
l∑

j=1

pj∑
r=0

(−1)rτr
k b

(r)
j g(r)(tkj , xkj), k = 0, 1, . . . ,K − 1, (5b)

where tkj = tk + (1 − cj)τk. If we now rearrange the nodes c−i = 1 − cl+1−i of
method (5) to make them increasing; i.e., rearrange indexes by the rule i ←→
l+1− i and j ←→ l+1− j we will yield the conventional Runge-Kutta method
with higher derivatives of the form (2) whose coefficients a(r)−

ij , b(r)−
j and c−j

satisfy formulas (4). The theorem is proved.
Papers [4, p. 219–222], [9] define a symmetric one-step method to be a method

whose increment function coincides with the increment function of its adjoint
method. Thus, Theorem 1 says that it is sufficient to require the following equal-
ities:

cj = 1− cl+1−j , (6a)

a
(r)
ij = (−1)r

(
b
(r)
l+1−j − a(r)

l+1−i,l+1−j

)
, (6b)

b
(r)
j = (−1)rb

(r)
l+1−j , r = 0, 1, . . . , pj, i, j = 1, 2, . . . , l. (6c)

Note that formulas (6) will be necessary for the symmetry if method (2) is
irreducible (see [14]). It is also important to understand that conditions (6b),
(6c) imply

pj = pl+1−j , j = 1, 2, . . . , l; (7)

i.e., equality (7) is required for any symmetric irreducible Runge-Kutta method
with higher derivatives.

Our next goal is to show that symmetric irreducible Runge-Kutta methods of
the form (2) do exist.
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3 Symmetry of E-Methods with Higher Derivatives

To approach this, we refer to the family of Runge-Kutta methods with higher
derivatives constructed by the collocation technique with multiple nodes (see
[11], [12]). They have been called E-methods with higher derivatives and are of
the form

xk+1/2 = xk + τk
p∑

r=0

τr
k

(
a
(r)
1 g

(r)
k + a(r)

3 g
(r)
k+1

)
+ τka

(0)
2 g

(0)
k+1/2, (8a)

xk+1 = xk + τk
p∑

r=0

τr
k

(
b
(r)
1 g

(r)
k + b(r)

3 g
(r)
k+1

)
+ τkb

(0)
2 g

(0)
k+1/2 (8b)

where g(r)
k+i

def= g(r)(tk+i, xk+i), i = 0, 1/2, 1, and p is the number of derivatives
of the right-hand side of problem (1) used to compute the numerical solution.
Evidently, method (8) belongs to the class of Runge-Kutta methods with higher
derivatives, and its coefficients form the tableau

0 0 0 . . . 0 0 0 0 . . . 0

1/2 a
(0)
1 a

(1)
1 . . . a

(p)
1 a

(0)
2 a

(0)
3 a

(1)
3 . . . a

(p)
3

1 b
(0)
1 b

(1)
1 . . . b

(p)
1 b

(0)
2 b

(0)
3 b

(1)
3 . . . b

(p)
3

b
(0)
1 b

(1)
1 . . . b

(p)
1 b

(0)
2 b

(0)
3 b

(1)
3 . . . b

(p)
3

(9)

and satisfy

a
(r)
1 =

p+ 1
r!2p+r+2

p−r∑
i=0

i+r∑
l=0

p+1∑
j=0

(−1)l(i+ r)!
l!(i+ r − l)!j!(p+ 1− j)!(l + j + 2)

×
i∑

q=0

(p+ q)!
q!2q

, r = 0, 1, . . . , p,

(10a)

a
(0)
2 =

(p+ 1)!
2

p+1∑
l=0

(−1)l

l!(p+ 1− l)!(2l + 1)
, (10b)

a
(r)
3 =

(−1)r+1(p+ 1)
r!2p+r+2

p−r∑
i=0

i+r∑
l=0

p+1∑
j=0

(−1)j(i+ r)!
l!(i+ r − l)!j!(p+ 1− j)!(l + j + 2)

×
i∑

q=0

(p+ q)!
q!2q

, r = 0, 1, . . . , p,

(10c)

b
(r)
1 = a

(r)
1 + (−1)ra

(r)
3 , b

(0)
2 = 2a(0)

2 , b
(r)
3 = (−1)ra

(r)
1 + a(r)

3 . (10d)

It was proven in [12] that method (8) with the coefficients calculated by
formulas (10) is A-stable for any p. Thus, the E-methods with higher derivatives
are a good means for a practical implementation when differentiation of the
right-hand side of ODE (1) is not too complicated. Now we prove the symmetry
of method (8).
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Theorem 2. E-method (8) with coefficients (10) is symmetric for any integer
p ≥ 0.

Proof. To prove this theorem, it is sufficient to check the symmetry conditions
(6), (7) for the coefficients in tableau (9) satisfying formulas (10) (see Section 2).
It is obvious that (6a) and (7) hold. Then, by calculating the right-hand side of
formula (6b) applied to the method (8) and using (10d), we obtain the following:

(−1)r
(
b
(r)
3 − a(r)

3

)
= (−1)r

(
(−1)ra

(r)
1 + a(r)

3 − a(r)
3

)
= a

(r)
1 ,

(−1)r
(
b
(0)
2 − a(0)

2

)
= (−1)r

(
(−1)ra

(0)
2 + a(0)

2 − a(0)
2

)
= a

(0)
2 ,

(−1)r
(
b
(r)
1 − a(r)

1

)
= (−1)r

(
(−1)ra

(r)
3 + a(r)

1 − a(r)
1

)
= a

(r)
3 .

The condition (6b) also holds. In the same way, we easily check the last condition
(6c). Theorem 2 is proved.

Next, we confirm this theoretical result with the numerical examples below
which show that method (8) with coefficients (10) provide quadratic extrapola-
tion for different values of the parameter p. We refer the reader to [4], [10] for
particulars of quadratic extrapolation.

4 Quadratic Extrapolation

First, we apply formulas (10) to calculate coefficients of the following E-methods
of orders 6 and 8, respectively; i.e., when p = 1 and p = 2:

xk+1/2 = xk+
131
480

τkg
(0)
k +

23
960

τ2
kg

(1)
k − 19

480
τkg

(0)
k+1+

7
960

τ2
kg

(1)
k+1+

4
15
τkg

(0)
k+1/2, (11a)

xk+1 = xk +
7
30
τk

(
g
(0)
k + g(0)k+1

)
+

1
60
τ2
k

(
g
(1)
k − g(1)k+1

)
+

8
15
τkg

(0)
k+1/2; (11b)

xk+1/2 = xk +
689
2240

τkg
(0)
k +

169
4480

τ2
kg

(1)
k +

17
8960

τ3
kg

(2)
k − 81

2240
τkg

(0)
k+1

+
41

4480
τ2
kg

(1)
k+1 −

19
26880

τ3
kg

(2)
k+1 +

8
35
τkg

(0)
k+1/2,

(12a)

xk+1 = xk +
57
210

τk

(
g
(0)
k + g(0)k+1

)
+

1
35
τ2
k

(
g
(1)
k − g(1)k+1

)
+

1
840

τ3
k

(
g
(2)
k + g(2)k+1

)
+

16
35
τkg

(0)
k+1/2.

(12b)

Second, we test E-methods (11) and (12) on the problem

x′1(t) = 2t x2(t)1/5x4(t), x′2(t) = 10t exp
{
5
(
x3(t)− 1

)}
x4(t), (13a)

x′3(t) = 2t x4(t), x′4(t) = −2t ln
{
x1(t)

}
(13b)

where xi(0) = 1, i = 1, 2, 3, 4. Problem (13) has the following exact solution:

x1(t)=exp
{
sin(t2)

}
, x2(t)=exp

{
5 sin(t2)

}
, x3(t)=sin(t2) + 1, x4(t)=cos(t2).
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Table 1. Global errors of the E-method (11) with q extrapolations applied to (13)

fixed step size
q τ = 1.00 · 10−1 τ = 6.67 · 10−2 τ = 4.44 · 10−2 τ = 2.96 · 10−2 τ = 1.98 · 10−2

0 1.1822 · 10−01 1.2221 · 10−02 1.0970 · 10−03 9.6250 · 10−05 8.4474 · 10−06

1 1.3139 · 10−04 4.1088 · 10−06 1.2647 · 10−07 5.1884 · 10−09 2.1093 · 10−10

2 1.8188 · 10−06 1.4897 · 10−08 2.0497 · 10−10 3.9575 · 10−12 3.6386 · 10−13

Table 2. Global errors of the E-method (12) with q extrapolations applied to (13)

fixed step size
q τ = 1.00 · 10−1 τ = 6.67 · 10−2 τ = 4.44 · 10−2 τ = 2.96 · 10−2 τ = 1.98 · 10−2

0 2.2594 · 10−03 7.9717 · 10−05 2.9465 · 10−06 1.1041 · 10−07 4.4174 · 10−09

1 3.1320 · 10−06 2.8233 · 10−08 3.1639 · 10−10 6.1941 · 10−12 2.4070 · 10−13

2 2.2455 · 10−08 5.6611 · 10−11 6.6482 · 10−13 3.5671 · 10−13 1.4103 · 10−13

Our aim in this section is to check that E-methods (11) and (12) are symmetric
and, in fact, provide quadratic extrapolation in practice. To do this, we perform
numerical integrations of problem (13) with 5 different fixed step sizes τk = τ
on the interval [0, 3], as indicated in Tables 1 and 2. We use these methods
without extrapolation (q = 0), with one extrapolation step (q = 1) and with two
extrapolations (q = 2) as well. However, the underlying methods are implicit.
Therefore we apply the Newton iteration with the trivial predictor in order to
obtain the required numerical solution and keep the number of iteration steps
per grid point high enough to ensure that the extrapolation works properly (see
[10] for more detail). We choose integers 1,2,3 and so on as the extrapolation
sequence. The exact solution mentioned above is used to calculate the global
errors of the integrations in the sup-norm and, hence, to find the actual order of
the extrapolation algorithms.

Tables 1 and 2 exhibit clearly that the quadratic extrapolation definitely works
with E-methods (11) and (12); i.e., each step of the extrapolation algorithm raises
the accuracy of the underlying method by two orders. This experiment confirms
also that both E-methods are symmetric and the theoretical results given above
are correct.

5 Conclusion

In this paper we have discussed the symmetry property of Runge-Kutta methods
with higher derivatives. We have found the coefficients of adjoint Runge-Kutta
methods with higher derivatives (Theorem 1) and determined the general con-
ditions on the coefficients of the methods under consideration to be symmetric
(formulas (6), (7)). The new result is an extension of the well-known formulas for
conventional Runge-Kutta methods (see the cited papers) and, of course, cov-
ers this case. Finally, we have given some examples of symmetric Runge-Kutta
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methods with higher derivatives and confirmed this property with practical com-
putations. From this point of view, the family of E-methods derived earlier in
[11] and [12] looks attractive if the cost of the derivative calculation is not too
high. However, more experiments are needed to identify practical properties of
the E-methods in detail.
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Abstract. We transform a 2-dimensional second-order cone program
to a standard linear program in order to pivot a vector based on its
three states. Related properties of the transformation are given. Based
on the transformation, we interpret the simplex method and its sen-
sitivity analysis for the 2-dimensional second-order cone programming,
especially the state changes. Finally, we give some applications of the
2-dimensional second-order cone programming.

Keywords: Second-order cone programming, linear programming, sim-
plex method, basis, sensitivity analysis.

1 Introduction

A second-order cone (SOC) in Rn+1 is the set

Qn+1
def=

⎧⎨⎩x ∈ R
n+1 : x0 ≥

√√√√ n∑
i=1

x2
i

⎫⎬⎭ .

We omit the subscript n + 1 of Q when it is clear from the context. We write
x ≥Q0 interchangeably with x ∈ Q, since Q induces a partial order. Other
names of Q include Loréntz cone, ice-cream cone, and quadratic cone.

The standard form primal and dual second-order cone programming (SOCP)
problem is the following:

Primal
min cT

1 x + · · ·+ cT
nx

s.t. A1x1 + · · ·+Anxn = b ,
xi ≥QNi

0 (i = 1, . . . , n) ;

Dual
max bT y
s.t. AT

i yi + si = ci (i = 1, . . . , n) ,
si ≥QNi

0 (i = 1, . . . , n) .

(1)
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Here Ni ∈ N is the dimension of variables xi and si (i = 1, . . . , n); y ∈ Rm is a
dual variable; b ∈ Rm, ci ∈ RNi , Ai ∈ Rm×Ni (i = 1, . . . , n) are data.

SOCP is a useful tool for many practical applications and theoretical devel-
opments; see [1], [2] for a survey. Interior point methods have been extended
to SOCP. On the other hand, simplex methods remain widely used practical
procedures for linear programming (LP) because of the low running time of
each step – linear vs cubic for that of interior point methods. These features
are especially useful for “ warm starting ” and large scale computing. Par-
allel simplex methods and cluster computing grids further facilitate the very
large scale application. Unfortunately, no simplex-like method possessed of the
above merits exists for SOCP, because of the nonlinear nature of SOC. In
this note, we consider a subclass of SOCP which simplex methods can be ex-
tended to. Observe that an LP model is a 1-dimensional SOCP model. When
Ni = 2(i = 1, . . . , n), (1) is the following LP model, where we write the jth entry
of xi as (xi)j .

Primal
min cT

1 x + · · ·+ cT
nx

s.t. A1x1 + · · ·+Anxn = b ,
(xi)0 ≥ (xi)1 (i = 1, . . . , n) ,
(xi)0 ≥ −(xi)1 (i = 1, . . . , n) ;

Dual
max bT y
s.t. AT

i yi + si = ci (i = 1, . . . , n) ,
(si)0 ≥ (si)1 (i = 1, . . . , n) ,
(si)0 ≥ −(si)1 (i = 1, . . . , n) .

(2)

Note that the constraints (xi)0 ≥ 0 (i = 1, . . . , n) can be obtained by adding
(xi)0 − (xi)1 ≥ 0 and (xi)0 + (xi)1 ≥ 0 together. Nevertheless, it is not straight-
forward to extend the pivot rules for the simplex method to (2). Pivots for LP
change variable states between positivity and zero — a variable enters the basis
when it becomes zero and leaves the basis when it becomes positive. However,
a vector associated with an SOC has three states: in the interior of the SOC
(intQ), in the boundary of the SOC (bdQ), and zero.

In this note, we show how to transform (2) into a standard form LP model.
With this, we interpret the simplex method and its sensitivity analysis for the 2-
dimensional SOCP based on the original SOC variables of (2). We also give some
applications of the 2-dimensional SOCP for motivations of developing efficient
algorithms for it.

The rest of the paper is organized as follows. In § 2, we give a transformation
that maps (2) into a standard form LP model. Properties of the transformation
are also discussed. In § 3, we interpret the simplex method for the 2-dimensional
SOCP and give the sensitivity analysis for the simplex method. In § 4, we present
some applications of the 2-dimensional SOCP.

2 The Transformation

In this part, we give a transformation of a 2-dimensional second-order cone
program to a standard form linear program. We also prove the equivalence of
the standard form linear program to (2) and give its properties.
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First, we observe that for any xi ∈ Q1(i ∈ {1, . . . , n}), the state of xi is
determined by the number of active constraints:

(xi)0 + (xi)1 ≥ 0 , ((+)-constraint)
(xi)0 − (xi)1 ≥ 0 . ((-)-constraint)

That is, xi = 0 iff both (+) and (-)-constraints are active; xi ∈ bdQ iff only
one of the (+) and (-) constraints is active; xi ∈ intQ iff neither of the (+1) and
(-) constraints is active.

The transformation. Define

P̃
def=

(√
2

2

√
2

2√
2

2 −
√

2
2

)
.

Then P̃ is an orthogonal matrix. In addition, P̃T = P̃ , P̃ 2 = I.
Let vi = [(vi)0, (vi)1]

T def= P̃xi (i = 1, . . . , n). Then the following holds.

1. xi ≥Q0 iff vi ≥ 0.
In addition, xi ∈ intQ iff vi > 0; xi = 0 iff vi = 0; xi ∈ bdQ iff one of (vi)0
and (vi)1 is positive and the other one is zero.

2. |(vi)0| is the distance of xi from the line (xi)0 = −(xi)1; |(vi)1| is the distance
of xi from the line (xi)0 = (xi)1; ‖vi‖2 is the distance of xi from 0.
(a) vi ≥ 0⇐⇒ xi ∈ Q and vi are the distances of xi from the two boundaries

of SOC, i.e. the (+) and (-)-constraints.
(b) (vi)0 ≥ 0 and (vi)1 < 0 ⇐⇒ xi /∈ Q and −(vi)1 is the distance of xi

from SOC.
(c) (vi)0 < 0 and (vi)1 ≥ 0 ⇐⇒ xi /∈ Q and −(vi)0 is the distance of xi

from SOC.
(d) vi ≤ 0 ⇐⇒ xi /∈ Q and ‖vi‖2 is the distance of xi from SOC.

3.
√

2vi are the two eigenvalues of xi. The columns of
√

2
2 P̃ are two eigenvectors

of xi. In other words,
(√

2
2 P̃

)
(
√

2vi) is the spectral decomposition of xi

(see [1]).

Standard form linear program. Let P be a block diagonal matrix with each block
being P̃ . Let c̃ def= Pc, Ã def= AP . We consider the following standard form linear
program:

Primal
min c̃T v
s.t. Ãv = b,

v ≥ 0;

Dual
max bT y
s.t. ÃT y + w = c̃,

w ≥ 0.

(3)

Complementary slackness. Let (vi;wi) = (Px;P s). Then

vi ·wi = 0 ⇐⇒ xi ◦ si = 0 , (4)

where vi ·wi
def=

[
(vi)0(wi)0
(vi)1(wi)1

]
, xi ◦ si

def=
[
(xi)0(si)0 + (xi)1(si)1
(xi)0(si)1 + (xi)1(si)0

]
.
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Equivalence between (2) and (3). By duality theorem, a triple (v;w;y) solves
(3) iff

Ãv = b

ÃT y + w = c̃

v ·w = 0
v ≥ 0

w ≥ 0 .

And (x; s;y) is a solution to (2) iff it satisfies the following conditions [1].

Ax = b

AT y + s = c

x ◦ s = 0
x ≥Q0

s ≥Q0 .

Together with (4) and the properties of P , we have that (x; s;y) is a solution
to (2) iff (Px;P s;y) solves (3). In addition, they have the same objective value.

Strong duality. The properties of P and (4) also imply that the strong duality for
the 2-dimensional SOCP holds if (i) both the primal and the dual have feasible
solutions, or (ii) the primal has feasible solutions and the objective value is below
bounded in the feasible region. For higher dimensional SOCP, neither (i) nor (ii)
is sufficient for strong duality, see [1].

3 The Simplex Method

In this part, we interpret the simplex method for the 2-dimensional SOCP.

Basic solution. Without loss of generality, we assume A has full row rank; other-
wise, either the linear constraints are inconsistent or some linear constraints are
redundant. Let AB be anm×m nonsingular matrix of A. Since P is nonsingular,
ÃB is nonsingular, too. The constraints for which the column of the correspond-
ing variable vi belongs to ÃB are the basic constraints. Other constraints are the
nonbasic constraints. The set of basic constraints is the basis. The correspond-
ing vector x is the basic solution. If a basic solution x also satisfies Ax = b and
x ≥Q0, x is called a basic feasible solution.

Let Bx represent the number of boundary blocks of a basic solution x, Ix the
number of its interior blocks, and Ox the number of its zero blocks.Then

Bx∗ + 2Ix∗ ≤ m .
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The simplex method. Next we interpret the primal simplex method with Bland’s
pivoting rule. Other simplex methods can be explained in a similar way.

1. Solve a phase I problem to get a basic feasible solution to the primal of (3).
Assume the corresponding partition of the index set

{
i(k) | i ∈ {1, . . . , n},

k ∈ {−,+}} (i is the block index, k indicates the boundary constraints (+)
or (−)) is B and N, where ÃB ∈ Rm×m is nonsingular. Let vB and vN be
the basic and nonbasic constraints, i.e. vB = Ã−1

B b− Ã−1
B ÃNvN .

2. If c̃N − (Ã−1
B ÃN )T c̃B ≥ 0, x = Pv is optimal for (2). Stop. Otherwise, there

exists index i(k) such that
(
c̃N − (Ã−1

B ÃN )T c̃B

)
i(k)

< 0. That indicates that

if xi is moved away from the boundary k, the objective may be decreased.
3. Check the columns of (Ã−1

B ÃN )i(k) for such i(k)’s. If there exists an i(k)
such that (Ã−1

B ÃN )i(k) ≤ 0; then the problem is unbounded, i.e. xi can be
moved arbitrarily away from the boundary k to decrease the objective value
infinitely. Otherwise, from the i(k)’s choose the smallest index ī(k̄); from
the indices j(l)’s with (Ã−1

B ÃN )j(l),i(k) > 0 choose the smallest index j̄(l̄).
Move xj̄ to boundary l̄, and move xī away from boundary k̄ at a distance
(Ã−1

B b)j̄(l̄)/(Ã
−1
B ÃN )j̄(l̄),̄i(k̄).

4. Go to step 2 with the new basic, nonbasic constraints and coefficient matrix.

The state of the variable. In the above algorithm, each pivot affects at most two
constraints: one active constraint becomes inactive, and one inactive constraint
becomes active. Next, we consider how the state of x is affected by the pivots.

1. ī = j̄
In this case, xī must be moved from one boundary to the other boundary
of Q.

2. ī �= j̄
In this case, the pivot affects two variables. The total number of active
constraints for xī and xj̄ is unchanged after the pivot. That total number
can be only 1, 2, 3.
(a) The number is 1. This means that the pivot makes an interior variable

boundary and a boundary variable interior.
(b) The number is 2. This means that after the pivot, a zero and an interior

variable become two boundary variables, or vice versa.
(c) The number is 3. This means that a zero variable is changed to a bound-

ary variable, and a boundary variable is changed to a zero variable by
the pivot.

Other methods for linear program, such as dual simplex algorithm, primal-dual
simplex algorithm (see [3]) can also be applied to the 2-dimensional second-order
cone program.

Sensitivity analysis. We can also perform sensitivity and parameter analysis on
the 2-dimensional second-order cone programming.
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Given a basic optimal solution for the primal-dual pair (2) with objective
value ζ:

ζ = ζ∗ −w∗
N

T v∗
N

vB = v∗
B − Ã−1

B ÃNv∗
N ,

where

v∗
B = Ã−1

B b
v∗

N = 0

w∗
N = ÃT

N Ã
−T
B c̃B − c̃N

ζ∗ = c̃T
BÃ

−1
B b .

Next, we give the ranges of changes in cost coefficients c and right-hand side
b, under which current classification of optimal basic and nonbasic constraints
remains optimal.

We first consider the change of right-hand side b.
Assume b is changed to b + t∆b. The original basic constraints are now

v̄B = Ã−1
B (b + t∆b) ≥ 0 .

If v̄B ≥ 0, the current basis is still optimal. Solve v̄B ≥ 0 for t, we obtain(
min

j(l)∈B
− (Ã−1

B ∆b)j(l)

(Ã−1
B b)j(l)

)−1

≤ t ≤
(

max
j(l)∈B

− (Ã−1
B ∆b)j(l)

(Ã−1
B b)j(l)

)−1

.

And the objective will be ζ∗ + tc̃T
BÃ

−1
B ∆b.

Assume c is changed to c + t∆c. The dual nonbasic constraints are now

w̄N = w∗ +∆wN ,

where

∆wN =
(
Ã−1

B ÃN

)T

∆c̃B −∆c̃N .

The current basis remains optimal if w̄N ≥ 0. Solve w̄N ≥ 0 for t, we obtain(
min

i(k)∈N
−∆wi(k)

wi(k)

)−1

≤ t ≤
(

max
i(k)∈N

−∆wi(k)

wi(k)

)−1

.

And the objective will be ζ∗ + t∆c̃T
BÃ

−1
B b.

Combining the above results, we can obtain that for simultaneous changes of
right-hand side and cost coefficients.



130 Y. Xia

4 Application

In this part, we give some applications of the 2-dimensional second-order cone
programming.

Given a scalar u, its absolute value |u| is equivalent to the optimal value of
the following 2-dimensional SOCP model:

min u0
s.t. (u0, u)T ≥Q0.

Therefore, given Ai ∈ Rni×m, bi ∈ Rni (i = 1, . . . , k), the L1 and L∞ norms
associated with the affine transformation of a vector Aix + bi can be formed as
2-dimensional SOCP models. Below are some examples.

Minimize the sum of weighted norms. Given some weights wi (i = 1, . . . , k)
for the k affine transformations of a vector x, the problem of minimizing the
weighted sum of L1 or L∞ norm can be formulated as a 2-dimensional SOCP
model.

1. Minimize the sum of weighted L1− norms.

min
∑k

i=1 wi

∑ni

j=1(uij)0
s.t. Aix + bi = ui (i = 1, . . . , k)

[(uij)0, (ui)j ]
T ≥Q0 (i = 1, . . . , k; j = 1, . . . , ni).

We use (ui)j to represent the jth entry of vector ui = [(ui)1, . . . , (ui)ni ]T .
And (uij)0 is a variable not belonging to ui.

2. Minimize the sum of weighted L∞− norms.

min
∑k

i=1 wi(ui)0
s.t. Aix + bi = ui (i = 1, . . . , k)

[(ui)0, (ui)j ]
T ≥Q0 (i = 1, . . . , k; j = 1, . . . , ni).

Minimize the largest norm. The problem of minimizing the largest L1 or L∞

norm of the k norms can be cast as a 2-dimensional SOCP model.

1. Minimize the largest L1− norm.

min t
s.t. Aix + bi = ui (i = 1, . . . , k),

[(uij)0, (ui)j ]
T ≥Q0 (i = 1, . . . , k; j = 1, . . . , ni),[

t,
∑ni

j=1(uij)0
]T

≥Q0 (i = 1, . . . , k).

2. Minimize the largest L∞− norms.
The problem min max1≤i≤k ‖v̄i‖1 can be formulated as the follow.

min t
s.t. Aix + bi = ui (i = 1, . . . , k),

[t, (ui)j ]
T ≥Q0 (i = 1, . . . , k; j = 1, . . . , ni).
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Minimize the sum of r largest norms. Similarly as minimizing the sum of r
largest Euclidean norms [1], the problem of minimizing the sum of r largest L1

or L∞ norms can be formulated as a 2-dimensional SOCP model.

1. Minimize the sum of r largest L1− norm.

min
∑r

i=1 ui + rt
s.t. Aix + bi = vi (i = 1, . . . , k)

[(vij)0, (vi)j ]
T ≥Q0 (i = 1, . . . , k; j = 1, . . . , nj)[

t+ ui,
∑ni

j=1(vij)0
]T

≥Q0 (i = 1, . . . , k)

2. Minimize the sum of r largest L∞− norm.

min
∑r

i=1 ui + rt
s.t. Aix + bi = vi (i = 1, . . . , k)

[(vi)0, (vi)j ]
T ≥Q0 (i = 1, . . . , k; j = 1, . . . , nj)

[t+ ui, (vi)0]
T ≥Q0 (i = 1, . . . , k)

Here, vi = [(vi)1, . . . , (vi)ni ]T . And t, ui, (vij)0, (vi)0 are scalar variables.

5 Conclusion

We’ve transformed a 2-dimensional SOCP model into a standard form LP model
and interpreted the simplex method and its sensitivity analysis for the model.
Some applications have also been given.
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Abstract. A new class of stable methods for solving ordinary differen-
tial equations (ODEs) is introduced. This is based on combining the Lo-
cal Linearization (LL) integratorwith other extant discretizationmethods.
For this, an auxiliary ODE is solved to determine a correction term that is
added to the LL approximation. In particular, combining the LL method
with (explicit) Runge Kutta integrators yields what we call LLRK meth-
ods. This permits to improve the order of convergence of the LL method
without loss of its stability properties. The performance of the proposed
integrators is illustrated through computer simulations.

1 Introduction

The Local Linearization (LL) method (see, e.g., [9], [11], [15], [16], and references
therein), also called exponentially fitted method [9], matricial exponentially fit-
ted method [6], exponential Euler method [4] and piece-wise linearized method
[16], is an explicit one-step integrator for solving ODEs. It is derived from the lo-
cal linearization (first-order Taylor expansion) of the vector field of the equation
at each time step. Theoretical and simulation results have demonstrated a num-
ber of dynamical properties of this approach, including A-stability and correct
reproduction of phase portraits near hyperbolic equilibrium points and cycles
[11]. Furthermore, its computational cost is relatively low, even for systems that
when deal with standard methods require the use of either cumbersome implicit
schemes or extremely small time steps.

However, a major drawback of the LL method is its low order of convergence,
namely two. This has motivated the recent development of a class of higher order
LL methods (called LLT integrators) that add a Taylor-based correction term
to the LL solution [3]. In this way an arbitrary order of convergence is reached
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without losing the stability properties of the LL method. But this is achieved
at the expense of computing higher order derivatives of the vector field of the
equation.

In the present paper an alternative approach is introduced for constructing
higher order LL integrators. It is also based on the addition of a correction term
to the LL approximation, but now this is determined as the solution of an auxil-
iary ODE. For the latter, any discretization scheme can be used; e.g. an explicit
Runge-Kutta (RK) method, leading to what we call the Local Linearization-
Runge Kutta (LLRK) methods. Computation of higher order derivatives is not
required, and A-stability is insured. This approach can be thought of as a flexible
framework for increasing the order of the LL solution as well as for stabilizing
standard explicit integrators.

Likewise splitting and Implicit-Explicit Runge-Kutta (IMEX RK) methods
(see, e.g., [1], [13]), the LLRK method is based on the representation of the vector
field as the addition of two components. However, there are notable differences
between these approaches: i) Typically in splitting and IMEX methods such a
decomposition is global instead of local, and it is not based on a first-order Taylor
expansion. ii) In contrast with IMEX and LLRK approaches, splitting methods
construct an approximate solution by composition of the flows corresponding
to the component vector fields. iii) IMEX RK methods are partitioned (more
specifically, additive) Runge-Kutta methods that compute a solution y = u + z
by solving certain ODE for (u, z), setting different RK coefficients for each block.
LLRK methods also solve a partitioned system for (u, z) but a different one.
In this, one of the blocks is linear and uncouple, and it is solved by the LL
discretization. After inserting the (continuous time) LL approximation into the
second block, this is treated as a non-autonomous ODE, for which any extant
RK discretization can be used.

The paper is organized as follows. Section 2 reviews the standard, low order
LL method, and its numerical implementation. Section 3 introduces a new class
of higher order LL methods, including the Local Linearization-Runge Kutta
(LLRK) methods, and discussed its computational aspects. Finally, Section 4
illustrates its performance through computer simulations.

2 Local Linearization Method

Let D ⊂ Rd be an open set and f ∈C1
(
R×D,Rd

)
. Consider the initial-value

problem
x′ (t) = f (t,x (t)) , t0 ≤ t ≤ T, x (t0) = x0,

where t0, T ∈ R, x0 ∈ D. Let t0 < t1 < ... < tN = T be a given partition of
[t0, T ], and denote hn = tn+1 − tn and Λn = [tn, tn+1] for n = 0, ..., N − 1.

The LL discretization can be derived as follows (see, e.g., [11]). Define the
local problems

x′ (t) = f (t,x (t)) , t ∈ Λn, (1)
x (tn) = xtn ,
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for given constants xtn ∈ D, n = 0, ..., N − 1. These equations are approximated
by linear ones on the basis of the first-order Taylor expansion of f (t,x) around
(tn,xtn):

x′ (t) = L (tn,xtn)x (t) + a(t; tn,xtn), t ∈ Λn, x (tn) = xtn , (2)

where

L (s,x) = f ′x (s,x) , a(t; s,x) = f (s,x)− f ′x (s,x)x + f ′t (s,x) (t− s) . (3)

Here, f ′x and f ′t denote the partial derivatives of f with respect to the variables
x and t, respectively.

The problem (2) has a solution yLL ( . ; tn,xtn) that is explicit in terms of the
fundamental matrix Φ(t; tn,xtn) = exp ((t− tn) f ′x (tn,xtn)) of the correspond-
ing homogeneous linear system. Namely, for t ∈ Λn,

yLL (t; tn,xtn) = Φ(t; tn,xtn)xtn+
∫ t

tn

Φ(u; tn,xtn)Φ−1(u; tn,xtn)a(u; tn,xtn)du

= xtn + (t− tn)ϕ (t− tn; tn,xtn) , (4)

where

ϕ (r; s,x) =
1
r

∫ r

0
e(r−u)L(s,x)(f (s,x)+f ′t (s,x) (u− s))du.

The continuous-time LL approximation yLL (t) on t ∈ [ t0, T ] is defined
by concatenating the solutions (4) of said local linear problems starting at
yLL (t0) = x0:

yLL (t) = yLL
(
t; tn,yLL (tn)

)
, t ∈ Λn, n = 0, ..., N − 1.

Finally, the LL discretization is defined by evaluating the LL approximation at
the discrete times t = tn,

yLL
tn

= yLL (tn) , n = 0, ..., N − 1. (5)

A number of schemes have been proposed for computing the LL discretization
(see reviews in [3], [12]). An implementation that consists of computing just one
matrix exponential is the following (see [10] for more details). For t ∈ Λn and
any xtn ∈ D, yLL (t; tn,xtn) is written as

yLL (t; tn,xtn) = xtn + v (t; tn,xtn) . (6)

In turn, v (t; tn,xtn) can be obtained as a block of the matrix exponential
exp ((t− tn)Cn) according to the identity⎡⎣F (t; tn,xtn) b (t; tn,xtn) v (t; tn,xtn)

0 1 c (t; tn,xtn)
0 0 1

⎤⎦ = e(t−tn)Cn , (7)
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where

Cn =

⎡⎣ f ′x(tn,xtn) f ′t(tn,xtn) f(tn,xtn)
0 0 1
0 0 0

⎤⎦ ∈ R
(d+2)×(d+2), (8)

and F (t; tn,xtn) ∈ Rd×d, b (t; tn,xtn) ∈ Rd , c (t; tn,xtn) ∈ R are certain matrix
blocks. Thus, the LL discretization can be obtained as

yLL
tn+1

= yLL
tn

+ v(tn+1; tn,yLL
tn

),

where v(tn+1; tn,yLL
tn

) is computed through (7) with t = tn+1.
A number of algorithms are available to compute the matrix exponential in-

volved in this scheme, e.g. those based on stable Padé approximations with the
scaling and squaring method, Schur decomposition, or Krylov subspace meth-
ods. The choice of one of them should be based on the size and structure of the
Jacobian matrix f ′x ([8], [14]).

3 Local Linearization-Runge Kutta (LLRK) Methods

In this Section a modification of the LL method is introduced in order to improve
its accuracy while retaining desirable stability properties. Specifically, in order
to obtain a better approximation yn (t) to the solution of the local problem (1)
with initial condition ytn at t = tn, consider the addition of a correction term
zn (t) to the LL solution,

yn (t) = yLL (t; tn,ytn) + zn (t) , t ∈ Λn, (9)

where yLL (t; tn,ytn) is defined by (4).
From the variation of constants formula (see, e.g., [5]) it follows that the

solution xn (t) of (1) starting from ytnat t = tn can be written as

xn (t) = yLL (t; tn,ytn) + rn (t) ,

where

rn (t) = Φ (t; tn,ytn)
∫ t

tn

Φ−1 (u; tn,ytn)M (u,xn(u); tn,ytn) du, (10)

M(u,x; tn,ytn) = f(u,x)− (L(tn,ytn)x+a(u; tn,ytn)), and L, a defined by (3).
By taking derivatives in (10) it is obtained that rn (t) satisfies the initial-value

problem
r′n (t) = gn(t, rn (t) ), t ∈ Λn, rn (tn) = 0, (11)

where
gn(t, r) = L(tn,ytn)r + M(t,yLL(t; tn,ytn) + r; tn,ytn).

Thus, an approximation zn (t) to rn (t) can be obtained by solving the initial-
value problem (11) through any extant numerical integrator. In particular, we
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will focus on the approximation yn (t) obtained from solving (11) by means of
an explicit RK method. This will be called a Local Linearization-Runge Kutta
(LLRK) approximation. Specifically, the choice of an s-stage explicit RK method
with coefficients c = [ci], A = [aij ], b = [bj ] (see, [5]) leads to

zn (t) = (t− tn)
s∑

j=1

bjkj , t ∈ Λn,

where

ki = gn

⎛⎝tn+ci (t− tn) , (t− tn)
i−1∑
j=1

aijkj

⎞⎠ , i = 1, 2, ...s,

Finally, the LLRK discretization is defined by the recursion

ytn+1= yLL(tn+1; tn,ytn) + zn(tn+1), n = 0, 1, ..., N − 1, (12)

starting at yt0 = x0.
When implementing the LLRK method (12), the required evaluations of yLL

(t; tn,ytn) at t = tn+1 and t = tn+ci (tn+1 − tn) can be computed by means of
(6)-(8). We use the diagonal Padé approximation with the scaling and squaring
method [14] to evaluate the matrix exponential involved in these expressions.

It should be noted some points that contribute to decrease the burden of the
computation of (12). First, simplifications arise from the fact that gn(tn,0) = 0.
Second, if (as usually) the Runge Kutta coefficients ci are of the form ci = mia
for some integer numbers mi then (12) can be implemented in terms of a few
powers of the same matrix exponential exp (ahnCn), where Cn is certain matrix.

Given p ≥ 2, the notation LLRKp will indicate an LLRK method (12) ob-
tained by using an order p RK method to compute zn (t). Notice that any
LLRKp discretization is A-stable because the LL discretization is so, and the
former reduces to the latter for linear systems. Furthermore, it can be shown
that any LLRKp method has order of convergence p if the needed evaluations of
yLL ( . ; tn,ytn) are carried out with an error of order p.

4 Numerical Examples

The following example is taken from [2] in order to illustrate not only conver-
gence issues of the LLRK discretization but also its dynamics around hyperbolic
stationary points.

Example 1.

x′1 = −2x1 + x2 + 1− µf (x1, λ) ,
x′2 = x1 − 2x2 + 1− µf (x2, λ) ,

where f (u, λ) = u
(
1 + u+ λu2

)−1
.
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For µ = 15, λ = 57, this system has two stable stationary points and one
unstable stationary point in the region 0 ≤ x1, x2 ≤ 1. There is a nontrivial
stable manifold for the unstable point which separates the basins of attraction
for the two stable points (see [2]).

Figure 1 illustrates the performance of the LLRK3 scheme in this example.
For comparison, Figure 1(a) presents the phase portrait obtained by the LL
scheme with a very small step-size

(
h = 2−13

)
, which can be regarded the exact

solution for visualization purposes. Figures 1 (b)-(c)-(d) show the phase portraits
obtained, respectively, by a third order explicit Runge-Kutta (RK3), the LL and
the LLRK3 methods with step-size h = 2−2.
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Fig. 1. (Example 1). a) Phase portrait obtained by the LL scheme with a very small
step-size, h = 2−13 (which can be thought of as the exact solution for visualization
purposes). b), c), d) Continuous lines show the phase portraits obtained, respectively,
by a third order Runge-Kutta (RK3), the LL and the LLRK3 methods with step-size
h = 2−2. For reference, the exact trajectories are also shown in each case as dashed
lines.

It can be observed that the RK3 discretization fails to reproduce correctly the
phase portrait of the underlying system near one of the point attractors. On the
contrary, the exact phase portrait is adequately approximated near both point
attractors by the LL and LLRK3 methods, the latter showing better accuracy.
Also notice that the RK3 and LL discretizations do not approximate adequately
the basins of attraction in the region shown in Figure 1. For instance, RK3
trajectories starting near (0, 0.5) and LL trajectories starting near (0, 0.6) go
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towards wrong point attractors in comparison with exact trajectories. In con-
trast, the attracting sets are much better represented by the phase portrait of
the LLRK3 method. This demonstrates that, even for moderate values of p, the
larger accuracy of LLRKp methods in comparison with the LL method can in
practice leads to appreciable improvement in dynamical performance.

The next example illustrates the behavior of the LLRK4 method in a well-
known stiff system that is frequently considered to test numerical integrators;
namely, the Van der Pol equation (see, e.g., [7]).

Example 2.

x′1 = x2,

x′2 = E
((

1− x2
1
)
x2 − x1

)
,

where E = 103.
Figure 2 shows the approximations obtained for this example by a fourth order

Runge-Kutta (RK4), the LL and the LLRK4 methods for different step sizes. The
trajectories start at (2, 0). For large step sizes the Runge-Kutta discretizations
are explosive due to lack of numerical stability, while the LL approximations do
not explode but show poor accuracy. In particular, note that the trajectories of
the LL approximation for large and small step sizes have remarkably different
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Fig. 2. (Example 2). Trajectories obtained for the example 2 by means of a fourth
order Runge-Kutta (RK4), the LL and the LLRK4 methods for several step sizes: a)
h1 = 0.00115, b) h2 = 0.00095, and c) h3 = 0.00025.
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ranges. In contrast, even for large step sizes the LLRK4 method achieves precise
reconstructions of the underlying dynamics associated with a limit cycle.
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Abstract. Muscular fatigue refers to temporary decline of maximal
power ability or contractive ability for muscle movement system. The sig-
nal of surface electromyographic signal (sEMG) can reflect the changes
of muscular fatigue at certain extent. In many years, the application
of signal of sEMG on evaluation muscular fatigue mainly focus on two
aspects of time and frequency respectively. The new method Hilbert-
Huang Transform(HHT) has the powerful ability of analyzing nonlinear
and non-stationary data in both time and frequency aspect together. The
method has self-adaptive basis and is better for feature extraction as we
can obtain the local and instantaneous frequency of the signals. In this
paper, we chose an experiment of the static biceps data of twelve adult
subjects under the maximal voluntary contraction (MVC) of 80%. The
experimental results proved that this method as a new thinking has an
obvious potential for the biomedical signal analysis.

1 Introduction

Muscular fatigue [1] is an exercise-induced reduction in maximal voluntary mus-
cle force. It may arise not only because of peripheral changes at the level of the
muscle, but also because the central nervous system fails to drive the motoneu-
rons adequately. The measurement of the muscular fatigue is according to the
decline of the system maximal function. The adaptation of the neuromuscular
system to heavy resistance exercise is a very complex result of many factors.
This implies central and peripheral neural adaptations as well as chemical and
morphological modifications of muscle tissue.

Surface electromyographic signal (sEMG) is an one-dimensional time series
signal of neuromuscular system that recorded for skin surface, the time-frequency
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domain and nonlinear dynamical characters of it are sensitive to the intensity
and state for muscular activities and therefore it is a valuable method for muscle
functional evaluation. For many years, the analysis of sEMG concentrated on two
main fields, time domain and the frequency domain [2]. The common use way of
traditional time domain analysis is to regard the sEMG signal as the function
of time, using some indicators like Integrated EMG (IEMG) or some statistical
features such as Root Mean Square(RMS). In aspect of spectrum analysis, the
typical method is the Fast Fourier Transform short as FFT. The spectrum we
acquire from the FFT can show the distribution of the signals in different fre-
quency component quantitatively. In order to portray the characteristic of the
spectrum, researchers often use the following two indicators: Median Frequency
(MF) and Mean Power Frequency (MPF) [3].

Most research works have found that the indicators of frequency analysis of
the muscles in limbs and waist have good regularity in the condition of the
static burthen. The main manifestation is the decline of the MPF or MF and
the increase of power spectrum or the ratio of the low/high frequency during the
process of fatiguing [4] [5]. However, under the dynamic condition, the alteration
of the MPF and MF during the fatiguing process exist considerable difference
from which can hardly get a universal conclusion. On account of above, we chose
the static biceps data which have remarkable features of fatiguing to test our
new method’s performance in this paper.

2 The Method of Hilbert - Huang Transform

A new method [6] for analyzing nonlinear and non-stationary data has been
developed in 1998 by N. E. Huang and others who lately made some ameliora-
tion on this method [7] in 1999. The key part of the method is the Empirical
Mode Decomposition (EMD) method with which any complicated data set can
be decomposed into a finite and often small number of Intrinsic Mode Functions
(IMF) that admit well-behaved Hilbert transforms. This decomposition method
is adaptive, and, therefore, highly efficient. Since the decomposition is based on
the local characteristic time scale of the data, it is applicable to nonlinear and
non-stationary processes. With the Hilbert transform, the IMF functions yield
instantaneous frequencies as functions of time that give sharp identifications of
imbedded structures. The final presentation of the results is the energy - fre-
quency - time distribution, designated as the Hilbert spectrum. In this method,
the main conceptual innovations are the introduction of IMF based on local
properties of the signal, which makes the instantaneous frequency meaningful.

The method of Hilbert - Huang Transform (HHT) is composed of two parts:
first one is the process of EMD which generate the products called IMF, and the
second one it the traditional Hilbert transform and analysis on these IMF. IMF
is a function that satisfies two conditions: (1) in the whole data set, the number
of extremal and the number of zero crossings must either equal or differ at most
by one; and (2) at any point, the mean value of the envelope defined by the local
maxima and the envelope defined by the local minima is zero.
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Find out all the local maxima and minima of the original signal. Once the
extremal are identified, all the local maxima are connected by a cubic spline line
as the upper envelope. Repeat the procedure for the local minima to produce
the lower envelope. The upper and lower envelopes should cover all the data
between them. Their mean is designated as m1, and the difference between the
data and m1 is the first component, h1.

X(t)−m1 = h1 (1)

Then, we have to judge whether h1 be the IMF according to the requirements
mentioned above. If not satisfy, the sifting process has to be repeated more times.
In the second sifting process, h1 is treated as the data, then,

h1 −m11 = h11 (2)

We can repeat this sifting procedure k times, until h1k is an IMF, that is:

h1(k−1) −m1k = h1k (3)

Then, it is designated as:
c1 = h1k (4)

The c1 is the IMF component for the original signal. We can separate c1 from
the rest of the data by

X(t)− c1 = r1 (5)

Since the residue, r1, still contains information of longer period components, it
is treated as the new data and subjected to the same sifting process as described
above. This procedure can be repeated on all the subsequent rj s, and the result
is:

r1 − c2 = r2, · · · , rn−1 − cn = rn (6)

The sifting process can be stopped, when the residue, rn, becomes a monotonic
function from which no more IMF can be extracted. By summing up equations
(5) and (6), we finally obtain

X(t) =
n∑

i=1

ci + rn (7)

Having obtained the intrinsic mode function components, we will have no diffi-
culties in applying the Hilbert transform to each component, and computing the
instantaneous frequency according to the following steps. For an arbitrary time
series, X(t), we can always have its Hilbert Transform, Y (t), as

Y (t) =
1
π
P

∫ +∞

−∞

X(t′)
t− t′ d t

′ (8)

where P indicates the Cauchy principal value. With this definition, X(t) and
Y (t) form the complex conjugate pair, so we can have an analytic signal, Z(t),
as

Z(t) = X(t) + iY (t) = a(t)eiθ(t) (9)
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in which we can also write as

a(t) = [X2(t) + Y 2(t)]
1/2

(10)

θ(t) = arctan
(
Y (t)
X(t)

)
(11)

and the instantaneous frequency defined as

ω =
d θ(t)
d t

(12)

After performing the Hilbert transform on each IMF component, we can express
the data in the following form:

X(t) =
n∑

j=1

aj(t)exp
(

i
∫
ωj(t)d t

)
(13)

The equation also enables us to represent the amplitude and the instantaneous
frequency as functions of time in a three-dimensional plot, in which the amplitude
can be contoured on the frequency - time plane. This frequency- time distribution
of the amplitude is designated as the Hilbert amplitude spectrum, H(ω; t), or
simply Hilbert spectrum. If amplitude squared is more desirable commonly to
represent energy density, then the squared values of amplitude can be substituted
to produce the Hilbert energy spectrum just as well.

With the Hilbert spectrum defined, we can also define the marginal spectrum,
h(ω), as

h(ω) =
∫ T

0
H(ω, t)d t (14)

In addition to the marginal spectrum, we can also define the instantaneous en-
ergy density level, IE, as

IE(t) =
∫

ω

H2(ω, t)dω (15)

and the marginal energy spectrum ES, as

ES(ω) =
∫ T

0
H2(ω, t)d t (16)

Although the HHT is a powerful method for analyzing nonlinear and non-
stationary data, it has deficiencies also. Some research work has been done to
ameliorate this [8]. However, the application of HHT in many fields have proved
its performance exceed the traditional one-dimensional time series signals analy-
sis methods [9][10][11][12].

3 Method and Result

3.1 Subjects

Twelve healthy adults of male university students, age ranging between 19 and
24, participates in this study. Subjects were all right hand dominant. They had
no fierce movement before the test.
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Fig. 1. The Hilbert spectrum of a sample sEMG (80%MVC) after the EMD process

3.2 Procedures

Subjects were first allowed to warm up the biceps. Then the wrists of the subjects
were burdened with a weight of 80% MVC until they exhausted. During the
procedures, signals were recorded with the sampling frequency of 1000Hz.

3.3 Results and Analysis

We deal with the data by the HHT, and Fig.1 shows the energy - frequency -
time distribution of a sample sEMG (80% MVC) which we continue to use in
Fig.2 and Fig.3, designated as the Hilbert spectrum. The brighter denote the
higher energy and the darker denote the lower. Roughly, we can see from the
Fig.1 the frequency distribution is wide at the beginning and concentrated to
the lower frequency at the end, and in Fig.1, We can also see the energy became
higher by the time variable for the right part of the spectrum is brighter than the
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left. We draw a conclusion qualitatively that during the process of the muscle
fatigue test, the frequency is going down and the energy is increasing. We get
more detailed and obvious features from further analysis below.

Fig.2(a) shows the changing trend of instantaneous energy (IE) by the factor
of time. We can see the energy approximately go up during the whole fatiguing
process. In Fig.2(b), we can see clearly that the instantaneous frequency is going
down during the fatiguing process. To calculate the instantaneous frequency,
please consult formulas. The ordinary way is to use the indicator MF or MPF
[3]. During the fatiguing course, the MF is move leftward, means the frequency
deceases generally. So, our results is consistent with the traditional approachs
and more convenient and evident [13].

In order to contrast, we extract the first second and last second of the signals
to test together, which we can see even more obviously the changes by fatiguing.
In the following analyzing, we use the average 80%MVC data of the twelve whole
subjects.
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Fig. 3. The first second (a) and the last second (b)of the Hilbert spectrum of the
average twelve subjects’ sEMG (80%MVC) after the EMD process

Fig.3(a) and Fig.3(b) show the Hilbert spectrum of the first second and the
last second of the average samples. Because the experiment was ended when the
subjects were exhausted, so we can consider the muscles were in the state of
fatigue in the last second. In contrast to Fig.3(a), frequency is concentrate to
the lower and the energy is higher in Fig.3(b). Although Fig.3(a) and Fig.3(b)
is the small sections of the Fig.1 in which they amplified the features of fatigue.

Fig.4(a) and Fig.4(b) show the energy’s distribution on the frequency. We
can see the frequency of the last second is concentrate to the lower frequency
relatively and the energy is much higher than the first second’s. This alteration
is even much remarkable in Fig.4(c) and Fig.4(d) which show the varying by the
time variable.
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Fig. 4. (a)The Hilbert marginal spectrum,(b)the Marginal energy spectrum ES, (c)the
instantaneous energy density level, IE, and(d) the instantaneous frequency of the first
and the last second of average twelve subjects’ sEMG (80%MVC)

4 Conclusion

In this paper, we adopted a new method-HHT, which is good at processing
nonlinear and non-stationary data in two dimensions of both time domain and
frequency domain to research the sEMG signal to find the features of muscular
fatigue. We choose twelve adult university students as the experimental subjects.
All the results we gained above are very consistent with the experiential conclu-
sion that the frequency is going down and the energy is going up in the process of
muscular fatiguing in [4][5]. The results also have proved that the HHT method
has good performance and massive potential in analyzing the biomedical signals.
However, the results in this paper are preliminary exploration, more works have
to be done in the furture, even the HHT itself has some defects to ameliorate.
Anyway, the HHT method has showed the extensive applicable foreground.
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Abstract. With the advent of massively parallel computers with thou-
sands of processors, a large amount of work has been done during the
last decades in order to enable a more effective use of a higher number
of processors, by superposing parallelism in time-domain, even though it
is known that time-integration is inherently sequential, to parallelism in
the space-domain[8]. Consequently, many families of predictor-corrector
methods have been proposed, allowing computing on several time-steps
concurrently[5], [6]. The aim of our present work is to develop a new
parallel-in-time algorithm for solving evolution problems, based on par-
ticularities of a rescaling method that has been developed for solving
different types of partial and ordinary differential equations whose solu-
tions have a finite existence time[9]. Such method leads to a sliced-time
computing technique used to solve independently rescaled models of the
differential equation. The determining factor for convergence of the it-
erative process are the predicted values at the start of each time slice.
These are obtained using “ratio-based” formulae. In this paper we ex-
tend successfully this method to reaction diffusion problems of the form
ut = ∆um+aup, with their solutions having a global existence time when
p ≤ m ≤ 1. The resulting algorithm RaPTI provides perfect parallelism,
with convergence being reached after few iterations.

1 Introduction

Modelling complex phenomena in nature and sciences can often lead to solve
time-dependent partial differential equations. In that context, and as the time-
integration is inherently sequential, a lot of parallel algorithms have been first
developed for the spatial discretization. However, with the advent of massively
parallel computers with thousands of processors, the critical mesh resolution
often remains far from the high capabilities of these supercomputers as detailed
by Farhat and al in [8]. And one possible approach, in order to enable a more
effective use of a higher number of processors, is to superpose parallelism in time-
domain to the parallelism in the space-domain. One of the first (or maybe the
first) has been suggested by Nievergelt [1] and led to multiple shooting methods.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 148–155, 2006.
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Variants of this method were then developed by several authors, in particular
by Chartier and Philippe in [2]. The basic underlining ideas in such algorithms
are as follows:

1. Decompose the time integration interval into subintervals (time slices) and
predict the initial values of the solution at the beginning of each slice.

2. Solve an initial value problem in each slice, and in a parallel way,
3. Force continuity of the solution branches, at the end points of successive

slices, by means of an iterative (for example Newton-like) procedure.

The success of such parallel-time integration would necessarly depend on the
number of iterations that should obviously be much less then the number of
slices.

More recently, in 2001, Lions, Maday and Turinici proposed in [5] the “parareal
algorithm” to solve evolution problems in a time-parallel way. This allows obtain-
ing, in real time and using several processors, solutions that cannot be computed
using one processor only. Algorithms has been implemented on linear and non-
linear parabolic problems and approximates successfully the solution later in
time before having fully accurate approximations from earlier times. The main
features of the method are the following:

1. Choice of a coarse grid that defines “large time-slices”.
2. Prediction of the initial values of the solution on each time-slice, using for

example a Euler-implicit scheme.
3. Iteration until convergence of the following process:

– Solving independent evolution problems on each time-slice, using any
method on a fine grid, leading to discontinuity “jump ” between the
end value of one slice and the predicted initial value on the next one.

– Correction of the slices initial values by propagation of the jumps,

This scheme is inherently a multi-grid procedure. It combines coarse anf fine
resolution in time, in the same spirit as what is done in space for domain decom-
position methods, the coarse grid allowing us to propagate very quickly, on the
whole interval, information reached on the fine grid up to any desired acuracy.
Such algorithm has also received wide attention over the last few years: Maday
and Bal proposed in [6] an improved version of the Parareal Algorithm (PA)
which gives better answers for nonlinear problems and more importantly allows
to tackle non-differentiable problems (whereas the former implementation was
based on the linearization of the PDE). Farhat and Chandesris presented in [8]
an original mathematical justification to the framework by using the theory of
distribution. Many contributions, based on the former works, have been made
during the 15th and 16th Domain Decomposition Conferences (Berlin 2003 and
New York 2005). We cite mainly the following:

– In [13], Tromeur-Dervout and Guibert introduced adaptativity in the defi-
nition of the refinement of the time grid and the time domain splitting (in
order to tackle stiff problems), and then proposed an adaptative parallel
extrapolation algorithm (for very stiff problems).
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– In [14] Farhat and al proposed a radical change of strategy in order to im-
prove the performance of the parareal algorithm for second-order hyperbolic
systems.

In this paper we present a new approach for parallel time integration. Our
method is based on a rescaling procedure introduced by Nassif et al in [9] for
problems that have finite existence time.

In section 2, we show that such procedure leads to a perfectly parallel-in-
time alorithm in the case of a scalar ordinary differential equation of the form
ý = f(y), whereby coarse-grid time-slices can be explicitely found with exact
initial predictions at the start of each slice.

In section 3, we generalize this rescaling approach to systems of differential
equations that semi-discretize evolution problems of the form:

∂u

∂t
= ∆um + aup.

This allows predictions of time-slices and simultaneously accurate initial values.
We implement this method for linear PDE (m = p = 1) getting convergence (on
the basis of a fast correcting procedure) in one or two iterations.

2 Perfect Time-Parallelism for a Scalar ODE

We consider the case of an elementary differential equation ý = f(y) having
explosive solution in finite time. One seeks {y;Tb}, Tb < ∞, y:[0;Tb[ → IR
such that:

dy

dt
= f(y) for 0 < t < Tb, with : (1)

y(0) = y0 > 0, and limt→Tb
|y(t)| = ∞.

The function f is such that:

f(y), f ′(y) ≥ 0, f(y0) �= 0,
∫ ∞

y0

dy

f(y)
<∞. (2)

The Re-scaling method consists in simultaneously introducing change of vari-
ables for the time t and the solution y(t) in order to generate a sequence of slices
of time intervals. On each of these subintervals, the computation of the solution
is controlled by a preset threshold (or cut-off) value S. The change of variables
is given by:

t = Tn−1 + βns, y(t) = yn−1 + αnz(s) (3)

where yn = y(Tn), and {αn} and {βn} are sequences of normalizing parameters
characteristic to the re-scaling method. The resolution of the initial problem (1)
is then equivalent to that of rescaled models on each of time-slice, [Tn−1, Tn],
whereby we seek the pair {z, {sn}} where z: [0; sn] → IR, such that:

dz

ds
= gn(z) =

βn

αn
f(yn−1 + αnz), 0 < s < sn, (4)
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z(0) = 0, z(sn) = S.

The criterion for limiting z not to out-grow pre-set threshold value S is only due
to the nature of the solution which in this case is explosive. This condition must
be adapted to other cases where the solution has a global existence time taking
into account its behavior: bounded, unbounded, oscillatory, etc. Thus, in this
particular case where the behavior is explosive, the choice of the sequence {αn}
is determined by limn→∞yn = ∞ and limn→∞Tn = Tb, implying the consequent
pertinent choices for {αn}, specifically: αn = yn−1 when f(y) = O(yp) and
αn = 1 when f(y) = O(ey). The underlying theory behind these choices is
well detailed in [9] and [10]. The sequence {βn} is determined in order that
the rescaled models (4) verify a self-similarity concept, formal or numerical.
This leads into imposing gn(0) = g1(0), ∀n > 1, implying for {βn}, the choices:
βn = αn

f(yn−1)
.

Perfect time-parallelism. Use of the re-scaling method for the purpose of
parallel-time integration is based on the following principles:

1. The starting values of the solution on each time-slice are exactly determined
by:

∀n, yn = yn−1 + αnS, αn = yn−1, or 1. (5)

2. The size of the nth time slice [Tn−1, Tn], is given by: Tn−Tn−1 = βnsn, with
the values of βn also pre-determined by βn = αn

f(yn−1)
and each sn, computed

independently of any other, given that the stopping criteria on each slice is
the same one and in this scalar case is a function of S only.

Implementation of this method, with analysis of acceleration factors can be
found in [15].

3 Extension to Partial Differential Equations

We first start by extending the re-scaling method to partial differential equations.
This is illustrated on the case of finding u :[0, T ]× Ω → IR, Ω ⊂ IRd, d = 1 or
2, such that:

ut −∆um = aup (6)

for m ≤ p ≤ 1, homogeneous Dirichlet boundary conditions (u(x, t) = 0, x ∈
∂Ω, t > 0) and initial conditions (u(x, 0) = u0(x) > 0) allowing the solution to
have various behaviors with respect to time ([7]). A first step consists in changing
the variable u. Letting v = um and q = 1/m, one has:

∂v

∂t
=

1
qvq−1∆v +

a

q
vpq−q+1, x ∈ Ω ⊂ IRd, t > 0 (7)

with v verifying the same homogeneous Dirichlet boundary condition of u on ∂Ω
and v(x, 0) = v0 = um

0 . Re-scaling necessitates first semi-discretizing (7). In case
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we use Finite-Differences on the operator ∆, this leads to the following system
of ordinary differential equations: Find V : [0, T ] → IRk such that:

dV

dt
= −1

q
DWAV + F (V ), (8)

where V (0) = V0 and V (t) = (Vi(t))i=1,2,...,k ≈ (v(xi, t)i=1,2,...,k,

F (V ) = a
q

(
f(Vi(t)pq−q+1

)
i=1,2,...,k

, W (t) =
(

1
[Vi(t)]q−1

)
i=1,2,...,k

,

DW = diag(W ) ∈ IRk×k and A is a sparse symmetric positive matrix that
discretizes the −∆ operator. Using the change of variables:

V (t) = Vn−1 +DαnZ(s), and t = Tn−1 + βns, (9)

where Vn−1 = V (Tn−1). Solving then the initial value problem (8) is equivalent
to solving on each of the intervals [Tn−1, Tn] to the rescaled models:

dZ

ds
= βnD 1

αn
[−1
q
DWAV + F (V )], 0 < s < sn, Z(0) = 0, (10)

with the end of the slice sn being determined by a condition depending on the
behavior of the solution. For example, in case of explosive (unbounded) behavior,
we use ||Z(sn)||∞ = S. Otherwise, if Z(s) cannot reach a threshold value S, we
limit sn to a maximum s, ∀n. Thus, extending the choices used for αn and βn in
the scalar case, it has been shown in [7] and [10] that suitable choices are given
by αn = Vn−1 ∈ IRk and (for the explosive case)

βn =
1

||V pq−q
n−1 ||∞

∈ IR (11)

Parallel-in-time implementation of the re-scaling method. Parallel-time
algorithms require being able to determine: (i) the time slices (coarse-grid) and
(ii) good predictions for the starting values of the solution at each of the time-
slices. In the above scalar case, as the predicted values were the exact ones,
parallelism was perfect. At present, the predicted values are only approximate,
therefore requiring a correcting procedure that must be iteratively convergent.
The basic idea of our predictions is inspired from the scalar case when f(y) =
O(yp) and the sequence {yn} verifies yn = y0(1 + S)n = yn−1(1 + S), r = 1 + S
being a transition ratio between two successive initial slice-values. This has been
generalized in [7] and [10] to the vector case using the corresponding relation
derived from the re-scaling method:

Vn = Vn−1 + diag(αn)Z(sn) where αn = Vn−1, i.e. (12)

Vn = diag(Vn−1)(e+ Z(sn)) = diag(e+ Z(sn))Vn−1, (13)

where e ∈ IRk is the vector with all of its components equal to 1. By Defining
the “transition” ratio vector:

rn = (e+ Z(sn)). (14)



A New Approach for Solving Evolution Problems in Time-Parallel Way 153

the relation (13) becomes:

Vn = diag(rn)Vn−1. (15)

It follows from ‖ Z(sn) ‖∞= S that ‖ rn ‖∞= 1 + S, which is invariant with re-
spect to n and on the other hand is consistent with the scalar case (k = 1, d = 1).
Thus, it appears that predicting starting values of the solution at each time-slice
would result from a-priori information on rn. For that purpose, we propose the
following new approach to obtain time-parallelism through appropriate predic-
tions of the transition ratio vectors rn.

Parallel Algorithm: Ratio-Based Parallel Time Integration (RaPTI)

1. We run our method sequentially on ns slices by computing the successive
exact values of rn, referred to as ren, with a local slice computational tolerance
εltol.

2. On following slices, n > ns, statistical estimates techniques based on exact
values ren (n ≤ ns), allow us to predict values of rn, denoted by rpn.

3. The previous step leads to compute predicted initial values, V p
n =diag(rpn)

V p
n−1 for n > ns. Note that for n = ns + 1, V p

n−1 = V e
n−1.

4. At this point, parallel computations of the solution can be executed on each
nth slice, n > ns, with a local computational tolerance εltol, with starting
value V p

n−1 leading to an end value V c
n . Knowing that the initial value of the

(ns + 1)th slice is exact, V c
n is exact for n = ns + 1.

5. For n > ns, we define the sequence Gn of gaps at the end of the nth slice, as
Gn = V c

n − V p
n .

6. For a given global computational tolerance εgtol > εltol, we determine
nconv > ns such that for each nth slice, ns < n ≤ nconv, ||Gn||∞ ≤ εgtol,
i.e. convergence is reached up to the nth

conv slice.
7. We update ns by nconv and repeat steps 2 to 6 until the maximum time T ,

defining the interval [0, T ] of the evolution problem is reached.

Unlike the Parareal algorithm [5], our RaPTI procedure, exludes any se-
quential computation for n > ns. Furthermore, since this new method is
based on rescaling the variables, it generates dynamically the slices which may
vary in size depending on the behavior of the solution. Obviously, the success
of this method depends on the number of iterations (that repeat steps 2 to 6).
This number should be much less than the number of slices needed to reach T .
In fact, our tests have revealed cases of perfect parallelism where convergence
has been reached in one or two iterations, particularly when the solution
of the diffusion-reaction problem has a global time existence, i.e. p ≤ 1. When
p > 1, the solution blows up in a finite time and the RaPTI algorithm fails
to give fast convergence unless we impose a gross global computational toler-
ance. A rule of thumb we have used in such situation consists in changing step
7 (correction step) of the algorithm to become:

7’. Repeat steps 2 to 6 using “Lions parareal algorithm”

This accelerates convergence at the expense of imposing sequential computations
for predicting the new corrected values at begining of the slices.
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Tests and Numerical results. Our experiments were run on the following
problem:⎧⎨⎩

∂u
∂t −∆u = 3up for x ∈ Ω =]− 1; 1[ and t ≥ 0
u(x, t) = 0 for x ∈ ∂Ω and t ≥ 0
u(x, 0) = (1− x2) for x ∈ Ω

We have used a threshold S = 2 to determine the sizes of the slices, a dis-
cretization space step of h = 1/8, a global tolerance εgtol ≥ εltol = 5× 10−8 where
εltol is the local tolerance used in computing the solution on every slice using a
4th order explicit Runge-Kutta method. Our results are summarized in the fol-
lowing tables where first column indicates the number of slices used for starting
sequentially the computations:

1. p = 1; εgtol = 10−7

2 .

ns Number of Slices Iterations with RaPTI
2 16 1
2 32 1
2 64 1
2 128 1

2. p = 0.8; εgtol = 10−7

2 .

Number of Iterations
ns Number of Slices RaPTI RaPTI with Parareal for correction (7’)
8 16 1 1
8 32 1 1
8 64 2 3
8 128 2 3

3. p = 1.05; Results using RaPTI.

Iterations
ns Number of Slices εgtol=

10−4

2 εgtol=
10−3

2 εgtol=
10−2

2
2 8 5 1 1
2 16 13 6 1
2 32 29 22 2

4. p = 1.05; Results with ratio-based predictions and corrections via
Lions Parareal scheme.

Number of Iterations
ns Number of Slices εgtol=

10−4

2 εgtol=
10−3

2 εgtol=
10−2

2
2 8 3 1 1
2 16 3 3 1
2 32 5 4 3
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4 Perspectives

We are presently testing the method for non-linear problems (∀m, p), with the
RaPTI algorithm yielding the same super-convergence process when p ≤ m ≤ 1.
We are also seeking a new prediction process to handle hyperbolic problems in
which the solution exhibits quasi-periodic behavior.
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Abstract. The increasing number of applications requiring the use of
large join queries reinforces the search for good methods to determine
the best execution plan. This is especially true, when the large number
of joins occurring in a query prevent traditional optimizers from using
dynamic programming.

In this paper we present the Carquinyoli Genetic Optimizer (CGO).
CGO is a sound optimizer based on genetic programming that uses a sub-
set of the cost-model of IBM R©DB2 R©Universal DatabaseTM(DB2 UDB)
for selection in order to produce new generations of query plans. Our
study shows that CGO is very competitive either as a standalone opti-
mizer or as a fast post-optimizer. In addition, CGO takes into account
the inherent characteristics of query plans like their cyclic nature.

1 Introduction

Query optimizers, which typically employ dynamic programming techniques [6],
have difficulties handling large join queries because of the exponential explosion
of the search space. Randomized search techniques remedy this problem by iter-
atively exploring the search space and converging to a nearly optimal solution.
Genetic algorithms [2] are a randomized search technique that models natural
evolution over generations using crossover, mutation and selection operations.

In this paper we present a genetic optimizer called the Carquinyoli1 Genetic
Optimizer (CGO) that is coupled with the DB2 UDB optimizer’s cost model.
CGO is an improvement over the work in [1] and [7] and proposes genetic oper-
ations that allow for cyclic plan graphs using genetic programming algorithms.

� Research supported by the IBM Toronto Lab Center for Advanced Studies and UPC
Barcelona. The authors from UPC want to thank Generalitat de Catalunya for its
support through grant GRE-00352.

1 Name of a traditional Catalan cookie known for being very hard, which reminds us
of the complexity of the large join optimization problem.
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Our results show that the plans obtained by CGO equal those obtained by
DB2 UDB for small queries, although the execution time of CGO is larger than
that of DB2 UDB. When we turn to large queries, where DB2 UDB has to resort
to heuristic approaches, CGO generates cheaper query plans, but the execution
time of the optimizer is still larger. Note that DB2 UDB uses a greedy algorithm
in those cases, since there is not enough memory to perform an exhaustive search
using dynamic programming. In order to improve the optimization time, we
propose a combined strategy that helps to improve the final plan obtained by
DB2 UDB injecting the greedy plan in the initial population of CGO.

This paper is organized as follows. Section 2 introduces genetic optimization
and describes CGO. Section 3 validates the genetic optimizer comparing it to
DB2 UDB and proposes CGO as a post-optimizer for small databases. In sections
4 and 5, we explain the related work and draw some conclusions.

2 The Carquinyoli Genetic Optimizer

Inspired by the principles of genetic variation and natural selection, genetic pro-
gramming performs operations on the members of a given population, imitating
the natural evolution through several generations. Each member in the popula-
tion represents a path to achieve a specific objective and has an associated cost.
Starting with an initial population containing a known number of members,
usually created from scratch, three operations are used to simulate evolution:
crossover operations, which combine properties of the existing members in the
population, mutation operations, which introduce new properties and selection,
which discards the worst fitted members using a fitness function.

After applying these genetic operations, the population has been refreshed
with new members. The new population is also called new generation. This
process is repeated iteratively until a stop condition stops the execution. Once
the stop condition is met, we take the best solution from the final population.

Query optimization can be reduced to a search problem where the DBMS
needs to find the optimum execution plan in a vast search space. Each execution
plan can be considered as a possible solution for the problem of finding a good
access path to retrieve the required data. Therefore, in a genetic optimizer, every
member in the population is a valid execution plan. Intuitively, as the population
evolves, the average plan cost of the members decreases.

CGO. CGO is a sound genetic query optimizer based on the ideas of genetic
programming outlined above. CGO assumes that there is a parser that trans-
forms the SQL statements into a graph. This graph contains a vertex for each
referenced relation and edges joining a pair of vertices when a join condition
between attributes of these relations appear in the query statement.

CGO also assumes that a query execution plan (QEP) is a directed data flow
graph, where leaf nodes represent the base access plans of the relations. Data
flows from these nodes to the higher nodes in the graph. The non-leaf nodes
process and combine the data from their input nodes using physical implemen-
tations of the relational operations of PROJECT, JOIN, etc., and the root node
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returns the final results of the query. The physical implementations of the op-
erations used in the QEP are called plan operations and are described in more
detail later in this section.

Cyclic Query Graphs. If we assume that a relation is never read twice, given
N relations in a query we exactly need N −1 join operations to join all the data
during the query process. In a scenario without Cartesian products, this implies
that, at least, we have N − 1 explicit join conditions in the SQL statement,
joining all the relations accessed in the query process. Of course, the number of
join conditions can be larger, forcing some join operations in the tree to have
more than one join predicate. A number of join conditions larger than N − 1
implies cycles in the query graph.

In the presence of cyclic query graphs, two or more join predicates have to be
used in some of the joins in the QEP. However, the same two conditions are not
always merged together. Whether a join condition is located in a specific join
operation depends on the order used to access the base relations.

One of the major enhancements of CGO is its capability to deal with cyclic
query graphs. Our optimizer solves this problem merging the join predicates
during the optimization process. Every join operation is associated with a single
join predicate and is considered as an independent operation, giving versatility
to our optimizer to handle cyclic query graphs.

Merging Join Conditions. Let us call Ji,j a join operation with a single join
predicate Ri.a = Rj.b. Every join operation has two input subtrees in the QEP,
Si and Sj , from where tuples are retrieved to perform the join process. We say
that a relation R belongs to a subtree S, R ∈ S, if there is a scan operation in
S having R as input relation.

An operation Ji,j is merged with another existing single predicate join oper-
ation Jx,y with subtrees Sx and Sy if

(Ri ∈ Sx ∧Rj ∈ Sy) ∨ (Ri ∈ Sy ∧Rj ∈ Sx) (1)

In fact, by merge we mean that both conditions Ji,j and Jx,y become a single
operation with two join predicates.

Figure 1 shows an example where join operation J5 = J1,3 has to be inserted
in an existing partial plan. In step 1 we first check whether the join relations
of J5 appear in the existing subtree. Since both join relations are scanned in
the same subtree, we have to look for the node Jx,y with subtrees Sx and Sy

satisfying condition 1 (step 2). When node J1 = J3,2 is checked, condition 1
is not satisfied. However, the optimizer detects that both input relations in J5
are in S3 of J1. Therefore, J2 = J1,5, the root node in S3 of J1, is checked
next. As R1 ∈ S1 ∧ R3 ∈ S5 is satisfied, J2 and J5 are merged in step 3. After
the insertion J2, can be considered to have two join conditions or predicates,
R1 = R3 and R1 = R5. However, as shown before, these two join predicates can
be separated in other execution plan configurations. With this simple procedure,
we allow CGO to handle cyclic query graphs, which previous genetic optimizers
were not able to do.



CGO: A Sound Genetic Optimizer for Cyclic Query Graphs 159

T1

T5

T4

T2Scan

J2

T3

T1 = T5

T3 = T5

T1 = T3

J5

3 2

T5 = T4

Scan

Scan

J1 T3 = T2

J5
1

J3

Scan

J4 Scan

Fig. 1. Merging to join operations in an execution plan for a cyclic query graph

Plan Operations. The first aim of CGO is to outperform the most popular com-
mercial optimizers when dealing with large join queries. Although commercial
optimizers use a great variety of advanced techniques to improve the performance
of DBMSs, for the sake of simplicity, CGO only considers a reduced set of these
advanced techniques, such as prefetch or bit filters. The implementations con-
sidered by CGO are the sequential scan and the index scan for scan operations,
the Nested Loop Join, Merge-Scan Join and Hash Join for join operations and
two more unary operations, Sort and Temp, the first one for sorting data and
the second one to materialize intermediate results in the QEP. Also, we reduced
the language syntax to simplify our optimizer. Therefore, CGO can read sim-
ple SQL statements including multi-attribute selections, attribute constraints,
equijoin conditions and sorting operations.

Cost Model. The cost model used to evaluate QEPs in CGO is an adaptation
of the cost model in the DB2 UDB optimizer, in order to be comparable with
existing optimizers. Overall, we use a fairly complete and comparable cost model
based on CPU and I/O consumption.

Genetic Operations. In CGO, crossover operations randomly choose two
QEPs in the population and produce two new trees preserving two subtrees
from the parent plans and inserting the remaining operations one by one. Since
each single-predicate join operation is handled separately, using this crossover
method, the multiple join predicates in the QEP are automatically redistributed
to the correct nodes and thus, we preserve the semantics of cyclic query graphs.
A more detailed example can be found in [4].

Mutation operations are necessary to provide an opportunity to add new
characteristics that are not represented in any of the execution plans in the
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population. In this paper we assume that the whole search space is accessible
if CGO grants the exploration of all the dimensions of this search space: tree
morphology, join order in the QEP, join methods to be used in the join operations
and scan methods to be used in the scan operations. We propose four different
kinds of mutation operations for CGO; (i) Swap (S): a join operation is randomly
selected and its input relations are swapped. This mutation grants potential
access to all tree morphologies; (ii) Change Scan (CS): CGO randomly chooses
a scan operation and changes the scan method if indexes are available, making
possible the access to all the scan methods; (iii) Change Join (CJ): the optimizer
randomly chooses a join operation and it changes its implementation to one of the
other available implementations; (iv) Random Subtree (RS): a subtree S from a
randomly chosen execution plan is selected. The remaining join operations, not
included in S are selected in random order until we have inserted all of them
and, therefore, created a new and complete execution plan. This mutation grants
the potential exploration of all the join operation orders.

S, CS and CJ do not take into account the occurrence of multiple join pred-
icate operations since their transformations are not affected by the number of
predicates. RS follows a construction method similar to crossover operations and
thus, it allows for cyclic query graphs.

3 CGO Validation

In this section, we show that CGO is able to outperform a classical optimizer
when this falls into heuristic algorithms because of a lack of memory, with large
join queries. With this aim, we compare CGO with the optimizer of a well known
commercial DBMS: the DB2 UDB optimizer. In order to verify the quality of the
plans yielded by CGO we first compare the results obtained by CGO for queries
based on the TPC-H Benchmark with query execution plans yielded by the
DB2 UDB optimizer, that is, small join queries. Our results show, as expected,
insignificant differences between the two optimizers as plotted in Figure 2 (left),
although the optimization time of CGO is significantly larger than that of DB2
UDB. For more details, we refer the reader to [4]. Then, we compare CGO
results for random-generated queries involving 20 and 30 relations, with those
obtained by the commercial optimizer when it runs out of memory and uses
its metaoptimizer, based on a sophisticated greedy join enumeration method.
We always force the QEPs generated by CGO into the DB2 UDB optimizer, to
avoid false results that are due to a possible bad integration of the DB2 UDB
cost model. Finally, advanced features in DB2 UDB such as multidimensional
clustering indexes, index ANDing and index ORing have been disabled.

3.1 Execution Details

We run two different test sets. In the first test set we generate 2 random data-
bases and run 25 queries on each, where each query accesses 20 relations. In
the second set, we create 4 random databases, running 25 random queries on
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each, where each query accesses 30 relations. Therefore, in total we execute 150
random queries in 6 randomly generated databases. For both, we run CGO on
populations containing 250 members, performing 150 crossover operations and
160 mutation operations per generation, through 300 generations. We present
all the results using the scaled cost, meaning the cost of the QEP generated by
the DB2 UDB optimizer divided by the cost of the QEP generated by CGO.
The tool used to generate the random databases and queries is detailed in [4].

In the first test, CGO obtained significantly cheaper plans. CGO obtained
plans that were on average 3.83 times cheaper than those obtained by the DB2
UDB optimizer. Again, note that some optimizations of DB2 UDB were turned
off and the greedy join algorithm was used by this optimizer. There were only
2 cases where the DB2 UDB plans were cheaper than those obtained by CGO.
In the second test, which involved 30 relational joins, ignoring the outliers, the
average scaled cost was 4.09 times cheaper with CGO. In the very best cases,
CGO reaches improvements of three orders of magnitude.

3.2 Combining CGO and DB2 UDB: A Fast Post-optimizer

The experiments show the potential of CGO to find low-costed QEPs in front
of an heuristic search-based optimizer. However, the optimization time required
by CGO is larger than the time required by an heuristic search. The amount
of computation time, saved during run time, can clearly compensate for the
increasing optimization time since, usually, for large join queries the total exe-
cution time raises to several hours and even days. We are currently working to
reduce the optimization time. Preliminary results based on very simple memory
optimizations show improvements over the 95 % in optimization time reduction.

For this reason, queries that require long processing times will obtain a large
benefit by using CGO alone; however, small and fast queries cannot afford long
optimization times. Therefore, we propose to use CGO in a post-optimization
phase. We obtain the QEP yielded by the DB2 UDB optimizer and force it as
one of the QEP in the initial population of CGO.

Figure 2 (right) shows the total cost evolution for the best plan in the popu-
lation across time. For 20 relations, we obtain, on average, QEP which are 1.71
times better than the initial plan generated by the DB2 UDB optimizer after
30 seconds of execution. The slight cost regressions for higher times and the
values below 1 are a consequence of the complex integration of the DB2 UDB
optimizer cost model into CGO, which makes it very hard to calculate the exact
same cost. Therefore, although CGO always finds better plans, they are costed
differently in DB2 UDB. However, it is important to notice that we can never
get a worse execution plan than the one generated by the DB2 UDB optimizer
since we can always preserve it in case CGO does not find anything better in a
limited amount of time. Trends for 30 relations are similar.

We would like to remark that if CGO were using the exact same cost model
as DB2 UDB, the genetic optimizer would benefit from it, thus amplifying the
differences between both optimizers, since CGO currently wastes time trying to
optimize some QEPs which cost is overestimated later by the cost model of DB2
UDB.
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Total Cost Comparison using DB2 Cost Model
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Fig. 2. (Left) Total Cost comparison for modified TPC-H queries using the cost model
of the DB2 UDB optimizer. (Right) Evolution of the scaled cost of the best solution
obtained by CGO across time.

4 Related Work

State-of-the-art query optimizers, which typically employ dynamic programming
techniques [6], have difficulties handling large join queries because of the expo-
nential explosion of the search space. In these situations, optimizers usually fall
back to greedy algorithms. However, greedy algorithms, as well as other types
of heuristic algorithms [9], do not consider the entire search space and thus may
overlook the optimal plan, resulting in bad query performance, which may cause
queries to run for hours instead of seconds. Randomized search techniques like
Iterative Improvement or Simulated Annealing [3, 10, 7] remedy the exponential
explosion of dynamic programming techniques by iteratively exploring the search
space and converging to a nearly optimal solution.

Previous genetic approaches [1, 7] consider a limited amount of information
per plan since these are transformed to chromosomes, represented as strings of
integers. This lack of information usually leads to the generation of invalid plans
that have to be repaired. A new crossover operation is proposed in [8] with the
objective of making genetic transformations more aware of the structure of a
database management system. Stillger proposed a genetic programming based
optimizer that directly uses execution plans as the members in the population,
instead of using chromosomes. However, mutation operations may lead to invalid
execution plans that need to be repaired. Any of these previous approaches
consider cyclic query graphs. A first genetic optimizer prototype was created for
PostgreSQL [5], but its search domain is reduced to left-deep trees and mutation
operations are deprecated, thus bounding the search to only those properties
appearing in the execution plans of the initial population.

5 Conclusions

We presented CGO, a powerful genetic optimizer that is able to handle cyclic
query graphs considering a rich variety of DBMS operations, reaching further
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than all previously proposed genetic optimizers. For the first time in the litera-
ture, we implemented a genetic optimizer that allows us to compare its results
with the execution plans of a commercial DBMS, DB2 UDB.

The main conclusions of this paper are: (1) CGO is a sound optimizer able to
compete with commercial optimizers for very large join queries. (2) CGO, used
as a post-optimizer, significantly improves the execution plans obtained by DB2
UDB in a short amount of time. And (3) CGO is capable of finding the optimal
or a near-optimal execution plan in a reasonable number of iterations for small
queries.

Acknowledgment. IBM, DB2, and DB2 Universal Database are trade-
marks or registered trademarks of International Business Machines Corporation
in the United States, other countries, or both. Other company, product, or ser-
vice names may be trademarks or service marks of others.
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Abstract. We investigated the complexity of fluctuations in human
sleep electroencephalograms (EEGs) by multifractals. We used human
sleep EEG time series taken from normal, healthy subjects during the
four stages of sleep and rapid eye movement (REM) sleep. Our findings
showed that the fluctuation dynamics in human sleep EEGs could be ad-
equately described by a set of scales and characterized by multifractals.
Multifractal formalism, based on the wavelet transform modulus max-
ima, appears to be a good method for characterizing EEG dynamics.

1 Introduction

Since Babloyantz et al. reported that human sleep EEG signals had chaotic
attractors during stage 2 and stage 3 sleep, nonlinear dynamic methods based
on the concept of chaos have been used to analyze sleep EEG signals [1]. Fell et al.
analyzed sleep EEG signals using the largest Lyapunov exponent (LLE) during
sleep stages 1-4 and rapid eye movement (REM) sleep, and found significant
differences in the values of LLE between the four stages and REM sleep [2] [3].
Kobayashi et al. found significant decrements in the mean correlation dimensions
of EEGs from being awake to stage 3 sleep, and an increment during REM
sleep [4]. However, these methods require a relatively large number of stationary
data points to obtain reliable results [5] [6]. Indeed, it is difficult to meet this
requirement in sleep EEGs, as well as in practical physiological systems [5] [6].
Recent research suggests that EEGs can be characterized in some situations by
a single dominant timescale, indicating timescale invariance and a 1/f fractal
structure [7] [8]. However, many physiological time series fluctuate in a complex
manner and are inhomogeneous, suggesting that different parts of the signal
have different scaling properties [9] [10]. A new method is needed to analyze
sleep EEG signals, and one potential candidate is multifractal analysis based
on wavelet transform modulus maxima (WTMM), which is a suitable method
for obtaining information about dynamic systems without requiring a relatively
large number of stationary data points [10] [11].

The aim of this study was to investigate the possibility that human sleep
EEG signals can be characterized by a multifractal spectrum using WTMM. To
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investigate whether physiological brain states according to sleep stages affect
the phenomenon of multifractality in human sleep EEG dynamics, we compared
the multifractal properties of sleep EEG signals obtained during the four sleep
stages and REM sleep. Additionally, we used a surrogate data method to assess
whether human sleep EEGs have long-range correlations.

2 Materials and Methods

2.1 Materials

The sleep EEG data files used in this study were selected from the sleep-EDF
database consisting of physiological data obtained from four subjects with hor-
izontal EOG, EEG, submental-EMG, oronasal airflow, etc. Fpz-Cz EEGs were
sampled at 100 Hz, 12 bits per sample [12]. Sleep stages were scored according
to the standard criteria of Rechtschaffen and Kales on 30 s epochs [12]. The file
names used were sc4002e0, sc4012e0, sc4102e0 and sc4112e0. From these, 150
segments (30 awake, 30 stage 1, 30 stage 2, 30 slow wave sleep (SWS), and 30
REM) with a duration of 30 s (3000 points) were used. Band-pass filter settings
were 0.53-40 Hz (12 dB/octave).

2.2 WTMM-Based Multifractal Formalism

As stated above, many physiological time series, including human sleep EEGs,
have inhomogeneity and fluctuate in an irregular manner. To characterize sleep
EEG signals and to extract local Hurst exponents from them, we used a WTMM-
based multifractal formalism. The wavelet transform of sleep EEG signal, f(x),
is defined as

Tψ[f ](x0, a) =
1
a

∫ ∞

−∞
f(x)ψ(

x− x0

a
)dx (1)

where x0 is the position parameter, a is the scale parameter, and ψ(t) is the
mother wavelet function [11]. In this study, the third derivative of the Gaussian
function was used as the analyzing wavelet.

A partition function Zq(a) was defined as the sum of the power of order q of
the local maxima of | Tψ[f ](x0, a) | at scale a [11].

Zq(a) =
∑

l∈L(a)

| Tψ[f ](x0l(a), a) |q (2)

where L(a) is the set of the maxima lines l existing at the scale a, and x0l(a) is
the position, at the scale a, of the maximum belonging to the line l.

For small scales, it was expressed as

Zq(a) ∼ aτ(q) (3)

where τ(q) is is the multifractal spectrum. For monofractal signals, τ(q) is a
linear function: τ(q) = qh(q) − 1, where h(q) = dτ(q)/dq = constant, and is
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the global Hurst exponent [9] [10]. For multifractal signals, τ(q) is a nonlinear
function and h(q) = dτ(q)/dq = not constant [9] [10]. For positive values of q,
Zq(a) characterizes the scaling of the large fluctuations and strong singularities,
whereas for negative values of q, Zq(a) characterizes the scaling of the small
fluctuations and weak singularities.

Using a Legendre transform, the singularity spectrum D(h) can be expressed
as [9] [10] [11].

D(h) = q
dτ(q)
dq

− τ(q) (4)

D(h) can quantify the statistical properties of the different subsets characterized
by different exponents, h. Nonzero D(h) and h = 0.5 imply that the fluctuations
in signal exhibit uncorrelated behavior. h > 0.5 corresponds to correlated be-
havior, while values of h in the range 0 < h < 0.5 imply anticorrelated behavior
[9] [10].

2.3 Surrogate Time Series and Statistical Analysis

To assess the presence of a long-range correlation in the human sleep EEG
time series, we generated a surrogate time series by shuffling and integrating
the human sleep EEG signal. The surrogate time series that was generated lost
the long-range correlation; however, the distribution of the original human sleep
EEG signal was preserved. To examine the differences between the mean values
of the local Hurst exponents with maximum D(h) for all sleep stages, one-way
analysis of variance (ANOVA) and post-hoc analyses were performed. A paired-
sample t test was used to compare the mean values of the original data and the
surrogate data for each sleep stage. The significance level was 0.05.

3 Results

Multifractal spectra and singularity spectra were computed using the WTMM for
the four sleep stages, REM sleep, and surrogate data. Ensemble averaged multi-
fractal spectra, τ(q), for the four sleep stages, REM sleep and surrogate data were
computed, and each singularity spectrum D(h) was computed through a Legen-
dre transform from the ensemble-averaged τ(q). Figure 1 shows the ensemble-
averaged multifractal spectra for the awake stage and REM sleep with surrogate
data. The spectra for the awake stage and its surrogate data are shown in the
first panel of Fig. 1(a), and the spectra for REM sleep and its surrogate data
are shown in the second panel of Fig. 1(b). The two shapes of τ(q) for the awake
stage and its surrogate data, and for REM sleep and its surrogate data were
different (p < 0.0001) in the range q > 3.

Likewise, Figure. 2 shows the ensemble-averaged multifractal spectra for the
other sleep stages and their surrogate data. The spectra for stage 1 sleep and
its surrogate data are shown in the first panel of Fig. 2(a). The second panel
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of Fig. 2(b) shows the spectra for stage 2 sleep and its surrogate data, and the
third panel of Fig. 2(c) shows the spectra for SWS and its surrogate data. The
two shapes of τ(q) between stage 1 sleep and its surrogate data, between stage
2 sleep and its surrogate data, and between SWS and its surrogate data, were
all different (p < 0.0001) for q (−10 < q < +10).

Fig. 1. Ensemble-averaged multifractal spectra for the awake stage and REM sleep
with surrogate data. (a) τ (q) for the awake stage and its surrogate data. (b) τ (q) for
REM sleep and its surrogate data.

Fig. 2. Ensemble-averaged multifractal spectra for the other sleep stages and their
surrogate data. (a) τ (q) for stage 1 sleep and its surrogate data. (b) τ (q) for stage 2
sleep and its surrogate data. (c) τ (q) for SWS and its surrogate data.

The singularity spectra for the four sleep stages, REM sleep and their sur-
rogate data are shown in Fig. 3 and 4. The two shapes of D(h) between each
sleep stage and its surrogate data, and between REM sleep and its surrogate
data, were significantly different. The range of local Hurst exponents with D(h)
greater than 0.75 was 0.24 < h < 1 for each sleep stage and for REM sleep.
However, the local Hurst exponents in the range 0.48 < h < 0.7 corresponded
to a D(h) greater than 0.75 for the surrogate data.

Singularity spectra for the awake stage and its surrogate data are shown in the
first panel of Fig. 3(a), and singularity spectra for REM sleep and its surrogate
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Fig. 3. (a) Sigularity spectra, D(h), for the awake stage and its surrogate data. (b) Sin-
gularity spectra for REM sleep and its surrogate data. The different shape of D(h) for
the surrogate data reflects different fluatuations associated with long-range correlation.

Fig. 4. (a) Sigularity spectra, D(h), for stage 1 sleep and its surrogate data. (b) Sin-
gularity spectra for stage 2 sleep and its surrogate data. (c) Singularity spectra for
SWS and its surrogate data. The different shape of D(h) for the surrogate data reflects
different fluatuations associated with long-range correlation.

data are shown in the second panel of Fig. 3(b). The mean values of local Hurst
exponents with maximum D(h) for the awake stage and for REM sleep were 0.39
and 0.46, respectively. The singularity spectra for stage 1 sleep and its surrogate
data are shown in the first panel of Fig. 4(a). The second panel of Fig. 4(b)
shows the singularity spectra for stage 2 sleep and its surrogate data, and the
third panel of Fig. 4(c) shows the singularity spectra for SWS and its surrogate
data. The mean values of local Hurst exponents with maximum D(h) for stage
1, stage 2, and SWS were 0.39, 0.52 and 0.80, respectively. The results of the
ANOVA are shown in Table 1.
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Fig. 5. Comparison of singularity spectra for each sleep stage, REM sleep and the
surrogate data

Table 1. Comparison of local Hurst exponents with maximum D(h). The results are
presented as mean values ± SD. ANOVA was performed, followed by Sidak post hoc
analysis.

Sleep stages and REM sleep Mean ± Std Sidak post hoc analysis

a) Awake 0.39 ± 0.29 a < c (p < 0.01); a < d (p < 0.001)
b) Stage 1 0.39 ± 0.05 b < c (p < 0.01); b < d (p < 0.0001)
c) Stage 2 0.52 ± 0.08 c > a, b (p < 0.01); c < d (p < 0.001)
d) SWS 0.80 ± 0.11 d > a, b, c, e (p < 0.0001)
e) REM 0.46 ± 0.12 e < d (p < 0.0001)

4 Discussion and Conclusion

Figure 1 and 2 show the shapes of τ(q) for the four sleep stages and REM sleep
were nonlinear, and Fig. 5 shows the shapes of D(h) for the four sleep stages
and REM sleep were broad, indicating that human sleep EEGs could not be
characterized as monofractal and are therefore multifractal.

The subsets characterized by local Hurst exponents in the range
0.24 < h < 0.63 were statistically dominant for the awake stage, stage 1 sleep,
and REM sleep. We found that the dynamics of human sleep EEGs taken during
the awake stage, stage 1 sleep, and REM sleep exhibited anticorrelated behav-
iors, indicating that large values are more likely to be followed by small values
and vice versa. Statistically dominant subsets were characterized by local Hurst
exponents of 0.38 < h < 0.71 for stage 2 sleep. We found that the dynamics
of human sleep EEGs during stage 2 sleep exhibited anticorrelated, correlated,
and uncorrelated behaviors. For SWS, the subsets characterized by local Hurst
exponents in the range 0.66 < h < 1 were statistically dominant. We found that
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the dynamics of human sleep EEGs during SWS exhibited correlated behaviors.
Therefore, we suggest that physiological brain states according to sleep stages
affect the phenomenon of multifractality in human sleep EEG dynamics.

ANOVA showed a significant difference in the mean value of the local Hurst
exponents with maximum D(h) (F (4, 145) = 35.17, p < 0.0001). Post-hoc analy-
sis showed that the mean value of the local Hurst exponents with maximumD(h)
for SWS differed significantly (p < 0.0001) from that of all other sleep stages,
including REM sleep. However, there was no significant difference in the mean
values of the local Hurst exponents with maximum D(h) for the awake stage,
stage 1 sleep, and REM sleep. The mean value of the local Hurst exponents
with maximum D(h) for stage 2 sleep did not differ from that for REM sleep;
however, it differed significantly (p < 0.01) from that for all other sleep stages.
These findings indicate that as the sleep stage changes from stage 1 to SWS, the
dynamics of human sleep EEGs change from anticorrelated dynamics to corre-
lated dynamics. These findings are consistent with previous studies that show
the activity of the human brain may become low as SWS sleep occurs.

The results observed after the surrogate test showed significant changes in the
shape of D(h) and in the values of the local Hurst exponents with maximum
D(h) for the four sleep stages and the REM sleep. The paired-sample t test
showed significant differences between the awake stage and the surrogate data,
and between the REM sleep and the surrogate data, for the range q > 3. These
findings indicate that the scaling of the small fluctuations and weak singularities
in human sleep EEGs during the awake stage and during REM sleep is similar
to that in a simple random walk. However, the scaling of the large fluctuations
and strong singularities in human sleep EEGs during the awake stage and REM
sleep differ significantly from that in a simple random walk. The results of the
paired-sample t test showed significant differences between stage 1 sleep and the
surrogate data, between stage 2 sleep and the surrogate data, and between SWS
and the surrogate data, for all q (−10 < q < +10). These findings indicate that
there are different fluctuations and different characteristics for the singularities
between stage 1 sleep and the surrogate data, between stage 2 sleep and the
surrogate data, and between SWS and the surrogate data. Therefore, we suggest
that human sleep EEGs taken during the four sleep stages and REM sleep have
long-range correlations because the surrogate data preserve the distributions of
the original time series and remove long-range correlations.

In summary, we investigated the possibility that human sleep EEGs exhibit
higher complexity than 1/f scaling. Our findings show the existence of inhomo-
geneities and multifractalities in human sleep EEGs during the four sleep stages
and REM sleep. We found that human sleep EEGs taken during the awake
stage and during REM sleep exhibited anticorrelated behaviors and had long-
range correlations, whereas SWS EEGs exhibited correlated behaviors and had
long-range correlations. We suggest that the complexity of human sleep EEGs
can better be described by a set of scales rather than a single dominant scale.

Acknowlegements. This study was supported by a Nano-bio technology develop-
ment project, Ministry of Science & Technology, Republic of Korea (2005-01249).
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Abstract. In this paper we discuss a hybrid feature selection algorithm for the 
Quantitative Structure Activity Relationship (QSAR) modelling.  This is one of 
the goals in Predictive Toxicology domain, aiming to describe the relations be-
tween the chemical structure of a molecule and its biological or toxicological 
effects, in order to predict the behaviour of new, unknown chemical com-
pounds. We propose a hybridization of the ReliefF algorithm based on a simple 
fuzzy extension of the value difference metric. The experimental results both on 
benchmark and real world applications suggest more stability in dealing with 
noisy data and our preliminary tests give a promising starting point for future 
research. 

1   Introduction 

Predictive Toxicology (PT) is one of the newest targets of the Knowledge Discovery 
in Databases (KDD) domain. Its goal is to describe the relationships between the 
chemical structure of chemical compounds and biological and toxicological proc-
esses. This kind of relationships is known as Structure-Activity Relationships (SARs) 
[1]. Because there is not a priori information about the existing mathematical relations 
between the chemical structure of a chemical compound and its effect, a SAR devel-
opment requires close collaboration between researchers from Toxicology, Chemis-
try, Biology, Statistics and Artificial Intelligence – Data Mining and Machine Learn-
ing domains [2], in order to obtain reliable predictive models.  

In real PT problems there is a very important topic which should be considered: the 
huge number of the chemical descriptors. Data Mining, as a particular step of the 
Knowledge Discovery in Databases (KDD) process [3] performs on the data subset 
resulted after the pre-processing procedure. Irrelevant, redundant, noisy and unreliable 
data have a negative impact, therefore one of the main goals in KDD is to detect these 
undesirable properties and to eliminate or correct them. This assumes operations of data 
cleaning, noise reduction and feature selection because the performance of the applied 
Machine Learning algorithms is strongly related with the quality of the data used.  

Besides the removal of the problematic data, feature selection could also have  
importance in the reduction of the horizontal dimension and, consequently, of the 
hypothesis space of the data set: less attribute are more comprehensible, the smaller 
dimension of the input space allows faster training sessions, or even an improvement 
in predictive performance.  
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In the literature there are at least three broad trends in dealing with the problem of 
features selection:  filter, wrapper and embedded methods. The filter based approach 
evaluate the quality of the attributes separately of a machine learning algorithm and 
taken into account the contribution of the attribute individually (e.g. the Information 
Theory based measures: Information Gain, Gain Ratio) or in the context of the other 
attributes from the training set (e.g. Relief [4], ReliefF [5], RReliefF [6]). Contrary, 
the wrapper methods use the machine learning algorithm with the purpose of quality 
evaluation of the attributes. The embedded techniques are nothing else than machine 
learning algorithms having the ability to extract most suited attributes learning the 
training data in the same time (e.g. Decision Trees, Bayesian Networks). In real world 
application wrapper and embedded methods seams to select the proper attributes  
offering superior performance. But, they are strongly dependent on the learner. On  
the other side, the filter techniques present an insight of the training data set and its 
statistical properties. 

This paper presents an upgrading of the classical Relief algorithm using fuzzy the-
ory [7]. This simple patch allows the algorithm to evaluate fuzzy attributes as well as 
the categorical and numerical ones. Also, if the fuzzyfication of the training data set is 
possible the algorithm will be less sensitive on noise. This Fuzzy Relief is tested and 
compared with few other methods using a well known data set and a toxicological set. 

2   Distance and Fuzzy Sets 

Usually, any similarity measure stands on a distance function or a metric. But when 
this is extended to measure the distance between two subsets of a metric space, the 
triangular inequality property is sometimes lost. 

Let be X ≠Φ a set and d: X x X → R+ a distance. Then, in this situation D could 
measure the distance between two sets: 

XBA
BorAif

BAifyxd
BAD ByAx ⊂

Φ=Φ=

Φ≠Φ≠
= ∈∈ ,,

,0

,),,(inf
),( ,  . (1) 

Nevertheless, even this is not properly a distance function; it might be used to 
measure the distance between two fuzzy sets: 

=
1

0
),(),( ααα dBADBAd  . (2) 

where A and B are two fuzzy sets and Aα
, B

α are their α-cuts: 

Aα = {t ∈ X | A(t) ≥ α}, α > 0 . (3) 

There are many ways to measure the distance between two fuzzy sets [8], [9]:  

− using the difference between the centres of gravity, 

d(A,B) = |CG(A) – CG(B)|, CG(A) = 

A

U

A

U

x (x)dx

(x)dx

µ

µ
 . (4) 
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− Hausdorff distance, 

D(A,B) = 
[0,1]

sup
α∈

max{| a2(α) – b2(α) |, | a2(α) – b2(α) |} . (5) 

 where α-cuts Aα = [a1(α), a2(α)] and Bα= [b1(α), b2(α)], α∈[0,1], 
− C∞ distance, 

C∞ =||A – B||∞ = sup{|A(u) – B(u)| : u∈U} . (6) 

− Hamming distance, 

H(A,B) =
U

| A(x) B(x) | dx−  . (7) 

With the support of one of these quasi-distance function, the similarity between fuzzy 
sets (linguistic variables) can be easily measured. 

3   Fuzzy Relief 

The Relief (Relief, ReliefF, RReliefF) family methods evaluates the contribution of 
the values of each attribute in the training data set to distinguish between most similar 
instances in the same class and in opposite (different) class. Using the difference 
function each attribute is scored being penalized if the values of the attribute are dif-
ferent for the instances in the same class and recompensed if the values of the attrib-
ute are different for the instances in the opposite class.  

In order to extend the difference function to handle complex application with fuzzy 
attributes where the values might be overlapping, one could use one of the distance 
functions presented in the previous section. In this way, the evaluation of the similar-
ity will be less noise sensitive and more robust. The similarity is determined using the 
distance (difference) function between the values v(i,j)and v(i,k) of the Ai attribute: 

(i, j) (i,k)
i

(i, j) (i,k)
i

j k

(i, j) (i,k)

i
i i

0, if A categorialand v v

1, if A categorial and v v
diff (i, t , t )

d(v , v )
, if A numerical or fuzzy

Max Min

=

≠=

−

 (8) 

4   Experimental Results 

The method proposed in the previous section is compared with few other classical 
methods: context dependent (such us ReliefF [5]) and myopic (such as Information 
Gain, Gain Ratio, and Chi Squared Statistics [11]) which evaluate the individual qual-
ity of each attribute. 
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The data sets used in the experiments were: the classical Iris set [12] and a real 
world toxicological data set provided by our partners in the framework of a national 
research project: 

Iris data set 
This well known data set is very often used as a benchmark and numerous publica-
tions reported very good results on it. It consists from 150 iris plant instances de-
scribed by 4 attributes: sepal length, sepal width, petal length, and petal width. The 
plants are equal distributed in 3 classes: Iris Setosa, Iris Versicolour and Iris Vir-
ginica.  

Toxicological data set 
The set contains 268 organic chemical compounds characterized by 16 chemical de-
scriptors and their toxic effect (the lethal dose) against 3 small mammals (rat, mouse, 
and rabbit). The compounds are grouped in 3 toxicity classes (low, medium, high) 
using the lethal doses. The class distribution is not equal this time. There are more 
chemical compounds in the most toxic class (156) than in the other two (72 and 40, 
respectively). 

The data sets are artificially altered with different levels of noise between 0 and 
25%. Not all the attributes were affected by noise. Only the values of 50% from the 
characteristics, the most predictive ones, discovered by the majority of the feature 
selection methods on the noiseless sets, were randomly modified. (e.g. for the Iris 
dataset the last two attributes are strongly correlated with the class and will be af-
fected by noise, for the toxicology data set, the first eight descriptors are not altered). 

The feature selection methods used in this set of experiments are:  

Information Gain (IG) – evaluates the worth of an attribute A by measuring the in-
formation gain with respect to the class C: 

Gain(A) = I(A;C) = HC – HC|A . (9) 

Gain(A) = k k
k

p log p⋅ ⋅− j k| j k| j
j k

p p log p⋅−  . (10) 

Gain Ratio (GR) – evaluates the worth of an attribute by measuring the gain ratio (the 
information gain normalized by the entropy of the attribute) with respect to the class: 

GainR(A) = 
A

Gain(A)

H
 . (11) 

Chi squared statistics (Chi) – evaluates the worth of an attribute by computing the 
value of the chi-squared statistic with respect to the class. 

ReliefF – evaluates the worth of an attribute by repeatedly sampling an instance and 
considering the value of the given attribute for the nearest instance of the same and 
different class. 

Bayesian Networks (BN) – evaluates the importance of one attribute by observing 
how much the predictive performance of the model drops if we remove the corre-
sponding variable. An important feature makes the prediction accuracy of the model 
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to drop down when it is left out. On the other hand, if it removing a feature not affect 
to much the performance of the selected model, then it is less important. The predic-
tive performance of the classifier is estimated with leave-one-out (LOO) cross valida-
tion method [13, 14]. 

FuzzyRelief – is the Relief algorithm working with fuzzy variables (after the fuzzyfi-
cation of the training data). 

In order to compare the different filters for attribute selection, the well known Ma-
chine Learning method k-Nearest Neighbours (kNN), with k=10 and inverse distance 
weighting is used. The results of the experiments are obtained with Weka [11] and B-
Course [15] software. Generally, the predictive performances of machine learning 
methods decrease and the importance of feature selection appears when the uncer-
tainty (noise) in data increases. 

The next two tables show the cross-validated (10-fold) performances of kNN in 
different circumstances. In both cases, first row contains the predictive performance 
obtained using all the available attributes for comparison purposes. The next rows 
include the kNN performance obtained in combination with different feature selection 
techniques: only half of the attributes, those with the higher ranks, are used for  
predictions. 

Table 1 illustrates the predictive performance on the Iris dataset. The results of 
kNN working with or without feature selection methods are similar for both clean and 
very low noise level (5%) data. For noise level higher than 10%, all the attributes are 
a better choice in all situations. This is explainable taken into account the fact that the 
unaltered characteristics can compensate the noisy ones. The proposed hybrid selec-
tion technique, FuzzyRelief, demonstrates an analogous behaviour with almost all the 
other feature selection techniques (except BN). 

Performances on the toxicological data are shown in Table 2. In this case the 
strength and flexibility of FuzzyRelief are more obvious. The ability of fuzzy tech-
niques to deal with imperfect data (noise over 10%) in combination with a strong and 
well known feature selection method such as ReliefF yield to the appropriate attrib-
utes subset to describe the QSARs. The kNN accuracy in classification is enhanced.  

Table 1. Prediction accuracy – Iris data set   

Noise level Feature selection 
+ kNN 0%  5%  10%  15%  20%  25%  

none+kNN 95% 92% 89% 90% 83% 81% 
IG+kNN 95% 93% 82% 86% 79% 79% 
GR+kNN 95% 93% 82% 86% 79% 73% 
Chi+kNN 95% 93% 82% 86% 80% 79% 
BN+kNN 95% 93% 86% 89% 80% 73% 
ReliefF+kNN 95% 91% 83% 83% 79% 79% 
FuzzyRelief+kNN 95% 93% 83% 83% 79% 79% 
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Table 2. Prediction accuracy – toxicological data set  

Noise level Feature selection 
+ kNN 0% 5%  10%  15%  20%  25%  

none +kNN 63% 56% 59% 57% 62% 56% 
IG+kNN 57% 57% 57% 57% 62% 57% 
GR+kNN 57% 57% 57% 57% 62% 57% 
Chi+kNN 57% 57% 57% 57% 62% 57% 
BN+kNN 59% 58% 57% 62% 63% 61% 
ReliefF+kNN 65% 60% 59% 55% 61% 60% 
FuzzyRelief+kNN 63% 59% 59% 64% 63% 62% 

5   Conclusions 

The results so far show the strength and the flexibility of Fuzzy Relief when possible 
uncertain data is used for training predictive data mining techniques. Its ranking per-
formance proved in the case studies presented is comparable and some times better 
than the performances of other filter methods especially when the data is affected by 
noise. One of its drawbacks is the time needed to evaluate the similarity between the 
linguistic variables (between the fuzzy sets). Of course, depending on the target prob-
lem of the KDD process, the tradeoffs between the quality of the solutions and data, 
the dimensionality of the data sets and the available time will dictate the right strategy. 

The future research will be focused in evaluating different similarity measures be-
tween the different fuzzy attributes and in testing the method on more real world data 
mining applications. Also, another future interest will be focused on evaluating differ-
ent classifying methods in combination with FuzzyRelief. 
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Abstract. A Sequential Probability Ratio Test (SPRT) algorithm for reliable 
and fast determination of a relative radiation level in a field environment has 
been developed. The background and the radioactive anomaly are assumed to 
follow the normal and Poisson distributions, respectively. The SPRT 
formulation has been derived and simplified based on these assumptions. The 
preliminary evaluation suggests that the algorithm, while offering confident 
estimations for the log-scaled radiation level, promises the additional advantage 
of reduction in sampling sizes, particularly in areas with a high radiation level.  

1   Introduction 

Reliable and fast estimation of the local relative radiation level with respect to that of 
the regional natural background, under prescribed confidence levels, is the central 
focus of many environmental radiological surveys. A local relative radiation level can 
be conventionally interpreted as a number of standard deviations away from the 
background radiation mean. The key issues are reliability and speed. In order to 
obtain a reliable estimate for a local relative radiation level, the conventional 
statistical wisdom teaches us that we need more samples. However, a high radiation 
anomaly may pose a significant health threat to the field surveyors. Conventional 
health wisdom tells us to leave the high radiation area as soon as possible. Therefore, 
we need a radiation level estimation algorithm that is both reliable for given 
confidence levels and fast for high radiation areas.  

In our recent research, we tailored Wald’s Sequential Probability Ratio Test 
(SPRT) [1] and developed an algorithm for the dynamic determination of the local 
relative radiation level. A preliminary experiment in the laboratory environment, 
using a common industrial radiation source, suggests that the algorithm is promising. 
It provided a confident estimate for the local radiation level, and reduced the sampling 
size requirement for high radiation spots. 

2   Population Assumptions 

Reconnaissance environmental radiation surveys are commonly performed by hand-
held gamma-detection devices, such as Geiger counters. These gamma-detection 
devices produce readings of gross gamma ray counts, or the gross count (GC) 
detected during a given time interval [2].  
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For a given high radiation anomaly, GC may be assumed to follow a Poisson 
Distribution [2] with PDF: 

f 1 x P X x 1
x e 1

x
, x 0, 1, 2, ..., n

  (1) 

Where np=1µ  n  is a large number (number of atoms in the observed physical 

sample) and p  is the decay rate for an individual particle for a given observation time 

interval.  When n is large, it can be shown that: 

f 1 x N 1, 1     (2) 

Where 1µ is the mean GC of the physical sample. 

For regional radiation background, we assume that GC follows a simple Normal 

distribution ),( 2
00 σµN  with probability distribution function (PDF): 

f 0, 0 x
1

2 0
e

x 0
2

2 0
2

, x
  (3) 

This different treatment is due to uncertainty about the number of counts in the 
background sample, and if it is large enough for Poison-Normal approximation that 
offers only one parameter for distribution fitting. Normal distribution, on the other 
hand, has two parameters to choose and should always make a better fit to the 
background samples. 

3   Absolute and Discrete Radiation Levels 

For measuring the absolute radiation level, the sample mean 1µ is a natural choice. In 

a field survey, we are usually more interested in a discrete measure relative to the 
background radiation. For this reason, we shall introduce Log Departing Coefficient 
(LGC) as follows. Suppose that b (> 0) is a pre-selected log base, and (>0) is a pre-
selected scaling factor. Define (for l  1): 

LGC l, if 0 bl 1
0 1 0 bl

0   (4) 

For LGC 1, we have 

LGC Ceiling Logb
1 0

0     (5) 

Particularly, for a region with low radiation background, we may take b=2 and 
, then: 

LGC Ceiling Log2
1 0

0    (6) 
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When LGC 0, we can say the sample mean is no more than two standard 
deviations from the regional mean. When LGC 1, we say that the sample mean is at 
least two standard deviations from the regional mean, but no more than four standard 
deviations from the regional mean, etc. For a region with higher radiation 
background, we may adjust factor , making  for compensating the growing 
speed of LGC. LGC defined this way can be used as a log-scaled discrete measure for 
the radiation departing level (L) from the regional background.  

4   Alternative Hypotheses 

Let's assume that we collect observations one at a time, using a handheld device such 
as a Geiger Counter, in an environmental reconnaissance radiological survey 
situation. We denote ix the i'th observation, where the observation is the Gamma 

Gross Counts (GC) for fixed-length time intervals. Essentially for a sample, we have 
two possibilities:  

(1) That the sample was from the background radiation population – the Null 

Hypothesis ( 0H ); and  

(2) That the sample was from an anomaly population with higher radiation 
strength – the Alternative Hypothesis ( 1H ).  

If we accept the null hypothesis 0H , then we continue our field survey. If we 

accept the alternative hypothesis 1H , then we mark the area as an anomaly for future 

detailed work and move on to the next spot. 
Let  and  be the type I (false positive) and type II (false negative) errors 

associated with the decisions respectively, 

P Accept H1 when H0 is true P H1 H0    (7) 

P Accept H0 when H1 is true P H0 H1    (8) 

then 1-  is the confidence level of accepting 0H and 1-  is the confidence level of 

accepting 1H . 

5   SPRT Basis 

Wald's SPRT method [1] has the advantage of handling sequential sampling data. Let 
},...,,,{ 321 nxxxx be an (independently identically distributed) fresh data set collected 

since the last decision and a new decision is yet to be made. Assuming )(0 xf and 

)(1 xf are the PDFs for 0H  and 1H  respectively, we can construct a conventional 

Logarithmic Likelihood Ratio (LLR): 

n LLR x1, x2 , ..., xn Log i 1
n f1 xi

i 1
n f0 xi i 1

n

Log
f1 xi

f0 xi  (9) 
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The Wald's SPRT has the following form (although his original A and B are 
somehow reversed from what are commonly used today): 

1)  If An <Λ  then accept 0H , (and directly move on to next spot). 

2)  If BA n ≤Λ≤ , request additional measurement made for the same spot. 

3)  If Bn >Λ then accept 1H , (and mark anomaly etc., move on to the next spot). 

Where A and B are two constants satisfying inequalities: 

Log
1

A B Log
1

   (10) 

A common practice is simply to take: 

A Log
1     (11) 

B Log
1

    (12) 

It is clear that the parameters A and B are related only to the strengths ( , ), or 
confidences (1- , 1- ), of the test, but are independent of the actual forms of the 
distribution functions. 

6   SPRT Formulation 

If using the PDFs discussed early for 0H  and 1H  respectively (using normal 

approximation for Poisson distribution), then  

Log
f1 x

f0 x
Log 0

1

x 0
2

2 0
2

x 1
2

2 1   (13) 

Substitute these PDFs in the Log-Likelihood Ratio, we have: 

n LLR x1, x2 , ..., xn

i 1

n

Log 0

1

xi 0
2

2 0
2

xi 1
2

2 1   (14)
 

Denote sample mean and sum of squares respectively: 

x
1

n
i 1

n

xi

  
    (15) 

S
i 1

n

xi x 2

 
   (16) 
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Through some simplification, and using sample mean x  for estimating 1µ , we 

should finally have: 

n Vn
0 Vn

1
     (17) 

where 

Vn
0 n Log 0

S n x 0
2

2 0
2

   (18) 

Vn
1 n

2
Log x

S

2 x     (19) 

7   Computational Details 

We assume that the regional background population mean 0µ  and the standard 

deviations 0σ have been estimated, and also also assume that the test strengths ( , ), 

or confidences (1- , 1- ) are given. Subsequently constants A and B can be calculated 
using formula (11) and (12). For a new spot or physical sample, we take first mini   

independent measures, then compute: 

x n 1

n
i 1

n

xi

    (20) 

1 x n
     (21) 

S n

i 1

n

xi x n 2

    (22) 

Vn
1 n

2
Log 1

S n

2 1    (23) 

Vn
0 n Log 0

S n n x n
0

2

2 0
2

  (24) 

n Vn
0 Vn

1
             (25) 

The decision and estimation for the local radiation level L are made as follows: 

1)  If An <Λ then accept 0H  and assign 0=L , output both 1µ and L ; 

2)  If BA n ≤Λ≤ , request additional measurement made for the same spot. 

3)  If Bn >Λ then accept 1H  and compute: 

L LGC Ceiling Logb
l 0

0     (26) 

Now output both 1µ and L , and move to the next physical sample or spot. 



184 D. Yuan and  W. Kernan 

Although SPRT sampling sequence terminates with probability 1, it does require a 
stop limit. For case 2, we adapted Wald’ s stop limit[1]: if maxin = and we still have 

BA n ≤Λ≤ , then: 

if 
2max

BA
i

+≤Λ , we accept 0H  and assign 0=L ;   (27) 

if 
2max

BA
i

+>Λ , we accept 1H and compute LGCL =   (28) 

Apparently, all local radiation level Ls computed this way had confidence levels 
(1- , 1- ). 

This algorithm was implemented in Mathematica[3] for quick evaluation. In the 
implementation, we set 5min =i , 11max =i ,  and  . 

8   Experimental Data 

Experimental data were collected in a laboratory environment using a typical 
industrial Cs137 source. A device similar to a Geiger counter was used for 
measuring gamma GC. The counting interval of the device was set at half of a 
second. Figure 1 shows the half-second background gamma GC data measure of the 
lab ground. Background radiation has a mean 7730 =µ  and standard 

deviation 330 =σ . (This also suggests 2833 00 =≠= µσ  for background 

radiation, and therefore anomaly source and background should be handled by 
different types of distributions.) 
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Fig. 1. Background gamma GC data, where the x-axis is the data-point position in the sequence 
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During the experiment, a common industrial source, Cs137, was placed on top of a 
table in the lab.  The source gamma strength was measured at different distances from 
1 to 50 feet for simulating sources of different strengths (Figure 2).  
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Fig. 2. Physical sample gamma GC data measured at different distances, where the x-axis is the 
data-point position in the sequence 

9   Results and Analysis 

The SPRT derived radiation levels (LGC) of the experimental data at different 
strengths (or distances) are shown in Figure 3. Comparing Figure 2 and 3, it is clear 
that the SPRT radiation level or LGC is exponentially correlated to the relative 
strength of the anomaly with respect to the background.  
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Fig. 3. SPRT derived anomaly radiation level (LGC) from the experimental data 
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Fig. 4. Plot of the SPRT estimated radiation levels (LGC) vs. the SPRT cycle length (the 
number of observations needed for deriving a LGC estimate) of the experimental data 

Further, the relationship between the estimated radiation level (LGC) and the 
SPRT cycle length, (i.e., the number of observations needed for deriving an estimate 
for radiation level) is analyze in Figure 4. 

It is clear that for high-radiation anomaly ( 2≥LGC ), the SPRT needs the 
minimum sample size 5min =i  to derive the needed LGC with the given confidence 

levels. For low-radiation anomaly ( 1=LGC ), the SPRT needs no more than seven 
observations. For background confirmation ( 0=LGC ), the SPRT may need a longer 
observation cycle, anywhere from 6 to 11 observations. This is precisely a property 
we would like to have for a field radiation instrument, minimizing the time needed for 
high radiation anomaly sampling.  

10   Summary 

Preliminary assessment suggests that the SPRT method described in this paper is a 
promising algorithm for quick determination of field radiation levels. While 
maintaining prescribed confidence levels for its estimations, it reduces the sample 
sizes for high radiation regions or spots. This implies that it could reduce the exposure 
time for the field radiation surveyors.  
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Abstract. We present a knowledge-based linear multi-classification model for 
vertical two-phase flow regimes in pipes with the transition equations of 
McQuillan & Whalley [1] used as prior knowledge. Using published experi-
mental data for gas-liquid vertical two-phase flows, and expert domain knowl-
edge of the two-phase flow regime transitions, the goal of the model is to iden-
tify the transition region between different flow regimes. The prior knowledge 
is in the form of polyhedral sets belonging to one or more classes. The resulting 
formulation leads to a Tikhonov regularization problem that can be solved using 
matrix or iterative methods. 

1   Introduction 

Multiphase flow in a pipe causes certain flow patterns to appear depending on pipe 
size, flow rates, fluid properties, and pipe inclination angle (when appropriate). Con-
siderable progress has been made in defining such flow patterns [1-5], however there 
is no exact theory for their characterization. There is often disagreement about the 
transition boundaries between flow patterns making the selection of appropriate flow 
correlations for the description of the flow difficult. Therefore, it is important to de-
velop a flow pattern model that minimizes the rate of misclassification errors (i.e., 
predicting the wrong flow regime for a given set of flow data) as well as extend the 
applicability of any new multiphase flow correlation to different pipe sizes, flow rates 
and fluid properties. 

More recently, attempts have been made to identify multiphase flow regimes using 
non-linear classifiers derived from machine learning algorithms [6-8]. Trafalis et al. 
[9] employed a multi-classification support vector machine (MSVM) model, in which 
the superficial velocities and pipe sizes were used to detect flow regime transitions for 
two-phase flow in pipes. The model was data driven, and it outperformed the theoreti-
cal vertical flow correlation in terms of correct flow regime classification. 

The primary objective of the present paper is to extend the model of [9] by explor-
ing the effects of expert knowledge on the MSVM model. If one has prior information 
regarding a class or label, representing such knowledge and incorporating it into a 
classification problem can lead to a more robust solution. The vertical two-phase flow 
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regimes considered herein are bubble flow (class 1), intermittent flow (slug & churn 
flow, class 2), and annular flow (class 3).  These flow regimes occur for a given set of 
parameters, (i.e., flow rates, fluid properties and pipe diameter). The theoretical corre-
lations of McQuillan and Whalley [1], which were found to perform well for vertical 
two phase flow in [9], are used here as prior knowledge. 

2   Linear Multiclassification Tikhonov Regularization  
Knowledge-Based Support Vector Machine: Pairwise 
Knowledge Set Formulation 

Recently, prior knowledge formulation, incorporation, and solution have been studied 
in both the context of function approximations [10] and in the context of classifiers 

[11]. Here, we consider a problem of classifying data sets in nR  that are represented 
by a data matrix im niA R ×∈ , where 1,..,i k=  ( 2k ≥  classes). Let iA  be an 

i
m n× matrix 

whose rows are points in the ith class, and
i

m is the number of data in class i. Let jA  be 

an 
j

m n×  matrix whose rows are points in the jth class, and
j

m is the number of data in 

class j, and 1ijy = ±  for classes i and j, respectively. This problem can be modeled 
through the following optimization problem: 
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Above, λ  is the tradeoff constant, and ijξ  are error slacks measuring the deviation of 
points from their respective bounding planes. Classification weights (wij, ij) charac-
terize the optimal separating planes 

,
T ij ij

x w i jγ= < . (2.2) 

The locations of the optimal separating planes relative to the origin are determined by 
the value of ij. Problem (2.1) is minimized parametrically with the tradeoff con-
stant λ , which accounts for the tradeoff between minimum norm and minimum mis-
classification error. 

Now, suppose that in addition to the classification problem, there is prior informa-
tion belonging to one or more categories. The knowledge sets in n dimensional space 
are given in the form of a polyhedral set determined by the set of linear equalities and 
linear inequalities. The given knowledge sets are (see Fig. 1) 

{ | } or { | }i i i ix B x b x B x b≤ = , belonging to class i, and (2.3) 

 or 
i i

g g are the number of prior knowledge (equality or inequality) constraints in class i. 
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{ | } or { | }j j j jx B x b x B x b≤ = , belonging to class j, and (2.4) 

 or 
j j

d d are the number of prior knowledge (equality or inequality) constraints in class j.  

 

Fig. 1. A knowledge-based classification diagram 

One can rewrite the constraints, and create an unconstrained optimization problem, 
called Linear Multi-classification Tikhonov Regularization Knowledge-Based Sup-
port Vector Machine (LMTRKSVM) [12, 13, 14].   
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Where ( 1) ( 1)[ , ...., , , ...., ]ijT k k T ijT k k T Tu u u u u− −= is the vector of all multipliers referring to 

the ith class, and ( 1) ( 1)[ , ...., , , ...., ]ij T k k T ij T k k T Tv v v v v− −= is the vector of all multipliers 

referring to the jth class. ξ  is a residual error vector accounting for the training data 
error, and vectors , , ,r s p σ  are residual error vectors accounting for the knowledge set 
error (i.e., violation of the knowledge constraints). The following matrices are defined 
for all , , 1, ....i j i j k< = classes (note that matrices describe the formation of the prior 

knowledge): Matrices , ,  ji
m nm ni jA R A R i j

××∈ ∈ <  are matrices whose rows belong to 

the ith and jth class respectively; , 1
, i jm mi je e R

×∈  are vectors of ones. Matrices 
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u
B and

v
B are diagonal block matrices whose diagonals contain knowledge sets be-

longing to the ith (or jth) class. The ith (or jth) knowledge set is derived from the ine-
quality and equality prior knowledge constraints. The diagonals of 

u
B ,

v
B  are 

, ig ni i

ij ij
B B R ×∈  ( , jg nj j

ij ij
B B R

×∈ ). Matrices 
bu

B ,
bv

B are matrices consisting of vectors 
1, igi i

ij ij
b b R ×∈  ( 1

, jgj j

ij ij
b b R

×∈ ) and each component of these vectors describes the bounds 

of the knowledge set. Matrices 
u

I ,
v

I  are block matrices consisting of identity matri-

ces , n n

uij uij
I I R ×∈  ( , n n

vij vij
I I R ×∈ ). Matrices 
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comparison. The formulation is applicable to 2k ≥  [14]. 
Problem (2.5) is the unconstrained LMTRKSVM model which incorporates the 

knowledge sets (2.3) and (2.4) into the LMTRSVM model (2.1). The tradeoff con-
stant λ is also run through a range of values to achieve the best result. If its value 
increases then the minimum norm is achieved, but at the expense of having a higher 
training residual error and higher knowledge set residual error. If data is not available, 
the second term of the LMTRKSVM model can be dropped. This result in classifiers 
based strictly on knowledge sets, and it is useful for situations in which only expert 
knowledge exists.  The L2 norm of all terms is considered because of its strong con-
vexity of the objective function. Problem (2.5) is a convex unconstrained optimization 
problem that has a unique minimum point [14]. The decision function for classifying 
a point is given by: 

1,  if point ( ) is in class  
( ) [ ]

1,  if point ( ) is in class 

i

T ij ij

j

x A
D x sign x w

x A
γ

+
= − =

−
. (2.6) 

A new point x is classified according to the voting approach [15, 16]. For example, if 
sign [ T ij ijx w γ− ] indicates that x  belongs to class i, then the vote for class i is in-

creased by one (otherwise j is increased by one).  Finally, x  belongs to the class with 
the largest vote. If two classes have identical votes, then select the one with the small-
est index. 

3   Vertical Two-Phase Flow Data and Prior Knowledge 

Fifty percent of each data set described below were trained on the LMTRKSVM 
model, and the other 50 % were used as test samples (for data source details see [9]). 

2D classification (data): The 2D vertical flow data set uses two flow rates (superficial 
gas and liquid velocity) for one inch diameter pipes, with fluid properties at atmos-
pheric conditions, to delineate three different flow regimes. There are 209 instances 
(points) and 2 attributes (features), 107 points were used as training samples and 102  
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points were used as test samples. The distribution of instances with respect to their 
class is as follows: 44 instances in class 1 (bubble flow), 102 instances in class 2 (in-
termittent flow), and 63 instances in class 3 (annular flow). 

3D classification (data): The 3D vertical flow data set uses the pipe size in addition to 
the superficial gas and liquid velocity to delineate three different flow regimes. There 
are 424 instances, and 3 attributes, 206 data points used as training samples, 218 
points used as test samples. The distribution of instances is 98 instances in class 1 
(bubble flow), 217 instances in class 2 (intermittent flow), and 109 instances in class 
3 (annular flow).  

Prior Knowledge: In addition to the vertical flow data, prior knowledge is included to 
develop knowledge based classification models. Since the flow regime data are scaled 
by taking the natural logarithm of each instance, the prior knowledge also needs to be 
scaled. Below are the transition equations [1, 9] and their equivalent logarithmic 
transformations for 2D and 3D knowledge based classification: 

- Bubble – intermittent flow transition 

1
4

2

( )
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- Bubble – dispersed bubble flow transition 
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Above, D is the pipe diameter, g is the acceleration due to gravity, ,GS LSv v are the 

gas and liquid superficial velocities, respectively, ,G Lρ ρ  are the gas and liquid densi-

ties, σ is the surface tension, and ,G Lµ µ are the gas and liquid viscosities, respec-

tively. The correlations were selected based on the uncertainty of the transition lines 
as evidenced by the misclassification errors of the MSVM [9]. Also, as a result of the 
uncertainty, the threshold values of the vertical and horizontal correlations were devi-
ated by a small deviation factor, ± . This is in fact necessary because the correlation 
equations identify points on transition boundaries that have no distinct flow regime. 
So a small deviation of the thresholds facilitates the formation of bounds (deviated 
thresholds) for each flow regime. For instance equation (3.1), 2D case will be repre-
sented by 

0.9883ln( ) ln( ) 1.0608(1 ) Bubble

0.9883ln( ) ln( ) 1.0608(1 ) Intermitent
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v v
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4   Computational Results 

In this section, the results of the analyzed data sets and prior sets described in section 
3 are presented and discussed. The LMTRKSVM model is used to train the data sets 
with prior knowledge. To compare between the different models, a performance pa-
rameter (misclassification error) was defined as the fraction of misclassified points for 
a given data set 

1
Total number of correctly classified points

Total number of observed points
β = − . (4.1) 

The tradeoff constants considered are between 0 – 100, and the deviation factors con-
sidered are within the interval 0.01 – 0.1. The outputs (flow regimes) were coded as: 1 
– bubble, 2 – intermittent (slug and churn) and 3 – annular.  

Results of the 2D & 3D vertical flow data with prior knowledge information 
trained on the LMTRKSVM model and compared with the LMTRSVM model (2.1), 
are shown in Fig. 2 & 3. It should be noted that CPU time is measured in seconds. 
The theoretical correlations of McQuillan & Whalley [1] were also simulated to 
compare with the learning models. The error rate is 0.0163 for the 2D vertical flow 
data and 0.1227 for the 3D vertical flow data. All computations were performed 
using MATLAB [18]. In bold face are the lowest error rates for each tradeoff  
constant .  

Fig. 2 presents the average test error rate results, based on three random samples 
for the 2D vertical flow data with prior knowledge as defined in section 4. The 
LMTRSVM and LMTRKSVM models generally report promising error rates. The error 
rate (0.0098) for the model with prior knowledge (LMTRKSVM) is the same as the 
one for the data driven model (LMTRSVM), but smaller than the error rate of the 
theoretical correlations for 2D vertical flow. Fig. 3 presents the average test error 
rate results, based on four runs with random samples for the 3D vertical flow data 
with prior knowledge. The model with prior knowledge (error rate of 0.0413) per-
forms better than both the data driven model and the 3D vertical flow theoretical 
model.  

 

Fig. 2. Average test error rate for LMTRKSVM on 2D vertical flow data (varying tradeoff) 
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Fig. 3. Average test error rate for LMTRKSVM on 3D vertical flow data (varying tradeoff) 

Irrespective of the deviation factor, , the prior knowledge models appear to per-
form better or at least display equal level of performance (error rate) with the data 
driven model (LMTRSVM). For all data sets, the LMTRKSVM performs better than the 
theoretical model. However, since most of the theoretical correlations are nonlinear 
models, a nonlinear classification of the data is likely to achieve better generalization 
ability and lower error rate (note that the present model assumes that the data are 
linearly separable). 

5   Conclusion 

In this paper, a knowledge-based multi-classification model called the Linear Multi-
classification Tikhonov Regularization Knowledge-based Support Vector Machine 
(LMTRKSVM) was applied to vertical, two-phase flow data and comparisons were 
made with a data driven model (LMTRSVM) and a theoretical model. The 
LMTRKSVM model using pipe size and superficial velocities as input training vector 
attributes of the flow regime produces a better overall misclassification error in com-
parison to theoretical models. Increasing the dimensionality of the classification prob-
lem to 3D for the vertical flow data still produces better error rates for LMTRKSVM 
models. The theoretical model error rate is quite large and clearly out of the error rate 
interval of the LMTRKSVM 3D vertical flow model. This highlights the strengths of 
the prior knowledge learning model. 
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Abstract. Many applications based on finite element and finite differ-
ence methods include the solution of large sparse linear systems using
preconditioned iterative methods. Matrix vector multiplication is one of
the key operations that has a significant impact on the performance of
any iterative solver. In this paper, recent developments in sparse storage
formats on vector machines are reviewed. Then, several improvements to
memory access in the sparse matrix vector product are suggested. Par-
ticularly, algorithms based on dense blocks are discussed and reasons for
their superior performance are explained. Finally, the performance gain
by the presented modifications is demonstrated.

Keywords: Matrix vector product, Jagged diagonal storage, Vector
processors.

1 Introduction

The main challenge facing computational scientists and engineers today is the
rapidly increasing gap between sustained and peak performance of the high
performance computing architectures. Even after spending considerable time on
tuning applications to a particular architecture, this gap is an ever existing prob-
lem. Vector architecture provides a reasonable solution (at least up to certain
extent) to bridge this gap [1]. The success of the Earth Simulator project [2] also
emphasizes the need to look towards vector computing as a future alternative.

Sparse iterative solvers play an important role in computational science to
solve linear systems arising from discretizing partial differential equations in fi-
nite element and finite difference methods. The major time consuming portions
of a sparse iterative solver are the matrix vector product (MVP) and precon-
ditioners based on domain decomposition like ICC, ILU, BILU, etc. The MVP
algorithm depends on the storage format used to store the matrix non-zeros.
Storage formats can be broadly classified as row, column or pseudo diagonal
oriented formats. Commonly used examples for each of the formats are com-
pressed row storage (CRS), compressed column storage (CCS) and jagged diag-
onal storage (JAD). A detailed discussion of different storage formats along with

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 196–203, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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corresponding conversions can be found in [3]. As row/column formats store the
matrix non-zero entries of each row/column, the MVP algorithm in these cases
is restricted to work on a single row/column in the innermost loop. This hinders
the performance on vector machines if the number of non-zeros per row/column
is less than the length of hardware vector pipeline. In case of NEC SX-8, a
classical vector machine, the pipelines are 256 words long. Therefore, at least
256 non-zero entries per row/column are needed to have optimal performance
on this architecture. If start-up time (pipeline depth and starting latencies) is
additionally considered, the required number of entries for optimal performance
is even larger.

Pseudo diagonal formats like the JAD storage are commonly used on vector
machines as they fill up the vector pipelines and result in long average vector
length. The length for the first few pseudo diagonals is equal to the size of the
matrix and then decreases for the latter depending on the kind of problem. This
helps in filling up the vector pipelines which results in superior performance over
other formats for MVP. However, pseudo diagonal formats are not as natural
as the row/column formats which makes their initial setup difficult. In the pa-
per on hand, we focus on performance issues of the sparse MVP algorithm on
vector machines. Different approaches to optimize the memory access pattern
in this algorithm are addressed. The reduction of load/store operations for the
result vector is regarded by modifying the algorithm and using vector registers.
The more challenging problem of reducing the indirect memory access for the
multiplied vector is considered by introducing a block based algorithm.

In Section 2 of the paper, we take a closer look at some recently proposed
improvements for sparse storage formats. In Section 3, the changes decreasing
the memory access in the result vector are explained. Then, the block based
MVP algorithm is discussed. In Section 4, performance results are presented for
the proposed changes. Section 5 summarizes the outcome of this paper.

2 Recent studies

There have been recent studies on optimizing sparse storage formats. It is worth
understanding the implications of this work in the context of typical vector
processing.

2.1 Optimizing the Storage

Transposed jagged diagonal format (TJAD) optimizes the amount of storage
needed for a sparse matrix by eliminating the need for storing the permutation
vector [4]. However, this forces a shift of indirect addressing from the multiplied
vector to the result vector. As the result vector has to be both loaded and stored,
this effectively doubles the amount of indirect addressing needed for MVP. This
is a matter of concern on conventional vector architecture, but not much on
cache based machines. Since this format is principally used on vector machines,
this cannot be the desired alternative.
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2.2 Improving Average Diagonal Length

Bi-jagged diagonal storage (Bi-JDS) combines both common JAD and TJAD to
further increase the average length of diagonals [5]. The main idea is to store
all the full length diagonals in JAD format and the remaining matrix data in
TJAD format. TJAD has the disadvantage of increasing the indirect addressing
as explained in the previous section. Setting up such a format within the scope
of the whole iterative solver would cause changes to all algorithms that use the
matrix data such as preconditioning. Furthermore, a lot of problems yield ma-
trices with satisfactorily long average vector lengths in JAD format like matrices
from structured finite element, finite difference and finite volume analysis. For
problems involving surface integrals, it is common that the number of non-zeros
in only some of the rows are extremely high. In this case, it may be advantageous
to use such a scheme. This has to be extensively tested to measure its pros (long
diagonals) against its cons (set-up cost and doubled indirect addressing).

2.3 Row Format on Vector Machines

Compressed row storage with permutation (CRSP) was introduced in [6]. Results
for this format on Cray X1 show a performance of the MVP algorithm that is
an order of magnitude higher than for common CRS format. The permutation
introduced in the CRSP format adds a level of indirection to both the matrix and
the multiplied vector, i.e. effectively two additional indirectly addressed memory
loads per loop iteration. This is the overhead incurred because of permuting the
rows in ascending order of their length. Although this results in tremendous
performance improvement on Cray X1 due to caching, such an algorithm would
perform poorly on conventional vector machines because of the heavy cost of
indirect addressing involved (in absence of cache memory). The overhead of
indirection in memory access is elaborated in the next section.

3 Improvements to the Algorithm

Here, several changes to the JAD MVP algorithm are proposed, which improve
the performance on vector machines. In order to reduce memory access for the
result vector, an algorithmic approach is to operate on more than one diago-
nal in the innermost loop. A technical alternative is the use of vector registers
offered by vector machines. Finally, the more critical issue of reducing indirect
memory access for the multiplied vector is addressed by considering block based
algorithms. Before introducing the changes, a brief introduction to features of a
vector architecture is provided.

3.1 Vector Processor

Vector processors like NEC SX-8 use a very different architectural approach than
scalar processors. Vectorization exploits regularities in the computational struc-
ture to accelerate uniform operations on independent data sets. Vector arithmetic
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instructions are composed of identical operations on elements of vector operands
located in vector registers.

For non-vectorizable instructions the NEC SX-8 processor also contains a
cache-based superscalar unit. Since the vector unit is by far more powerful than
the scalar unit, it is crucial to achieve high vector operation ratios, either via
compiler discovery or explicitly through code and data (re-)organization. The
vector unit has a clock frequency of 2 GHz and provides a peak vector perfor-
mance of 16 GFlop/s (4 add and 4 multiply pipes working at 2 GHz). The total
peak performance of the processor is 22 GFlop/s (including divide/sqrt unit and
scalar unit). Table 1 gives an overview of the different processor units.

Table 1. NEC SX-8 processor units

Unit No. of results Peak (GFlop/s)
per cycle

Add 4 8
Multiply 4 8
Divide/sqrt 2 4
Scalar 2

Total = 22

3.2 Original JAD MVP Algorithm

The original JAD MVP algorithm is listed in Fig. 1. For simplicity, the per-
mutation of the result vector is not shown. The performance limitations of this
algorithm can be better understood in terms of an operation flow diagram shown
in Fig. 2, which explains the execution of the vector instructions. It should be
noted that there is only one load/store unit in the NEC SX-8 processor. In each
clock cycle, two floating point (FP) operations per pipeline are possible : 1 add
and 1 multiply. The main bottleneck of this algorithm is the indirect load of the
multiplied vector (vec) which takes roughly 5 times longer than a directly ad-
dressed one on NEC SX-8. On superscalar architectures, this factor is in general
even greater and more complicated to predict.

In 9 cycles (5 for indirectly addressed vector), the possible number of FP
operations is 18 (add and multiply). But the effective FP operations in the
innermost loop of the algorithm are only 2 (1 add and 1 multiply). Hence, the
expected performance of this operation would be 2/18th of the vector peak.

for i=0, number_of_diagonals
offset = jad_ptr[i]
diag_length = jad_ptr[i+1] - offset
for j=0, diag_length
res[j] += mat[offset+j] * vec[index[offset+j]]

end for
end for

Fig. 1. Original JAD MVP algorithm
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Add

Ind. Load Load Load StoreLoad/Store unit

Add unit

Multiply unit Multiply

vec
Load
index

Cycles

resmat res

Fig. 2. Operation flow diagram for original JAD MVP algorithm

3.3 Working on Groups of Diagonals

Matrices originating from structured grids have groups of pseudo diagonals with
equal length (stored in JAD format). One way to improve the performance is
to operate on groups of equal length diagonals in the innermost loop instead of
a single diagonal. This considerably saves load/store operations for the result
vector (res). The accordingly modified algorithm is listed in Fig. 3. For simplic-
ity, it works on utmost 2 diagonals of equal length. Extending this procedure to
more diagonals improves the performance notably.

for i=0, number_of_diagonals
offset = jad_ptr[i]
dia_length = jad_ptr[i+1] - offset
if( ((i+1)<number_of_diagonals) &&

(dia_length==(jad_ptr[i+2]-jad_ptr[i+1])) )
offset1 = jad_ptr[i+1]
for j=0, diag_length

res[j] += mat[offset+j] * vec[index[offset+j]]
+ mat[offset1+j] * vec[index[offset1+j]]

end for
i = i+1

else
for j=0, diag_length

res[j] += mat[offset+j] * vec[index[offset+j]]
end for

end if
end for

Fig. 3. JAD MVP algorithm grouping at most 2 diagonals

3.4 Use of Vector Registers

Most vector machines provide a programmer interface to vector registers in
order to temporarily store data, like the result vector (res). Using vector regis-
ters would need the user to strip mine the innermost loop. The resulting algo-
rithm is listed in Fig. 4. This procedure does not depend on the grid
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//Size of the hardware vector register
strip = 256
for j0=0, number_of_rows, strip

//Initialising the vector register
for j=0, strip-1
vregister[j]=0.0

end for
//Performing the multiplication

for i=0, number_of_diagonals
offset = jad_ptr[i]
diag_length = jad_ptr[i+1] - offset
for j=j0, min(diag_length, j0+strip-1)

vregister(j-j0) += mat[offset+j] * vec[index[offset+j]]
end for

end for
//Write results to memory

for j=j0, min(number_of_rows,j0+strip-1)
res[j] = vregister[j-j0]

end for
end for

Fig. 4. JAD MVP algorithm using vector registers

(structured/unstructured) and hence equally reduces the memory access for the
result vector.

3.5 Operating on Dense Blocks

In the point based algorithms discussed so far, the major hurdle to performance
of MVP is indirect memory addressing. To overcome this, block based computa-
tions exploit the fact that many problems have multiple physical variables per
node. Thus, small blocks can be formed by grouping the equations at each node.
Operating on such dense blocks considerably reduces the amount of indirect
addressing required for MVP. This improves the performance dramatically on
vector machines [7] and also remarkably on superscalar architectures [8]. The
block based algorithm for MVP is listed in Fig. 5 (block size 2 for simplicity).
The reduction in indirect addressing can be clearly seen in the corresponding
operation flow diagram shown in Fig. 6. The multiplied vector is indirectly ad-
dressed only twice (vec1 and vec2) instead of four times as it would be the case
for the original algorithm. The needed index vector index is only loaded once
and then incremented. To generalize, indirect memory addressing is reduced by
a factor of block size (2 in this case).

4 Performance Results

The performance of the algorithm working on groups of diagonals is listed in
Table 2. The case tested was a structured finite element problem with 8500
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blksize = 2
for i = 0, number_of_diagonals

offset = jad_ptr[i]
diag_length = jad_ptr[i+1] - offset
for j = 0, diag_length
temp_mat = (offset+j)*blksize*blksize
temp_vec = (index[offset+j])*blksize
vec1 = vec(temp_vec)
vec2 = vec(temp_vec+1)
res(j*blksize) += mat(temp_mat) * vec1

+ mat(temp_mat+1) * vec2
res(j*blksize+1) += mat(temp_mat+2) * vec1

+ mat(temp_mat+3) * vec2
end for

end for

Fig. 5. Block based JAD MVP algorithm (for 2 × 2 blocks)

Cycles

StoreLoad
Load/Store unit

Load
mat1,3

LoadLoad

Add/Add

Mul/Mul

Add/Add

Multiply unit

Add unit

res0,1vec2index/vec1
Ind. Load

mat0,2 res0,1

Mul/Mul

Fig. 6. Operation flow diagram for block based JAD MVP algorithm

hexahedral elements, 10065 nodes and 40260 unknowns. Increasing the group
size improves the performance significantly. Grouping 9 diagonals results in a
performance improvement of 78% over the original algorithm. Using vector reg-
isters, the performance of MVP was measured to be 2197 MFlop/s, about 23%
improvement compared to the original algorithm.

Table 2. Performance of JAD MVP algorithm grouping diagonals

Max. group size Performance (MFlop/s)
orig 1780
3 2511
5 2830
9 3181

Block based algorithms perform much better than the point based ones. For
small test cases the performance of MVP for block sizes 4 and 5 is listed in
Table 3. Operating on small dense blocks is a superior way to achieve a good
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percentage of the peak performance on vector machines (37% for block size 5).
The performance improvement over the original algorithm is 235%. The im-
provement compared to the best performing point based algorithm introduced
is 87%.

Table 3. Performance of block based JAD MVP algorithm

Block size Performance (MFlop/s)
orig 1780
4 5804
5 5969

5 Summary

Several improvements to the matrix vector product algorithm based on jagged
diagonal storage for vector machines have been suggested in the paper. Most
of the memory access problems in this key operation of sparse iterative solvers
have been addressed. Block based algorithms are necessary to achieve a good
portion of the peak performance on vector machines and moreover should also
benifit superscalar architectures. Further work is still required to look for efficient
preconditioning methods based on dense blocks.
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Abstract. In this research letter, we introduce a reconstruction formula
in spline signal spaces which is a generalization of former results in [11].
A general improved A-P iterative algorithm is presented. We use the
algorithm to show reconstruction of signals from weighted samples and
also show that the new algorithm shows better convergence than the old
one. The explicit convergence rate of the algorithm is obtained.

1 Introduction

In the classical sampling problem, the reconstruction of f on Rd from its samples
{f(xj) : j ∈ J}, where J is a countable indexing set, is one of main tasks in many
applications in signal or image processing. However, this problem is ill-posed, and
becomes meaningful only when the function f is assumed to be bandlimited, or
to belong to a shift-invariant space [1, 2, 3, 4, 8, 11, 12]. For a bandlimited signal
of finite energy, it is completely characterized by its samples, and described by
the famous classical Shannon sampling theorem. Obviously, the shift-invariant
space is not a space of bandlimited function unless the generator is bandlimited.

In many real applications, sampling points are not always regular. For ex-
ample, the sampling steps need to be fluctuated according to the signals so
as to reduce the number of samples and the computational complexity. If a
weighted sampling is considered, the system will be made to be more efficient
[1, 2, 3, 4, 5, 11, 12]. It is well known that spline subspaces yield many advantages
in their generation and numerical treatment so that there are many practical ap-
plications for signal or image processing. Therefore, the recent research of spline
subspaces has received much attentions (see[3, 10, 11]).

For practical application and computation of reconstruction, Goh et al.,
showed practical reconstruction algorithm of bandlimited signals from irregu-
lar samples in [8], Aldroubi et al., presented a A-P iterative algorithm in [1, 2, 4].
We will improve and generalize the A-P iterative algorithm and also show that
the new algorithm shows better than the old one for convergence rate. That
is, we can easy control the convergence rate of the algorithm with our require-
ment. At the same time, we don’t increase the number of the sampling point.
But this algorithm is not perfect. Because we immolate(increase) computation
complexity as soon as improve convergence rate of the algorithm.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 204–209, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Reconstruction Algorithm in Spline Spaces

By the special features of spline subspaces, we will present the new improved
A-P algorithm and its convergence rate in spline spaces, which are more explicit.
We introduce some notations and lemmas that will be used in this section.

The signal space VN = {∑
k∈Z

ckϕN (·−k) : {ck} ∈ �2} is spline space generated

by ϕN = χ[0,1] ∗ · · · ∗ χ[0,1] (N convolutions), N ≥ 1.

Definition 2.1. A general bounded partition of unity(GBPU) is a set of func-
tion {βj1 , βj2 , · · · , βjr} that satisfy:

(1) 0 ≤ βj1 , · · · , βjr ≤ 1(∀j1 ≡ j1(j), · · · , jr ≡ jr(j) ∈ J), where J be countable
separated index set.

(2) suppβj1 ⊂ B δ
r
(xj1 ), · · · , suppβjr ⊂ B δ

r
(xjr ),

(3)
∑
j∈J

(βj1 + · · ·+ βjr ) = 1.

In fact, in the case of r = 1, the above GBPU definition is ordinary BPU
definition be used in [1, 4].

We will assume that the weight function {ϕxj : xj ∈ X} satisfy the following
properties:

(i) suppϕxj ⊂ B a
r
(xj)

(ii) there exist M > 0 such that
∫

Rd |ϕxj |dx ≤M ,
(iii)

∫
Rd ϕxjdx = 1

The operator A and Q defined by Af =
∑
j∈J

〈f, ϕxj1
〉βj1 + · · · + 〈f, ϕxjr

〉βjr

and Qf(x) =
∑
j

f(xj1)βj1(x) + · · ·+ ∑
j

f(xjr )βjr (x), respectively.

The other definitions and notations can be found in [1, 4, 11, 12].

Lemma 2.1. [6] {ϕN(· − k) : k ∈ Z} is Riesz basis for VN , AN =
∑
k

|ϕ̂N (π +

2kπ)|2 and BN = 1 are its lower and upper bounds, respectively.

Lemma 2.2. [4] If ϕ is continuous and has compact support, then for any f ∈
V p(ϕ) = {∑

k∈Z

ckϕ(· − k) : (ck) ∈ �p}, the following conclusions (i)-(ii) hold:

(i) ‖f‖Lp ≈ ‖c‖�p ≈ ‖f‖W (Lp),
(ii) V p(ϕ) ⊂W0(Lp) ⊂W0(Lq) ⊂W (Lq) ⊂ Lq(R)(1 ≤ p ≤ q ≤ ∞).

Lemma 2.3. If f ∈ VN , then for any 0 < δ < 1 we have ‖oscδ(f)‖2
L2 ≤

(3Nδ)2
∑
k∈Z

|ck|2, where oscδ(f)(x) = sup|y|≤δ |f(x+ y)− f(x)|.

Lemma 2.4. [4] For any f ∈ V p(ϕ), the following conclusions (i)-(ii) hold:

(i) ‖oscδ(f)‖W (Lp) ≤ ‖c‖�p‖oscδ(ϕ)‖W (L1),
(ii) ‖∑k∈Z

ckϕ(· − k)‖W (Lp) ≤ ‖c‖�p‖ϕ‖W (L1).
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Lemma 2.5. If X={xn} is increasing real sequence with supi(xi+1−xi)=δ<1,
then for any f =

∑
k∈Z

ckϕN (· − k) ∈ VN we have ‖Qf‖L2 ≤ ‖Qf‖W (L2) ≤
(3 + 2δ

r )‖c‖�2‖ϕ‖W (L1).

Proof. For f =
∑

k∈Z
ckϕN (· − k) we have

|f(x)− (Qf)(x)| ≤ osc δ
r
(f)(x).

From this pointwise estimate and Lemma 2.2, 2.4, we get

‖f −Qf‖W (L2) ≤ ‖osc δ
r
(f)‖W (L2)

≤ ‖c‖�2‖osc δ
r
(ϕN )‖W (L1).

By the results of [1] or [4] we know

‖osc δ
r
(ϕN )‖W (L1) ≤ 2(1 +

δ

r
)‖ϕN‖W (L1).

Putting the above discussion together, we have

‖Qf‖L2 ≤ ‖Qf‖W (L2) ≤ ‖f −Qf‖W (L2) + ‖f‖W (L2)

≤ 2(1 +
δ

r
)‖c‖�2‖ϕN‖W (L1) + ‖

∑
k∈Z

ckϕN (· − k)‖W (L2)

≤ 2(1 +
δ

r
)‖c‖�2‖ϕN‖W (L1) + ‖c‖�2‖ϕN‖W (L1)

≤ (3 +
2δ
r

)‖c‖�2‖ϕN‖W (L1).

Theorem 2.1. Let P be an orthogonal projection from L2(R) to VN . If sampling
set X = {xn} is a increasing real sequence with supi(xi+1 − xi) = δ < 1 and
γ = 3Nδ

r
k

|ϕ̂N (π+2kπ)|2
< 1, then any f ∈ VN can be recovered from its samples

{f(xj) : xj ∈ X} on sampling set X by the iterative algorithm{
f1 = PQf,
fn+1 = PQ(f − fn) + fn.

The convergence is geometric, that is,

‖fn+1 − f‖L2 ≤ γn‖f1 − f‖L2.

Proof. By Lemma 2.1, Lemma 2.3 and properties of {βj1, · · · , βjr}, we have

‖(I − PQ)f‖2
L2 = ‖Pf − PQf‖2

L2 ≤ ‖P‖2
op‖f −Qf‖2

L2 = ‖f −Qf‖2
L2

≤ ‖osc δ
r
(f)‖2

L2 ≤ (3N
δ

r
)2

∑
k∈Z

|ck|2 = (3N
δ

r
)2‖c‖2

�2

≤ (
3Nδ

r
√∑

k

|ϕ̂N (π + 2kπ)|2
)2‖f‖2

L2.
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Therefore

‖fn+1 − f‖L2 = ‖fn + PQ(f − fn)− f‖L2 = ‖PQ(f − fn)− (f − fn)‖L2

≤ ‖I − PQ‖‖f − fn‖L2 ≤ · · · ≤ ‖I − PQ‖n‖f − f1‖L2 .

Combining with the estimate of ‖I − PQ‖, we can imply

‖fn+1 − f‖L2 ≤ γn‖f1 − f‖L2.

Taking assumption γ = 3Nδ

r
k

|ϕ̂N (π+2kπ)|2
< 1, we know the algorithm is

convergent.

In the following, we will show the new improved A-P iterative algorithm from
weighted samples in spline subspace.

Theorem 2.2. Let P be an orthogonal projection from L2(R) to VN and weight
function satisfy the following three conditions (i)-(iii):

(i) suppϕxj ⊂ [xj − a
r , xj + a

r ]
(ii) there exist M > 0 such that

∫ |ϕxj (x)|dx ≤M,
(iii)

∫
ϕxj (x)dx = 1.

If sampling set X = {xn} is a increasing real sequence with supi(xi+1 − xi) =
δ < 1 and we choose proper δ and a such that α = 3N

r
k

|ϕ̂N (π+2kπ)|2
(δ +

a(3 + 2a
r )M) < 1, then any f ∈ VN can be recovered from its weighted sam-

ples {〈f, ϕxj 〉 : xj ∈ X} on sampling set X by the iterative algorithm{
f1 = PAf,
fn+1 = PA(f − fn) + fn.

The convergence is geometric, that is,

‖fn+1 − f‖L2 ≤ αn‖f1 − f‖L2.

Proof. By Pf = f and ‖P‖op = 1, for any f =
∑
k∈Z

ckϕN (· − k) ∈ VN we have

‖f − PAf‖L2 = ‖f − PQf + PQf − PAf‖L2 (1)
≤ ‖f −Qf‖L2 + ‖Qf −Af‖L2 (2)

From the proof of Theorem 2.1, we have the following estimate for ‖f −Qf‖L2:

‖f −Qf‖L2 ≤ (
3Nδ

r
√∑

k

|ϕ̂N (π + 2kπ)|2
)‖f‖L2. (3)

For the second term ‖Qf −Af‖L2 of (2) we have the pointwise estimate

|(Qf −Af)(x)| ≤MQ(
∑
k∈Z

|ck|osc a
r
(ϕN )(x − k)).
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From this pointwise estimate, Lemma 2.1, Lemma 2.3 and Lemma 2.5, it
follows that:

‖Qf −Af‖L2 ≤M(3 +
2a
r

)‖c‖�2‖osc a
r
(ϕN )‖W (L1) (4)

≤M(3 +
2a
r

)
‖osc a

r
(ϕN )‖W (L1)√∑

k

|ϕ̂N (π + 2kπ)|2
‖f‖L2 (5)

≤M(3 +
2a
r

)
3Na

r
√∑

k

|ϕ̂N (π + 2kπ)|2
‖f‖L2 (6)

By combining (3) and (6), we can obtain

‖f − PAf‖L2 ≤ 3N

r
√∑

k

|ϕ̂N (π + 2kπ)|2
(δ + a(3 +

2a
r

)M)‖f‖L2,

that is,

‖I − PA‖L2 ≤ 3N

r
√∑

k

|ϕ̂N (π + 2kπ)|2
(δ + a(3 +

2a
r

)M).

Similar to the procedure in the proof of Theorem 2.1, we have

‖fn+1 − f‖L2 ≤ αn‖f1 − f‖L2.

Remark 2.1. From the constructions of operator Q and A, we know why item
r can appear in the convergence rate expression of the new improved algorithm.
But r is not appear in the old algorithm. Hence this algorithm improves the
convergence rate of the old algorithm. In addition, it is obvious that we can
easily control the convergence rate through choosing proper r without changing
sampling point gap δ. That is, when δ and a are proper given, we can obtain the
convergence rate that we want through choosing proper r. We hope r be enough
large. But we increase the computation complexity as soon as choose larger r.
So we should choose proper r with our requirement.

3 Conclusion

In this research letter, we discuss in some detail the problem of the weighted
sampling and reconstruction in spline signal spaces and provide a reconstruction
formula in spline signal spaces, which is generalized and improved form of the
results in [11]. Then we give general A-P iterative algorithm in general shift-
invariant spaces, and use the new algorithm to show reconstruction of signals
from weighted samples. The algorithm shows better convergence than the old
one. We study the new algorithm with emphasis on its implementation and
obtain explicit convergence rate of the algorithm in spline subspaces. Due to
the limitation of the page number, we omit some numerical examples, proofs of
lemma and theorem and will show their detail in regular paper.
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Abstract. The recently proposed Riemannian Trust-Region method
can be applied to the problem of computing extreme eigenpairs of a ma-
trix pencil, with strong global convergence and local convergence prop-
erties. This paper addresses inherent inefficiencies of an explicit trust-
region mechanism. We propose a new algorithm, the Implicit Riemannian
Trust-Region method for extreme eigenpair computation, which seeks to
overcome these inefficiencies while still retaining the favorable conver-
gence properties.

1 Introduction

Consider n × n symmetric matrices A and B, with B positive definite. The
generalized eigenvalue problem

Ax = λBx

is known to admit n real eigenvalues λ1 ≤ . . . ≤ λn, along with associated B-
orthonormal eigenvectors v1, . . . , vn (see [1]). We seek here to compute the p left-
most eigenvectors of the pencil (A,B). It is known that the leftmost eigenspace
U = colsp(v1, . . . , vp) of (A,B) is the column space of any minimizer of the
generalized Rayleigh quotient

f : R
n×p
∗ → R : Y �→ trace

(
(Y TBY )−1(Y TAY )

)
, (1)

where R
n×p
∗ denotes the set of full-rank n× p matrices.

This result underpins a number of methods based on finding the extreme
points of the generalized Rayleigh quotient (see [2, 3, 4, 5, 6, 7] and references
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therein). Here, we consider the recently proposed [8, 9] Riemannian Trust-Region
(RTR) method. This method formulates the eigenvalue problem as an optimiza-
tion problem on a Riemannian manifold, utilizing a trust-region mechanism to
find a solution. Similar to Euclidean trust-region methods [10, 11], the RTR
method ensures strong global convergence properties while allowing superlinear
convergence near the solution. However, the classical trust-region mechanism
has some inherent inefficiencies. When the trust-region radius is too large, valu-
able time may be spent computing an update that may be rejected. When the
trust-region radius is too small, we may reject good updates lying outside the
trust-region. A second problem with the RTR method is typical of methods
where the outer stopping criterion is evaluated only after exiting the inner iter-
ation: in almost all cases, the last call to the inner iteration will perform more
work than necessary to satisfy the outer stopping criterion.

In the current paper, we explore solutions to both of the problems described
above. We present an analysis providing us knowledge of the model fidelity at
every step of the inner iteration, allowing our trust-region to be based directly
on the trustworthiness of the model. We propose a new algorithm, the Implicit
Riemannian Trust-Region (IRTR) method, exploiting this analysis.

2 Riemannian Trust-Region Method with Newton Model

The RTR method can be used to minimize the generalized Rayleigh quotient (1).
The right-hand side of this function depends only on colsp(Y ), so that f induces
a real-valued function on the set of p-dimensional subspaces of Rn. (This set is
known as the Grassmann manifold, which can be endowed with a Riemannian
structure [4, 12].) The RTR method iteratively computes the minimizer of f
by (approximately) minimizing successive models of f . The minimization of the
models is done via an iterative process, which is referred to as the inner iteration,
to distinguish it with the principal outer iteration. We present here the process
in a way that does not require a background in differential geometry; we refer
to [13] for the mathematical foundations of the technique.

Let Y be a full-rank, n × p matrix. We desire a correction S of Y such that
f(Y + S) < f(Y ). A difficulty is that corrections of Y that do not modify its
column space do not affect the value of the cost function. This situation leads to
unpleasant degeneracy if it is not addressed. Therefore, we require S to satisfy
some complementarity condition with respect to the space VY := {YM : M ∈
R

p×p}. Here, in order to simplify later developments, we impose complementarity
via B-orthogonality, namely S ∈ HY where

HY = {Z ∈ R
n×p : Y TBZ = 0}.

Consequently, the task is to minimize the function

f̂Y (S) := trace
(
((Y + S)TB(Y + S))−1((Y + S)TA(Y + S))

)
, S ∈ HY .

The RTR method constructs a model mY of f̂Y and computes an update S
which approximately minimizesmY , so that the inner iteration attempts to solve
the following problem:
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minmY (S), S ∈ HY , ‖S‖2 ≤ ∆,

where ∆ (the trust-region radius) denotes the region in which we trust mY to
approximate f̂Y . The next iterate and trust-region radius are determined by the
performance of mY with respect to f̂Y . This performance ratio is measured by
the quotient:

ρY (S) =
f̂Y (0)− f̂Y (S)
mY (0)−mY (S)

.

Low values of ρY (S) (close to zero) indicate that the model mY at S is not a
good approximation to f̂Y . In this scenario, the trust-region radius is reduced
and the update Y + S is rejected. Higher values of ρY (S) allow the acceptance
of Y + S as the next iterate, and a value of ρY (S) close to one suggests good
approximation of f̂Y by mY , allowing the trust-region radius to be enlarged.

Usually, the model mY is chosen as a quadratic function approximating f̂Y .
In the sequel, in contrast to [9] where the quadratic term of the model was un-
specified, we assume that mY is the Newton model, i.e., the quadratic expansion
of f̂Y at S = 0. Then, assuming from here on that Y TBY = Ip, we have

mY (S) = trace
(
Y TAY

)
+ 2trace

(
STAY

)
+ trace

(
ST

(
AS −BS(Y TAY )

))
= f̂Y (0) + trace

(
ST∇f̂Y

)
+

1
2
trace

(
STHY [S]

)
,

where the gradient and the effect of the Hessian of f̂Y are identified as

∇f̂Y = 2PBYAY HY [S] = 2PBY

(
AS −BS(Y TAY )

)
,

and where PBY = I − BY (Y TBBY )−1Y TB is the orthogonal projector on the
space perpendicular to the column space of BY .

Simple manipulation shows the following:

f̂Y (0)− f̂Y (S) = trace
(
Y TAY − (I + STBS)−1(Y + S)TA(Y + S)

)
= trace

(
(I + STBS)−1(STBS(Y TAY )− 2STAY − STAS)

)
.

Consider the case where p = 1. The above equation simplifies to

f̂y(0)− f̂y(s) = (1 + sTBs)−1 (
sTBsyTAy − 2sTAy − sTAs)

= (1 + sTBs)−1 (my(0)−my(s)) ,

so that

ρy(s) =
f̂y(0)− f̂y(s)
my(0)−my(s)

=
1

1 + sTBs
. (2)

This allows the model performance ratio ρy to be constantly evaluated as the
model minimization progresses, simply by tracking the B-norm of the current
update vector.
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3 Implicit Riemannian Trust-Region Method

In this section, we explore the possibility of selecting the trust-region as a sublevel
set of the performance ratio ρY . We dub this approach the Implicit Riemannian
Trust-Region method.

3.1 Case p = 1

The analysis of ρ in the previous section shows that for the generalized Rayleigh
quotient with p = 1, the performance of the model decreases as the iterate moves
away from zero. However, in the case of the p = 1 generalized Rayleigh quotient,
ρy(s) has a simple relationship with ‖s‖B. Therefore, by monitoring the B-norm
of the inner iterate, we can easily determine the value of ρ for a given inner
iterate. Furthermore, the relationship between ρ and the B-norm of a vector,
allows us to move along a search direction to a specific value of ρ. These two
things, combined, enable us to redefine the trust-region based instead on the
value of ρ.

The truncated conjugate gradient proposed in [9] for use in the simple RTR
algorithm seeks to minimize the model mY within a trust-region defined explic-
itly as {s : ‖s‖2 ≤ ∆}. Here, we change the definition of the trust-region to
{s : ρy(s) ≥ ρ′}, for some ρ′ ∈ (0, 1). The necessary modifications to this algo-
rithm are very simple. The definition of the trust-region occurs in three places:
when detecting whether the trust-region has been breached; when constraining
the update vector in the case that the trust-region was breached; and when
constraining the update vector in the case that we have detected a direction of
negative curvature. The new inner iteration is listed in Algorithm 1, with the
differences highlighted.

Having stated the definition of the implicit trust-region, based on ρ, we need
a mechanism for following a search direction to the edge of the trust-region.
That is, at some outer step k and given sj and a search direction dj , we wish to
compute s = sj + τdj such that ρyk

(s) = ρ′. Given ρ′ and denoting

∆ρ′ =
√

1
ρ′
− 1, (3)

the desired value of τ is given by

τ =
−dT

j Bsj +
√

(dT
j Bsj)2 + dT

j Bdj(∆2
ρ′ − sTj Bsj)

dT
j Bdj

. (4)

A careful implementation precludes the need for any more matrix multiplications
against B than are necessary to perform the iterations.

Another enhancement in Algorithm 1 is that the outer stopping criterion is
tested during the inner iteration. This technique is not novel in the context
of eigensolvers with inner iterations, having been proposed by Notay [14]. Our
motivation for introducing this test is that, when it is absent, the final outer
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Algorithm 1 (Preconditioned Truncated CG (IRTR))
Data: A,B symmetric, B positive definite, ρ′ ∈ (0, 1), preconditioner M
Input: Iterate y, yT By = 1
Set s0 = 0, r0 = ∇f̂y, z0 = M−1r0, d0 = −z0

for j = 0, 1, 2, . . .

Check κ/θ stopping criterion
if ‖rj‖2 ≤ ‖r0‖2 min κ, ‖r0‖θ

2

return sj

Check curvature of current search direction
if dT

j Hy[dj ] ≤ 0

Compute τ such that s = sj + τdj satisfies ρy(s) = ρ′

return s

Set αj = (zT
j rj)/(dT

j Hy[dj ])

Generate next inner iterate
Set sj+1 = sj + αjdj

Check implicit trust-region
if ρy(sj+1) < ρ′

Compute τ ≥ 0 such that s = sj + τdj satisfies ρy(s) = ρ′

return s

Use CG recurrences to update residual and search direction
Set rj+1 = rj + αjHy[dj ]
Set zj+1 = M−1rj+1

Set βj+1 = (zT
j+1rj+1)/(zT

j rj)
Set dj+1 = −zj+1 + βj+1dj

Check outer stopping criterion

Compute ‖∇f̂y+sj+1‖2 and test

end for.

step may reach a much higher accuracy than specified by the outer stopping
criterion, resulting in a waste of computational effort. Also, while Notay proposed
a formula for the inexpensive evaluation of the outer norm based on the inner
iteration, we must rely on a slightly more expensive, but less frequent, explicit
evaluation of the outer stopping criterion.

The product of this iteration is an update vector sj which is guaranteed to
lie inside of the ρ-based trust-region. The result is that the ρ value of the new
iterate need not be explicitly computed, the new iterate can be automatically
accepted, with an update vector constrained by model fidelity instead of a dis-
cretely chosen trust-region radius based on the performance of the last iterate.
An updated outer iteration is presented in Algorithm 2, which also features an
optional subspace acceleration enhancement à la Davidson [15].
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Algorithm 2 (Implicit Riemannian Trust-Region Algorithm)
Data: A,B symmetric, B positive definite, ρ′ ∈ (0, 1)
Input: Initial subspace W0

for k = 0, 1, 2, . . .

Model-based Minimization
Generate yk using a Rayleigh-Ritz procedure on Wk

Compute ∇f̂yk and check ‖∇f̂yk‖2

Compute sk to approximately minimize myk such that ρ(sk) ≥ ρ′ (Algorithm 1)

Generate next subspace
if performing subspace acceleration

Compute new acceleration subspace Wk+1 from Wk and sk

else
Set Wk+1 = colsp(yk + sk)

end

end for.

3.2 A Block Algorithm

The analysis of Section 2 seems to preclude a simple formula for ρ in the case
that p > 1. We wish, however, to have a block algorithm. The solution is to
decouple the block Rayleigh quotient into the sum of p separate rank-1 Rayleigh
quotients, which can then be addressed individually using the IRTR strategy.
This is done as follows.

Assume that our iterates satisfy Y TAY = Σ = diag(σ1, . . . , σp), in addition to
Y TBY = Ip. In fact, this is a natural consequence of the Rayleigh-Ritz process.
Then given Y =

[
y1 . . . yp

]
, the model mY can be rewritten:

mY (S) = trace
(
Σ + 2STAY + ST (AS −BSΣ)

)
=

p∑
i=1

(
σi + 2sTi Ayi + sTi (A− σiB)si

)
=

p∑
i=1

myi(si).

It should be noted that the update vectors for the decoupled minimizations
must have the original orthogonality constraints in place. That is, instead of
requiring only that yT

i Bsi = 0, we require that Y TBsi = 0 for each si. This is
necessary to guarantee that the next iterate, Y + S, has full rank, so that the
Rayleigh quotient is defined.

As for the truncated conjugate gradient, the p individual IRTR subproblems
should be solved simultaneously, with the inner iteration stopped as soon as any
of the iterations satisfy one of the inner stopping criteria (exceeded trust-region
or detected negative curvature). If only a subset of iterations are allowed to
continue, then the κ/θ inner stopping criterion may not be feasible.

The described method attempts to improve on the RTR, while retaining the
strong global and local convergence properties of the RTR. The model fidelity
guaranteed by the implicit trust-region mechanism allows for a straightforward
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Fig. 1. Figures illustrating the efficiency of RTR vs. IRTR for different values of ρ′

proof of global convergence. Related work [16] presents the proofs of global con-
vergence, along with a discussion regarding the consequences of early termina-
tion of the inner iteration due to testing the outer stopping criterion and an
exploration of the RTR method in light of the ρ analysis presented here.

4 Numerical Results

The IRTR method seeks to overcome the inefficiencies of the RTR method, such
as the rejection of computed updates and the limitations due to the discrete
nature of the trust-region radius. We compare the performance of the IRTR
with that of the classical RTR. The following experiments were performed in
MATLAB (R14) under Mac OSX. Figure 1 considers a generalized eigenvalue
problem with a preconditioned inner iteration. The matrices A and B are from
the Harwell-Boeing collection BCSST24. The problem is of size n = 3562 and we
are seeking the leftmost p = 5 eigenvalues. The inner iteration is preconditioned
using an exact factorization of A. Two experiments are run: with and without
subspace acceleration. When in effect, the subspace acceleration strategy occurs
over the 10-dimensional subspace colsp([Yk, Sk]). The RTR is tested with a value
of ρ′ = 0.1, while the IRTR is run for multiple values of ρ′. These experiments
demonstrate that the IRTR method is able to achieve a greater efficiency than
the RTR method.

5 Conclusion

This paper presents an optimization-based analysis of the symmetric, generalized
eigenvalue problem which explores the relationship between the inner and outer
iterations. The paper proposes the Implicit Riemannian Trust-Region method,
which seeks to alleviate inefficiencies resulting from the inner/outer divide, while
still preserving the strong convergence properties of the RTR method. This
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algorithm was shown in numerical experiments to be capable of greater efficiency
than the RTR method.

Acknowledgments. Useful discussions with Andreas Stathopoulos, Rich
Lehoucq and Ulrich Hetmaniuk are gratefully acknowledged.
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Abstract. Interval analysis is an alternative to conventional floating-point 
computations that offers guaranteed error bounds. Despite this advantage, 
interval methods have not gained widespread use in large scale computational 
science applications. This paper addresses this issue from a performance 
perspective, comparing the performance of floating point and interval 
operations for some small computational kernels. Particularly attention is given 
to the Sun Fortran interval implementation, although the strategies introduced 
here to enhance performance are applicable to other interval implementations. 
Fundamental differences in the operation counts and memory references 
requirements of interval and floating point codes are discussed. 

1   Introduction 

The majority of science is concerned with physical phenomena, such as velocity, 
temperature, or pressure that are by their very nature continuous. Meanwhile 
computations of these quantities are performed using the discrete environment of the 
digital computer. To bridge this divide it is normal to approximate values to a 
specified precision using a finite set of machine-representable numbers. Inherent in 
this process is the concept of a rounding error, the effect of which can be hard to 
predict a priori. 

Currently most scientific codes use IEEE 754 double precision arithmetic [1] and 
give relatively little or no attention to the effects of rounding errors. While this may 
have been okay in the past, on today’s machines that are capable of multi teraflop 
(>1012 operations) per second and with double precision arithmetic providing just 15-
16 significant figures, it is easy to see the potential for rounding errors to compound 
and become as large as the computed quantities themselves. 

Interval arithmetic is a fundamentally different approach to floating point 
computations that that was first proposed by R.E. Moore in 1965 [2], but is yet to 
achieve widespread use in computational science applications. The idea is to represent 
a floating point number by two floating point numbers corresponding to a lower and 
upper bound (referred to as the infima and suprema respectively). In concept it is 
identical to expressing the uncertainty in a quantity as 1.234±0.001, except that the 
interval representation would be written as [1.233, 1.235] since this is easier to 
manipulate. The basic rules for interval addition and multiplication are as follows: 
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Division is slightly more complicated, particularly if the interval appearing in the 
denominator spans 0, and for details the reader is referred to [3]. Suffice it to say that 
anything that can be computed using floating point arithmetic can also be computed 
using intervals, although there are some fundamental differences between interval and 
standard floating point arithmetic. For instance interval arithmetic is not distributive 
[3], so the order in which interval operations are performed can lead to different 
interval results; the trick is to find the order of operations that give rise to the 
narrowest or sharpest possible interval result. 

Interval computations can be used to bound errors from all sources, including input 
uncertainty, truncation and rounding errors. Given this apparent advantage it is 
perhaps somewhat surprising that intervals are not already widely use in 
computational science. The reason for this is arguably twofold; first difficulties 
associated with designing interval algorithms that produce narrow or sharp interval 
results, and second the performance penalty associated with use of intervals. In this 
paper we do not address the former, but instead focus on the performance penalty 
associated with performing interval operations on a computer.  

There is a range of software products that are designed to support interval 
computations on popular architectures (see reference 4). Most of these (e.g. FILIB 
[5]) take the form of C++ template libraries and as such have obvious limitations for 
widespread use in computational science. A much more attractive alternative is 
provided by the Sun Studio Fortran compiler [6], as this has been extended to 
provide support for an interval data type. Technically this means that using this 
compiler it is possible to make an interval version of an existing computational 
science application code by simply changing all floating point data types to intervals. 
While we are investigating such things [7], in this paper the goal is to determine the 
likely performance penalty a typical user might see if he/she where to make such a 
switch.  

2   Simple Interval Operations 

Our first objective was to compare asymptotic performance for pipelined floating 
point and interval operations. This was done using the following simple Fortran loop: 

do i = 1, size(input) 
 result = result op input(i) 
enddo 

where result and input were either double precision floats or double precision 
intervals, and op was either addition or multiplication. This loop was placed in a 
separate procedure that was called many times, with care taken when initializing 
vector input to ensure that result did not over or underflow.  
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The benchmark code was compiled using version 8.1 of the Sun Fortran compiler 
(part of Sun Studio 10) with options:  

–fast –xarch=v9b [-xia] 

where fast is a macro corresponding to a number of different optimization flags,  
v9b requests a 64-bit binary, and xia indicates that the compiler should use interval 
support.  Timing results for this simple benchmark run on a 900MHz  UltraSPARC III 
Cu system are given in Table 1. As intervals require twice the storage of the 
equivalent floating point values results obtained using a given floating point vector 
length are compared with interval results obtained using half that vector length. 
Results for three different vector sizes are considered. For the small case the data 
resides in the 64KB level 1 cache, for the medium case the data resides in the 8MB 
level 2 cache, while for the large case data will be drawn from main memory. 

Table 1. Performance (nsec) for summation and product benchmarks compiled using Sun 
Fortran 95 8.1 and run on a 900MHz UltraSPARC III Cu under Solaris 5.10 

 ⎯⎯ Floating Point ⎯⎯ ⎯⎯⎯ Interval ⎯⎯⎯ 
Name Input Size Sum Product Input Size Sum Product 
Small 2000 1.7 1.7 1000 35.7 102 

Medium 512000 1.7 1.7 256000 57.4 122 
Large 4096000 7.2 7.0 2048000 58.6 124 

The timing results for the floating point benchmarks are identical for both the small 
and medium vector size, reflecting the fact that the compiler has used prefetch 
instructions (evident in the assembly) to mask the cost of retrieving data from level 2 
cache. For the large data set the performance drops markedly due to level 2 cache 
misses (confirmed using hardware performance counters). For the interval benchmark 
while there appears to be some cache effects, the most notably observation is the huge 
performance penalty associated with using intervals compared to floating point 
variables.  

This prompts the obvious question, what should be the relative cost of performing 
an interval operation over the equivalent floating point operation? From equation 1 it 
would appear that an interval addition should cost at least twice that of a floating 
point addition – since two data items must be loaded into registers and two floating 
point additions performed (one on the infimas and one on the supremas). Some extra 
cost might also be expected since when adding the infimas the result must be rounded 
down, while when adding the supremas the result must be rounded up. For the interval 
product the expected performance is a little more difficult to predict; Equation 2 
suggests the need to form 8 possible products and then a number of comparisons ino 
order to obtain the minimum and maximum of these. While we will return to this 
issue in more detail it does appear that a slowdown of 21 for the small interval 
addition benchmark and 60 for the small interval product benchmark over their 
equivalent floating point versions is excessive.  
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Indeed it is already clear from these simple results that for interval arithmetic to 
be widely used for large scale computational science applications the performance 
penalty associated with use of intervals needs to be substantially reduced. From 
above and via close inspection of the generated assembly there appears to be four 
main reasons why the Sun interval code is slower than its equivalent floating point 
code: 

1. The inherent cost of interval arithmetic over equivalent floating point (at least 
2 for addition and 8 for multiplication as discussed above); 

2. The fact that the Sun compiler translates each interval operation into a 
function call; 

3. A lack of loop unrolling due in part to the use of procedures to implement the 
basic interval operations; and 

4. Need for additional instructions to change the rounding mode every time an 
interval operation is performed. 

To quantify these effects Table 2 gives timing results for the floating point benchmark 
modified to run in an analogous fashion to the interval code. That is the compiler 
settings are first adjusted to prevent loop unrolling, then the benchmark is re-written 
so that each floating point addition or multiplication is performed in a separate 
function, and then additional calls are inserted into this separate function to switch 
rounding mode every time it is called. These results coupled with the larger inherent 
cost of interval operations explain the bulk of the performance differences between 
the floating point and interval benchmarks (i.e. the differences seen in Table 1). 

Table 2. Performance (nsec) of modified sum and product floating-point benchmarks compiled 
using Sun Fortran 95 8.1 and run on a 900MHz UltraSPARC III Cu under Solaris 5.10. See text 
for details of modifications.  

 Initial No Unrolling +Function Call +Rounding 
Size Sum Prod Sum Prod Sum Prod Sum Prod 

Small 1.7 1.7 4.5 5.6 24.5 24.5 28.9 26.9 
Medium 1.7 1.7 4.5 5.6 29.4 30.7 33.8 32.4 

Large 7.2 7.0 7.0 7.8 54.5 57.1 56.4 54.4 

While the above analysis is based on observations from Sun’s Fortran 
implementation of intervals it should be stressed that issues 2-4 are likely to occur for 
interval implementations based on C++ template libraries. Specifically these will 
invariably replace each interval operation by a function call which performs the basic 
operations under directed rounding, but in so doing the presence of the special 
function seriously limits the possibility of loop unrolling and other advanced compiler 
optimizations.  

With the above performance data in mind, an obvious strategy when using intervals 
for large scale applications would be to rewrite selective kernels removing the use of 
separate function calls, minimizing the need for rounding mode to be switched, and 
generally enhancing the ability of the compiler to optimize the code. For example a 
modified version of the addition kernel would look like: 
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call round_up 
sum%inf= -0.0d0 
sum%sup= 0.0d0 
do i = 1, size(input) 
   sum%inf = sum%inf – input(i)%inf 
   sum%sup = sum%sup + input(i)%sup 
enddo 
sum%inf = -sum%inf 
call round_nearest 

In this code the rounding mode is changed once before the loop and once at the end, 
and to enable only one rounding mode to be used one of the end points is negated 
before and after the loop (this trick is also used by the Sun compiler). 

There is, however, one caveat that should be noted when attempting to hand 
optimizing any interval code. Specifically Sun implements an extended interval 
arithmetic [8] that guarantees containment for operations on infinite intervals such as 
[-∞,0]. Dealing with infinite intervals adds a level of complexity that for the current 
purpose we will ignore. (Arguing that for the vast majority of computational science 
applications computations on infinity are not meaningful and in anycase if required 
this special condition can be handled by an “if test” that in most cases will be ignored 
given the underlying branch prediction hardware.) 

Generating hand optimized code for the product benchmark is a little bit more 
complex as there are at least two alternative interval product formulations [7]. The 
first is a direct translation of the min/max operations given in Equation 2, while the 
second recognizes that depending on the signs of the two infima and two suprema it is 
usually only necessary to perform two multiplications in order to obtain the result. An 
exception arises when both operands span zero, in which case four multiplications are 
required. This scheme requires multiple if tests so will be referred to as the branching 
approach. For the purpose of generating hand optimized code for the product 
benchmark both options have been programmed. 

At this point as well as considering the performance of the hand optimized sum and 
product kernels it is pertinent also to consider the performance of the Sun Fortran 95 
intrinsic sum and product functions, since these perform identical functions to the 
original kernel. Thus in Table 3 we compare timings obtained from the basic interval 
code, with those obtained using the intrinsic functions and hand optimized versions of 
these routines. These show that the performance obtained using the intrinsic sum is 
significantly better than that obtained by the initial benchmark code. Indeed for the 
smallest vector size the intrinsic function outperforms the hand optimized code by 
40%, but for the larger cases the hand optimized code is superior. The reason for this 
is that the hand optimized code has been compiled to include prefetch instructions, 
while the intrinsic function does not (evident from the assembly). Thus for the small 
benchmark where data is drawn from level 1 cache the intrinsic function shows 
superior performance, while for the larger benchmarks the processor stalls waiting for 
data to arrive in registers. For the hand optimized summation code the performance is 
now within a factor of four from the equivalent floating point code, and while this is 
larger than we might have expected, it is significantly better than our initial results. 

For the product use of the intrinsic function is roughly twice as fast as the original 
code if the data is in cache. The hand optimized min/max approach appears to give the 
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best performance, although it is still approximately 16 times slower than the 
equivalent floating point code. In comparison to min/max the branching approach is 
slightly slower, but this is probably not surprising given that exactly what branches 
are taken depends on the data values and if these are random (which they are by 
design in the benchmark used here) branch prediction is ineffective. It is therefore 
somewhat interesting to see (via disassembly of the relevant routine) that Sun appear 
to have implemented their interval product using a branching approach. 

Table 3. Performance (nsec) comparison of initial summation and product benchmark with 
versions that uses Fortran intrinsic functions and versions that are hand optimised. Codes 
compiled using Sun Fortran 95 8.1 and run on a 900MHz (1.1nsec) UltraSPARC III Cu under 
Solaris 5.10.  

 Summation Benchmark ⎯⎯⎯ Product Benchmark ⎯⎯⎯ 
Name Initial Intrinsic Hand Initial Intrinsic Min/Max Branch 
Small 69.1 4.71 6.7 119 66.6 26.8 37.0 
Medium 90.7 16.3 6.7 139 78.0 27.2 38.5 
Large 92.3 73.0 36.6 141 136.0 56.6 48.5 

Noting the relative difference between the two alternative product formulations it is 
of interest to consider the relative performance of these two schemes on other 
platforms, and in particular on an out-of-order processor with speculative execution. 
Thus the original Sun Fortran benchmark was re-written in C and run on an Intel 
Pentium 4 based system. As this processor has only a 512KB level 2 cache results are 
given in Table 4 for just the small and large benchmarks sizes. These show that the 
branching product formulation is now significantly faster than the min/max 
formulation. Comparing the Pentium 4 and UltraSPARC III Cu we find that the small 
summation benchmark runs faster on the Pentium 4 by a factor that is roughly equal to 
the clock speed ratio (2.6 faster compared to a clock speed ratio of 2.9). For the large 
summation benchmark this ratio is higher reflecting the greater memory bandwidth of 
the Pentium compared to the UltraSPARC. For the product the branching code is 
approximately 3.5 times faster than the min/max code on the UltraSPARC. 

Table 4. Performance (nsec) of hand optimized C benchmark compiled using gcc 3.4.4 and run 
on a 2.6GHz (0.385nsec) Intel Pentium 4 system under the Linux 2.6.8-2-686-smp core 

 Sum ⎯⎯ Product ⎯⎯ 
Name Hand Min/Max Branch 
Small 2.6 35.2 7.6 
Large 6.6 36.3 8.7 

3   Compound Interval Operations 

The previous section compared the performance of basic floating point and interval 
addition and multiplication operations. In this section we consider the dot-product and 
AXPY (Alpha times X plus Y) operations that form part of the level 1 Basic Linear 
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Algebra Subprogram (BLAS) library. As well as being slightly more complex, these 
operations are of interest since they form the building blocks for higher level BLAS 
operations, such as matrix multiplication. While the dot product and AXPY 
operations were explicitly coded in Fortran, dot product is also a Fortran90 intrinsic 
function and  an interval version of AXPY is available as part of the Sun Performance 
Library. Thus in Table 5 we present timing results for both these operations obtained 
using basic Fortran code, Sun intrinsic functions or the Sun performance library, and 
hand optimized versions of these routines produced using a similar strategy to that 
outlined above for the simple benchmarks. These results again show that significant 
benefit can be gained from hand optimizing these routines. 

Table 5. Performance (nsec) of various floating pint and interval level  1 BLAS benchmarks 
compiled using Sun Fortran 95 8.1 and run on a 900MHz (1.1nsec) UltraSPARC III Cu under 
Solaris 5.10. See text for details.  

 Floating Point Sun Interval Hand Interval 
Name Dot AXPY Dot AXPY Dot AXPY 
Small 3.4 6.3 81.4 250 18.1 34.1 

Medium 3.3 6.6 108 306 18.4 85.0 
Large 14.6 18.6 216 314 94.7 152 

4   Conclusions and Discussions 

Most software support for interval computation is in the form of libraries with all 
interval operations being compiled to library calls; this appears to be the approach that 
Sun have taken in providing Fortran support for intervals. The results obtained here 
show that such implementations are unlikely to result in performance levels that are 
acceptable for them to be used in large scale scientific computations. Better 
performance can be obtained by effectively inlining the interval operations, 
minimizing changes in rounding mode, and allowing the compiler to see and optimize 
as much of the time consuming interval code as possible. Such an approach does 
come with potential drawbacks, notably the containment problems alluded to above. 
For the bulk of computational science applications, however, we believe that this is 
not a major issue compared with the need to obtain much better performance from 
current interval implementations. (At least from the perspective of generating a few 
large scale proof of concept computation science applications that show a positive 
benefit from the use of intervals.) 

While the performance of current interval implementations is likely to be too slow 
for them to find widespread use in computational science, it is of interest to consider 
architectural changes that might alter this conclusion. To this end in Table 6 we 
compare the floating point and memory operation mix required for floating point and 
interval based dot and AXPY operations (assuming that an interval multiplication 
requires 8 floating point multiplications). This shows that while on both the 
UltraSPARC III Cu and Pentium 4 processors the floating point versions are 
load/store limited, the interval versions tend to be floating point limited. Other non-
trivial interval operations seems to exhibit similar behavior leading to us to the 
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general conclusion that interval arithmetic code requires a higher ratio of floating-
point or flow-control operations to memory operations than does the corresponding 
floating point code. Given that the performance of most modern computational 
science applications tend to be load store limited yet on chip real estate is becoming 
increasingly cheap (as evidenced by the development of larger on chip caches plus 
multithreaded and multi-core chips) raises the question as to whether with relatively 
little effort new chips could be designed to perform interval operations much faster.  

Table 6. Comparison of operation mix for floating point and interval based Dot and AXPY 
level 1 BLAS operations (of length n) with hardware limits 

  Floating-Point Ops Memory Ops Ratio 
  Add Multiply Load Store FP:Mem 
Dot Floating n n 2n 1 1:1 
 Interval 2n 8n 4n 2 5:2 
AXPY Floating n n 2n n 2:3 
 Interval  2n 8n 4n 2n 5:3 
Limit UltraSPARC III Cu 1 1 1 2:1 
 Pentium 4 1 1 1 2:1 
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Abstract. Most mathematical formulae are defined in terms of operations on real
numbers, but computers can only operate on numeric values with finite precision
and range. Using floating-point values as real numbers does not clearly identify
the precision with which each value must be represented. Too little precision
yields inaccurate results; too much wastes computational resources.

The popularity of multimedia applications has made fast hardware support for
low-precision floating-point arithmetic common in Digital Signal Processors
(DSPs), SIMD Within A Register (SWAR) instruction set extensions for general
purpose processors, and in Graphics Processing Units (GPUs). In this paper, we
describe a simple approach by which the speed of these low-precision opera-
tions can be speculatively employed to meet user-specified accuracy constraints.
Where the native precision(s) yield insufficient accuracy, a simple technique is
used to efficiently synthesize enhanced precision using pairs of native values.

1 Introduction

In the early 1990s, the MasPar MP1 was one of the most cost-effective supercomputers
available. It implemented floating-point arithmetic using four-bit slices, offering much
higher performance for lower precisions. Thus, Dietz collected production Fortran pro-
grams from various researchers and analyzed them to see if lower precisions could be
used without loss of accuracy. The discouraging unpublished result: using the maxi-
mum precision available, static analysis could not guarantee that even one digit of the
results was correct! The insight behind the current paper is that most results were ac-
ceptably accurate despite using insufficient precision. Why not deliberately use fast low
precision, repeating the computation at higher precision only when a dynamic test of
result accuracy demands it?

Bit-slice floating-point arithmetic is no longer in common use, but the proliferation
of multimedia applications requiring low-precision floating-point arithmetic has pro-
duced DSP (Digital Signal Processor), SWAR (SIMD Within A Register)[1], and GPU
(Graphics Processing Unit) hardware supporting only 16-bit or 32-bit floating-point
arithmetic. Scientific and engineering applications often require accuracy that native
multimedia hardware precisions cannot guarantee, but by using relatively slow (syn-
thesized) higher-precision operations only to recompute values that did not meet accu-
racy requirements, the low cost and high performance of multimedia hardware can be
leveraged.
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Section 2 overviews our method for synthesizing higher precision operations using
pairs of native values and gives microbenchmark results for native-pair arithmetic op-
timized to run on DSPs, SWAR targets, and GPUs. Section 3 presents a very simple
compiler/preprocessor framework that supports speculative use of lower precision, au-
tomatically invoking higher precision recomputations only when dynamic analysis of
the result accuracy demands it. Conclusions are summarized in Section 4.

2 Multi-precision Arithmetic Using Error Residuals

There are many ways to synthesize higher-precision operations [2]. The most efficient
method for the target multimedia hardware is what we call native-pair arithmetic, in
which a pair of native-precision floating point values is used with the lo component
encoding the residual error from the representation of the hi component. We did not
invent this approach; it is well known as double-double when referring to using two
64-bit doubles to approximate quad precision [3, 4]. Our contributions center on tuning
the analysis, algorithms, data layouts, and instruction-level coding for the multimedia
hardware platforms and performing detailed microbenchmarks to bound performance.

More than two values may be used to increase precision, however, successive values
reduce the exponent range by at least the number of bits in the mantissa extensions.
Ignoring this effect was rarely a problem given the number of exponent bits in an IEEE
754[5] compliant 64-bit binary floating-point double, but a 32-bit float has a 24-bit
mantissa and only an 8-bit exponent. A float pair will have twice the native mantissa
precision only if the exponent of the low value is in range, which implies the high value
exponent must be at least 24 greater than the native bottom of the exponent range; thus,
we have lost approximately 10% of the dynamic range. Similarly, treating four float
as an extended-precision value reduces the effective dynamic range by at least 3×24, or
72 exponent steps – which is a potentially severe problem. Put another way, precision
is limited by the exponent range to less than 11 float values.

One would expect, and earlier work generally assumes, that the exponents of the lo
and hi components of a native-pair will differ by precisely the number of bits in the
mantissa. However, values near the bottom of the dynamic range have a loss of preci-
sion when the lo exponent falls below the minimum representable value. A component
value of 0 does not have an exponent per se, and is thus a special case. For non-zero
component values, normalization actually ensures only that the exponent of lo is at
least the number of component mantissa bits less than that of hi. Using float compo-
nents, if the 25th bit of the higher-precision mantissa happens to be a 0, the exponent
of lo will be at least 25 less – not 24 less. In general, a run of k 0 bits logically at
the top of the lower-half of the higher-precision mantissa are absorbed by reducing the
lo exponent by k. For this reason, some values requiring up to k bits more than twice
the native mantissa precision can be precisely represented! However, this also means
that, if the native floating-point does not implement denormalized arithmetic (many
implementations do not[6, 7]), a run of k 0 bits will cause lo to be out of range (i.e., rep-
resented as 0) if an exponent of k less than that of hi is not representable; in the worst
case, if the hi exponent is 24 above the minimum value and k=1, the result has only
25 rather than 48 bit precision. Earlier work[8] is oblivious to these strange numerical
properties; our runtime accuracy checks are a more appropriate response.
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Space does not permit listing our optimized algorithms in this paper. Although we
used C for some development and testing, most compilers cannot generate good code
for the routines in C because they tend to “optimize” the floating-point operations in
a way that does not respect precision constraints. Further, significantly higher per-
formance may be obtained by careful use of instruction set features and architecture-
specific data layouts. The following subsections summarize the microbenchmark per-
formance of our machine-specific, hand-optimized, assembly-level code for each target
architecture.

2.1 Performance Using Host Processor Instructions

If native-pair operations using attached multimedia processors are too slow to be com-
petitive with higher-precision operations on the host processor, then these operations
should be performed on the host or can be divided for parallel execution across the
host and multimedia hardware. Table 1 lists the official clock-cycle latencies for host
processor native (X87) floating point operations using an AMD ATHLON[9] and INTEL

PENTIUM 4[10].

Table 1. Performance, in clock cycles, of host processor instructions

type processor add sub mul sqr div sqrt

32-bit float ATHLON 4 4 4 4 16 19
32-bit float PENTIUM 4 5 5 7 7 23 23

64-bit double ATHLON 4 4 4 4 20 27
64-bit double PENTIUM 4 5 5 7 7 38 38
80-bit extended ATHLON 4 4 4 4 24 35
80-bit extended PENTIUM 4 5 5 7 7 43 43

Native-pair operations constructed using these types are approximately an order of
magnitude slower, so it is fairly obvious that pairing 32-bit float values is not pro-
ductive. However, pairing 64-bit double values or 80-bit extended values is useful (al-
though loading and storing 80-bit values is relatively inefficient). Thus, a host processor
can effectively support at least five precisions, roughly corresponding to mantissas of
24, 53, 64, 106, and 128 bits with a separate sign bit.

2.2 DSP Targets

There are many different types of DSP chips in common use, most of which do not have
floating-point hardware. Of those that do, nearly all support only precisions less than 64
bits. Our example case is the Texas Instruments TMS320C31[6], which provides non-
IEEE 754 floating-point arithmetic using an 8-bit exponent and 24-bit mantissa, both
represented in 2’s complement. This DSP has specialized multiply-add support, which
accelerates the multiply, square, and divide algorithms, but neither add nor subtract.
Table 2 gives the experimentally-determined clock cycle counts for each of the native
and nativepair operations.
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Table 2. Cycle counts and instructions required for DSP operations

(a) Opertaion cycle counts
type add sub mul sqr div sqrt

native 1 1 1 1 42 51
nativepair 11 11 25 19 112 119

(b) Instructions required
type add sub mul sqr div sqrt

native 1 1 1 1 33 39
nativepair 11 11 25 19 64 99

In general, an order of magnitude slowdown is incurred for nativepair operations,
but divide and square root do better because they require executing many instructions
for native operands. It is worth noting that the additional code size for nativepair
operation sequences is modest enough to allow their use in embedded systems even if
ROM space is tight; the number of instruction words for each operation is summarized
in Table 2.

2.3 SWAR Targets and SWAR Data Layout

The most commonly used floating-point SWAR instruction sets are 3DNOW![11, 7],
SSE[12] (versions 1, 2, and 3[13] and the AMD64 extensions[14]), and ALTIVEC[15].
These instruction sets differ in many ways; for example, 3DNOW! uses 64-bit registers
while the others use 128-bit registers. However, there are a few common properties. The
most significant commonality is that all of these SWAR instruction sets use the host
processor memory access structures. Thus, the ideal data layout is markedly different
from the obvious layout assumed in earlier multi-precision work.

Logically, the hi and lo parts of a nativepair may together be one object, but
that layout yields substantial alignment-related overhead for SWAR implementations
even if the nativepair values are aligned: different fields within the aligned objects
have to be treated differently. The ideal layout separates the hi and lo fields to create
contiguous, aligned, interleaved, vectors of the appropriate length. For example, 32-
bit 3DNOW! works best when pairs of nativepair values have their components
interleaved as a vector of the two hi fields and a vector of two lo fields; for SSE and
ALTIVEC, the vectors should be of length four. The creation of separate, Fortran-style,
arrays of hi and lo components is not as efficient; that layout makes write combining
ineffective, requires rapid access to twice as many cache lines, and implies address
accesses separated by offsets large enough to increase addressing overhead and double
the TLB/page table activity.

Given the appropriate data layout, for 3DNOW! the primary complication is that
the instruction set uses a two-register format that requires move instructions to avoid
overwriting values. Table 3 the experimentally-determined cycle counts using the cycle
count performance register in an AMD ATHLON XP.

All measurements were taken repeating the operation within a tight loop, which did
allow some parallel overlap in execution (probably more than average for swarnative
and less for swarnativepair). All counts given are for operations on two-element
SWAR vectors of the specified types; for example, two nativepair_add operations
are completed in 24 clock cycles. Although 3DNOW! offers twice the 32-bit floating-
point performance of the X87 floating-point support within the same processor, the
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Table 3. Cycle counts for 3DNow! and SSE operations

type add sub mul sqr div sqrt

3DNow! swarnative 1 1 1 1 9 9
3DNow! swarnativepair 24 28 27 14 57 40

SSE float swarnativepair 51 50 148 129 173 199
SSE double swarnativepair 45 48 48 42 50 -

X87 double arithmetic is faster than 3DNOW! nativepair for all operations except
reciprocal and square root.

The SSE code is very similar to that used for 3DNOW!, differing primarily in data
layout: there are four 32-bit values or two 64-bit values in each swarnative value.
Thus, the float version produces twice as many results per swarnativepair oper-
ation. The code sequences were executed on an INTEL PENTIUM 4 and the cycle
counter performance register was used to obtain the cycle counts in Table 3, which show
that float swarnativepair does not compete well with host double, but double
swarnativepair is very effective.

2.4 GPU Targets

DSP parts tend to be slow, but can function in parallel with a host processor; SWAR
is fast, but does not work in parallel with the host. The excitement about GPU targets
comes from the fact that they offer both the ability to operate in parallel with the host
and speed that is competitive with that of the host.

Although there are many different GPU hardware implementations, all GPUs share
a common assembly-language interface for vertex programs[16, 17] and for fragment
(pixel-shading) programs[16, 17]. All GPUs use SWAR pixel operations on vectors of
4 components per register (corresponding to the red, green, blue, and alpha channels),
with relatively inefficient methods for addressing fields within registers. Thus, the op-
timal data layout and coding for native-pair operations is very similar to that used for
SSE. Oddly, the precision of GPU arithmetic is not standardized, ranging from 16-bit to
32-bit. For our latest experiments, we purchased a $600 NVIDIA GEFORCE 6800 UL-
TRA, which was then the fastest commodity GPU with roughly IEEE-compliant 32-bit
floating point support; Table 4 shows the performance results .

Table 4. Relative cost of GPU operations

type add sub mul sqr div sqrt

swarnative 1 1 * * 4 20
swarnativepair 11 11 18 10 35 28

To obtain the above numbers, it was necessary to resort to fractional factorial exper-
imental procedures that timed combinations of operations and used arithmetic methods
to extract times for individual operations. Each experiment was repeated 220 times
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to determine a 95% confidence interval for each time, which was then used to com-
pute upper and lower bound times for the individual operations. Quirks of the NVIDIA

GEFORCE 6800 ULTRA GPU and its assembler yielded inconsistent timing for some
combinations of operations; there were insufficient consistent timings for the multi-
plication and squaring operations to determine the execution cost (probably about the
same as add). All the other costs are listed in the above table relative to the cost of a
swarnative add; in no case was the 95% confidence error greater than 1 unit. These
results also are generally consistent with preliminary experiments we performed using
an ATI RADEON 9800 XT with a less sophisticated timing methodology.

3 Compiler and Language Support

As mentioned earlier in this paper, traditional compiler technology is somewhat incom-
patible with the already awkward nativepair codings. Assembly-level coding is not
viable for implementing complicated numerical algorithms. Implementation and bench-
marking are beyond the scope of this paper, but we suggest that the compilation system
should explicitly manage precision, including support for speculative precision.

Analysis and code generation for explicit precisions allows the compiler not only
to maintain correctness while optimizing finite-precision computations, but also to se-
lect the fastest implementation for each operation individually – for example, using
3DNOW! swarnativepair for square root and X87 double for other operations. Pre-
cision directives have been used to preprocess Fortran code to make use of an arbitrary-
precision arithmetic package[8]. Better, the notation used in our SWARC[18] dialect of
C can be extended: int:5 specifies an integer of at least five bits precision, so float:5
could specify a floating-point value with at least five mantissa bits. A less elegant nota-
tion can be supported using C++ templates. Requirements on dynamic range, support of
IEEE 754 features like NAN and INFINITY, etc., are more complex and less commonly
an issue; they can be specified using a more general, if somewhat awkward, syntax.

Speculative precision is based on specifying accuracy constraints. Accuracy require-
ments can be specified directly or, more practically, as both an accuracy required and
a functional test to determine the accuracy of a result. The compiler would generate
multiple versions of the speculative-precision code, one for each potentially viable pre-
cision. A crude but effective implementation can be created for C++ using a simple
preprocessor with straightforward directives like:

#faildef failure_code Defines failure_code as the code to execute when all preci-
sion alternatives fail; this definition can be used for many speculative blocks, not
just one

#specdef name(item1, item2, ...) Definesnameastheorderedsequenceof types item1,
item2, etc.; this definition can be used for many speculative blocks, not just one

#speculate name1 name2 ... Defines the start of a region of code which is to be spec-
ulatively executed for name1, name2, etc. taking each of the values specified in
sequence

#fail Defines the position at which the failure action should be applied
#commit Defines the position at which the speculate region ends
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In practice, the accuracy check would be a much cheaper computation than the specu-
lative computation; for example, Linpack and many other math libraries compute error
terms that could be examined, but we prefer a short example for this paper. Suppose that
there are both float and double versions of sqrt(), overloaded using the usual C++
mechanisms, and our goal is to use the cheapest version that can pass a simple accuracy
test mytest(). Our short example could be coded as:

#faildef exit(1);
#specdef fd(float, double)
#speculate fd
fd a = x; double b = sqrt(a); if (!mytest(b, x)) {

#fail
} y = b;

#commit

Which would be preprocessed to create C++ code like:

#define faildef { exit(1); }
#define fd float
{ fd a = x; double b = sqrt(a);
if (!mytest(b, x)) {goto fail0_0;} y = b; } goto commit0;
#define fd double
fail0_0: ; { fd a = x; double b = sqrt(a);
if (!mytest(b, x)) { faildef } y = b; } commit0: ;

The syntax could be prettier, but this speculation mechanism has very little overhead
and is general enough to handle many alternative-based speculations, not just specula-
tion on types. Further, although the sample generated code simply tries the alternatives
in the order specified (which would typically be lowest precision first), one could use a
history mechanism resembling a branch predictor to intelligently alter the type sequence
based on past behavior.

Another possible improvement is to optimize the higher-precision computations to
incrementally improve the precision of the already-computed results, but this is much
more difficult to automate. For example, using the native results as the initial top-
halves of the nativepair computations may be cheaper than computing nativepair
results from scratch, but the computation is changed in ways far too complex to be
managed by a simple preprocessor.

4 Conclusions

Although floating-point arithmetic has been widely used for decades, the fact that it is
a poor substitute for real numbers has continued to haunt programmers. Unexpected
accuracy problems manifest themselves far too frequently to ignore, so specifying ex-
cessive precision has become the norm. Even the highest precision supported by the
hardware sometimes proves insufficient. This paper suggests a better way.

Rather than statically fixing guessed precision requirements in code, we suggest a
more dynamic approach: code to try the lowest potentially viable precision and try
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successively higher precisions only when the accuracy is (dynamically at runtime) de-
termined to be inadequate. Thanks to demand in the multimedia community, lower-
precision floating-point arithmetic is now often implemented with very high perfor-
mance and very low cost. The techniques we have developed for extending precision
using optimized native-pair arithmetic are commonly an order of magnitude slower than
native. However, the large speed difference actually makes speculation more effective.
Even if speculating lower precision usually fails to deliver the desired accuracy, an oc-
casional success will reap a significant speedup overall. Only experience with a range
of applications will determine just how often speculation succeeds.
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Abstract. In this paper we present the first application of Indepen-
dent Component Analysis (ICA) to Voice Activity Detection (VAD).
The accuracy of a multiple observation-likelihood ratio test (MO-LRT)
VAD is improved by transforming the set of observations to a new set
of independent components. Clear improvements in speech/non-speech
discrimination accuracy for low false alarm rate demonstrate the effec-
tiveness of the proposed VAD. It is shown that the use of this new set
leads to a better separation of the speech and noise distributions, thus
allowing a more effective discrimination and a tradeoff between complex-
ity and performance. The algorithm is optimum in those scenarios where
the loss of speech frames could be unacceptable, causing a system fail-
ure. The experimental analysis carried out on the AURORA 3 databases
and tasks provides an extensive performance evaluation together with
an exhaustive comparison to the standard VADs such as ITU G.729,
GSM AMR and ETSI AFE for distributed speech recognition (DSR),
and other recently reported VADs.

1 Introduction

The demands of modern applications of speech communication are related to
the need for increasing levels of performance in noise adverse environments. The
new voice services including discontinuous speech transmission [1] or distributed
speech recognition (DSR) over wireless and IP networks [2] are examples of such
applications. These systems often require a noise reduction scheme working in
combination with a precise VAD in order to palliate the harmful effect of the
acoustic environment on the speech signal. Thus, numerous researchers have
studied different strategies for detecting speech in noise and the influence of the
VAD on the performance of speech processing systems [3, 4, 5, 6, 7]. Recently, an
improved VAD using a long-term LRT test defined on the Bispectra coefficients
[8] has shown significant improvements of the decision rule but with high com-
putational cost. The latter VAD is based on a MO-LRT over a set of averaged
bispectrum coefficients yk which are assumed to be independent. This approach
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is also assumed in the Fourier domain [7]. We use the latter algorithm in con-
junction with the recursive PCA algorithm presented in [9] to build an efficient
“on line” VAD, assessing its performance in an HMM-based speech recognition
system.

The rest of the paper is organized as follows. Section 2 presents the Blind
Source Separation (BSS) problem when dealing with Gaussian distributions. In
section 3 we review the theoretical background related to MO-LRT applied to
VAD showing the proposed signal model and analyzing the motivations for the
proposed algorithm by showing the speech/non-speech correlation plots. Section
4 introduce a variation on the recursive PCA for the evaluation of the decision
rule. Section 5 describes the experimental framework considered for the evalu-
ation of the proposed statistical decision algorithm. Finally, in section we state
some conclusions.

2 BSS in Gaussian Scenario

Let us denote by x = (x1, . . . , xm) a zero m-dimensional random variable that
can be observed and s = (s1, . . . , sm) its m-dimensional statistically independent
transform satisfying that:

s = Wx (1)

where W is a constant (weight) square matrix. The BSS problem [10, 11] is to de-
termine the previous matrix extracting the independent features si, i = 1, . . . ,m
and assuming W is constant. There are some ambiguities in the determination
of the linear model (i.e. variances and order of independent components) but
fortunately they are insignificant in most applications.

The multivariate Gaussian probability density function (pdf) of an m × 1
random variable vector x is defined as:

p(x) =
1

(2π)m/2 det1/2(R(x))
exp

[
−1

2
(x− µ)T R(x)−1(x − µ)

]
(2)

where µ is the mean vector and R(x) is the covariance matrix. It is assumed that
R(x) is positive definite and hence R(x)−1 exists. The mean vector is defined
as [µ]i = E(xi), i = 1, . . .m and the covariance matrix as R(x) = E((x −
E(x))(x−E(x))T )). Uncorrelated jointly Gaussian variables (i.e. components of
vector x in equation 2) satisfy that:

p(x) =
m∏

i=1

p(xi) (3)

since its covariance matrix is diagonal. That is, they are statistically indepen-
dent, then decorrelation and statistical independence are equivalent for jointly
Gaussian variables. In VAD applications, the DFT coefficients of the incom-
ing signal are usually assumed to be Gaussian independent somehow, using the
model of overlapped MO-window (see section 3), they are not.



236 J.M. Górriz et al.

Principal Component Analysis (PCA) is a very efficient and popular tool for
extracting uncorrelated components from a set of signals. PCA tries to find a
linear transformation (Karhunen-Loéve) s̃ = WT x into a new orthogonal basis
(columns of W) such that the covariance matrix in the new system is diagonal.
Since R(x) is symmetric we can find W such that:

WT R(x)W =Λ (4)

Hence the PCA decorrelates the vector x also achieving statistical independence
when it is multivariate Gaussian distributed1.

3 PCA-MO-Likelihood Ratio Test

In a two hypothesis test (ω0 =noise & ω1 =speech in noise), the optimal decision
rule that minimizes the error probability is the Bayes classifier. Given an J-
dimensional observation vector x̂ to be classified, the problem is reduced to
selecting the class (ω0 or ω1) with the largest posterior probability P(ωi|x̂).
From the Bayes rule:

L(x̂) =
px|ω1(x̂|ω1)
px|ω0(x̂|ω0)

>
<

P [ω0]
P [ω1]

⇒ x̂ ↔ ω1
x̂ ↔ ω0

(5)

In the LRT, it is assumed that the number of observations is fixed and repre-
sented by a vector x̂. The performance of the decision procedure can be improved
by incorporating more observations to the statistical test. When M = 2m + 1
measurements x̂−m, x̂−m+1, . . . , x̂m are available in a two-class classification
problem, a MO-LRT can be defined by:

LM (x̂−m, x̂−m+1, ..., x̂m) =
px−m,x−m+1,...,xm|ω1(x̂−m, x̂−m+1, ..., x̂m|ω1)
px−m,x−m+1,...,xm|ω0(x̂−m, x̂−m+1, ..., x̂m|ω0)

(6)

In order to evaluate the proposed MO-LRT VAD on an incoming signal, an
adequate statistical model for the feature vectors in presence and absence of
speech needs to be selected. The model selected is similar to that used by Sohn
et al. [3] that assumes the DFT coefficients of the clean speech (Sj) and the
noise (Nj) to be asymptotically independent Gaussian random variables. In our
case, the decision rule is formulated over a sliding window consisting of 2m+ 1
observation vectors around the frame for which the decision is being made (see
figure 1), then we have to assume they are at least jointly Gaussian distributed
as in equation 2.

The PCA algorithm presented in the next section decorrelates the observed
signals x̂k into a set of independent signal ŝk hence the MO-LRT in equation 6
can be expressed as:

�l,m =
l+m∑

k=l−m

ln
psk|ω1 (̂sk|ω1)
psk|ω0 (̂sk|ω0)

(7)

1 Observe how any transformation of the kind x = (VW)Tx where V is a orthogonal
matrix (VVT = VT V = I) yields the same result.
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Fig. 1. Signal Model used in the PCA-MO-LRT. Observe how the use of overlapped
windows introduces some correlation in the Observation Space then the assumption of
statistical independence is not appropriate.

where l denotes the frame being classified as speech (ω1) or non-speech (ω0) and
the pdf of the observations can be computed using:

p(̂s|ω0) =
J−1∏
j=0

1
πλN (j) exp

{
− |sj |2

λN (j)

}
p(̂s|ω1) =

J−1∏
j=0

1
π[λN (j)+λS(j)] exp

{
− |sj |2

λN (j)+λS(j)

} (8)

where sj represents the uncorrelated noisy speech DFT coefficients, J is the DFT
resolution and λN (j) and λS(j) denote the variances of Nj and Sj , respectively.

By defining: Φ(k) = ln
psk|ω1 (̂sk|ω1)
psk|ω0 (̂sk|ω0)

, the LRT can be recursively computed:

�l+1,m = �l,m − Φ(l −m) + Φ(l +m+ 1) (9)

and the decision rule is defined by:

�l,m
≥ η
< η

frame l is classified as speech
frame l is classified as non - speech (10)

where η is the decision threshold which is experimentally tuned for the best
trade-off between speech and non-speech classification errors.

4 Recursive PCA Applied to VAD

In order to recursively evaluate the LRT over the set of uncorrelated signals in
the current frame l we use a result in [9]. In the frame l+1 the PCA components
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for the MO-window l−m, . . . , l+m are computed as a function of the previous
MO-window centered at frame l. Since:

RM =
1
M

M∑
i=1

xixT
i =

M − 1
M

RM−1 +
1
M

xMxT
M (11)

where M denotes the number of observation (M = 2m + 1), we obtain the
following recursive formula for the eigenvectors and eigenvalues:

QMMΛMQT
M = QM−1[(M − 1)ΛM−1 + αMα

T
M ]QT

M (12)

where RM = QMΛMQT
M and αM = QT

M−1xM . Using a matrix perturbation
analysis approach of a matrix in the form (Λ +ααT ), we can obtain a recursion
for the eigenvalues and eigenvectors as [9]:

QM = [QM−1(I + PV)]TM

ΛM = [(1 − λM )ΛM−1 + PΛ]T−2
M

(13)

where TM is a diagonal matrix containing the inverses of the norms of each
column of the matrix in brackets (top); PV is an antisymmetric matrix whose
(i, j)th entry is αiαj/(λj +α2

j −λi−α2
j) if j �= i, and 0 if j = i; PΛ is a diagonal

matrix whose ith diagonal entry is α2
i ; and λM is a memory depth parameter.

Using the set of equations 13 we can obtain the uncorrelated components of the
decision frame l from the decision frame l− 1 in a two step procedure: Let RM,l

denote the covariance matrix on the decision frame l of order M = 2m+ 1.

1. From equation 13 obtain RM−1,l using RM,l and α = αl−m.
2. From equation 13 obtain RM,l+1 using RM−1,l and α = αl+m.

With the aim of this recursion, the proposed VAD is computationally efficient
enough to be used on a real time application and eludes the iterative eigenvector
decomposition in each MO-window.

5 Experimental Framework

The ROC curves are used in this section for the evaluation of the proposed
VAD. These plots completely describe the VAD error rate and show the trade-
off between the speech and non-speech error probabilities as the threshold varies.
The Aurora 3 Spanish SpeechDat-Car database was used in the analysis. This
database contains recordings in a car environment from close-talking and hands-
free microphones. Utterances from the close-talking device with an average SNR
of about 25 dB were labeled as speech or non-speech for reference while the VAD
was evaluated on the hands-free microphone. Thus, the speech and non-speech
hit rates (HR1, HR0) were determined as a function of the decision threshold for
each of the VAD tested. In figure 2 we observe an example of the VAD operation
showing the components extracted by the recursive PCA and the correlation plot
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Fig. 2. Example of VAD operation for m = 3 and resolution J = NFFT = 256 (a)
Set of observed DFT signals (2m + 1 = 7 windows) on speech frames. (b) Independent
DFT signals on speech frames. (c) The correlation plot of the DFT observation vectors
over the set of overlapped windows (m=8) reveals the non suitability of the previously
proposed models (they are not independent as they are correlated).
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Fig. 3. ROC curves of the proposed BLRT VAD and comparison to standard and
recently reported VADs

over the set of overlapped windows which shows that the independent assumption
cannot be made.

Fig. 3 shows the ROC curves in the most unfavourable conditions (high-speed,
good road) with a 5 dB average SNR. It is shown that the ICA-VAD obtains very
good performance at low FAR0 (applications designed for speech detection) and
at the common working areas (FAR0 < 10 and HR0 > 80). This is motivated by
a shift-up and to the left of the ROC curve which enables working with improved
speech and non-speech hit-rates. In the middle area the VAD reproduces the
same accuracy as the previous work MO-LRT [7] using a completely different
set of input signals (decorrelated). The improved detection rate over the latter
method is major in such applications. The proposed VAD outperforms the Sohn’s
VAD [3], which assumes a single observation in the decision rule together with an
HMM-based hangover mechanism, as well as standardized VADs such as G.729
and AMR and recently reported methods [5, 6, 4]. Thus, the proposed VAD works
with improved speech/non-speech hit-rates when compared to the most relevant
algorithms to date.

6 Conclusion

In this paper we have introduced the concept of Blind Source Separation in VAD
applications. We have shown that PCA can be used as a preprocessing step in
this scenario for improving the accuracy of LRT based VADs. The proposed
algorithm is optimum in those scenarios (FAR0 → 0) where the loss of speech
frames could be unacceptable, causing a system failure. The VADs have been
employed as a part of Speech Recognition Systems (i.e. ASR Systems) in the
last years providing significant benefits. Hence the proposed VAD can be used
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to obtain relevant improvements over all standardized VADs in speech/pause
detection accuracy and recognition performance.
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Abstract. We characterize the performance and energy attributes of scientific
applications based on nonlinear partial differential equations (PDEs). where the
dominant cost is that of sparse linear system solution. We obtain performance
and energy metrics using cycle-accurate emulations on a processor and memory
system derived from the PowerPC RISC architecture with extensions to resemble
the processor in the BlueGene/L. These results indicate that low-power modes
of CPUs such as Dynamic Voltage Scaling (DVS) can indeed result in energy
savings at the expense of performance degradation. We then consider the impact
of certain memory subsystem optimizations to demonstrate that these optimiza-
tions in conjunction with DVS can provide faster execution time and lower energy
consumption. For example, on the optimized architecture, if DVS is used to scale
down the processor to 600MHz, execution times are faster by 45% with energy
reductions of 75% compared to the original architecture at 1GHz. The insights
gained from this study can help scientific applications better utilize the low-power
modes of processors as well as guide the selection of hardware optimizations in
future power-aware, high-performance computers.

1 Introduction

As microprocessors’ clock frequencies have increased in recent years, their correspond-
ing power consumption has also increased dramatically. The peak power dissipation and
consequent thermal output often limit processor performance and hinder system relia-
bility. Thus, due to thermal and cost concerns, architectural approaches that reduce over-
all energy consumption have become an important issue in high-performance parallel
computing. The IBM BlueGene/L [17] is one example of power-aware supercomputer
architectures, where lower-power, lower-performance processors are integrated into a
massively parallel architecture, resulting in performance sufficient to claim the top spot
in the Top500 list of supercomputer sites [27]. To fully exploit the performance potential
of existing and future low-power architectures in scientific computations, the commu-
nity must investigate the effects of hardware features on both performance and power.

� This work is supported by the National Science Foundation through grants ACI-0102537,
CCF-0444345 and DMR-0205232.
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Such work will have a two-fold impact: first, we will be able to target performance
optimizations effectively; second, understanding the effects of new hardware features
on realistic applications can help in the design of the next generation of power-aware
architectures.

In this paper we profile a simulation of driven cavity flow [10] that uses fully im-
plicit Newton-Krylov methods to solve the resulting system of nonlinear PDEs. We
have selected this model problem because it has properties that are representative of
many large-scale, nonlinear PDE-based applications in domains such as computational
aerodynamics [1], astrophysics [16], and fusion [26]. The most time-consuming portion
of the simulation is the solution of large, sparse linear systems of equations. Thus, we
profile this kernel and interpret the impact of different memory hardware features and
algorithm choices on the performance and power characteristics of the model problem.

The remainder of this paper is organized as follows. Section 2 summarizes related
power-performance studies. Section 3 provides an overview of the driven cavity appli-
cation, while Section 4 describes our approach to profiling its performance and power
consumption. In Section 5 we present the results of these simulations. We conclude in
Section 6 with observations of profiling trends and comments on future work.

2 Related Work

There are a number of studies on power-aware software optimization. The principal
approach targets the use of dynamic voltage scaling (DVS) [25] to save central process-
ing unit (CPU) energy. The basic idea of DVS is to reduce runtime energy as much
as possible without a significant reduction in application performance; this technique
allows the reduction of CPU idle time and consequently enables machines to spend
more work time in a lower-power mode. Several studies investigate scheduling for
DVS [9, 29, 15, 28, 18] or DVS-aware algorithms [19, 20]. However, we are not aware
of any profiling and optimization approach that focuses explicitly on high-performance
scientific computing.

There are few existing efforts to build power consumption models of applications [6,
11]. These approaches utilize performance counters on CPUs and actual power sam-
ples to build a model, thereby making this approach viable only when such counters
and power measurements are available – usually not the case for newly released archi-
tectures. Rose et al. [13] are incorporating some temperature-based power estimates in
the SvPablo tool, in addition to traditional hardware counter performance metrics. Feng
et al. [14] are building a profiling tool that characterizes the power consumption and
performance of scientific benchmarks, including SPEC CPU2000 [12] and the NAS
parallel benchmarks [2]. Further investigation is needed to characterize and understand
the behavior of real scientific applications.

3 A Model PDE-Based Application: Driven Cavity Flow

To explore power issues arising in the solution of large-scale nonlinear PDEs, we focus
on the model problem of two-dimensional flow in a driven cavity, which has properties
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that are representative of our broader class of target applications. This problem is re-
alistic yet sufficiently simple to provide a good a starting point for understanding the
performance and energy attributes of PDE-based simulations.

The model is a combination of lid-driven flow and buoyancy-driven flow in a two-
dimensional rectangular cavity. The lid moves with a steady and spatially uniform ve-
locity and sets a principal vortex by viscous forces. The differentially heated lateral
walls of the cavity invoke a buoyant vortex flow, opposing the principal lid-driven vor-
tex. The nonlinear system can be expressed in the form f(u) = 0,where f : Rn → Rn.
We discretize this system using finite differences with the usual five-point stencil on a
uniform Cartesian mesh, resulting in four unknowns per mesh point (two-dimensional
velocity, vorticity, and temperature). Further details are discussed in [10]. Experiments
presented in Section 5 employ a 64 × 64 mesh and the following nonlinearity parame-
ters: lid velocity 10, Grashof number 600, and Prandtl number 1.

We solve the nonlinear system using an inexact Newton method (see, e.g., [23])
provided by the PETSc library [3], which (approximately) solves the Newton correction
equation

f ′(uk−1) δuk = −f(uk−1) (1)

and then updates the iterate via uk = uk−1 + α · δuk, where α is a scalar determined
by a line search technique such that 0 < α ≤ 1. The overall time to solution is typically
dominated by the time for repeatedly solving the sparse linearized systems (1) using
preconditioned Krylov methods; such sparse solution comprises over 90% of the ap-
plication execution time [5]. Consequently, the experiments in Section 5 focus on this
important computational kernel. The dominance of sparse linear solves in overall time
to solution is typical of many applications solving nonlinear PDEs using implicit and
semi-implicit schemes.

4 Methodology

Our goal is to characterize the performance and power attributes of nonlinear PDE-
based applications when low power modes, such as DVS, are used. An additional goal
is to characterize the impact of memory subsystem optimization on performance and
power. We use architectural emulation with cycle-accurate simulation of our application
code to derive performance and power characteristics. For this purpose, we use Sim-
pleScalar [8] and Wattch [7], which are two well-accepted tools in the computer archi-
tecture community. SimpleScalar is a cycle-accurate emulator of C code on a RISC ar-
chitecture, which can be specified in full detail. Wattch is an extension of SimpleScalar
and provides power consumption and energy metrics.

We start with a base architecture, denoted as B, to represent a processor and mem-
ory subsystem similar to that of the IBM BlueGene/L [17], designed specifically for
power-aware scientific computing. B has two floating-point units (FPUs) and two inte-
ger arithmetic logic units (ALUs). The cache hierarchy consists of 32KB data / 32KB
instruction Level 1 cache, 2KB Level 2 cache (L2), and 4MB unified Level 3 cache
(L3). The L3 cache uses Enhanced Dynamic Random Access Memory (eDRAM) tech-
nology, similar to the BlueGene/L [17]. The main memory has 256MB of Double Data
Rate SDRAM 2 (DDR2). The system is configured for a CPU frequency of 1000MHz
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with corresponding nominal Vdd voltages to model the effect of DVS. The frequency
- Vdd pairs we use are: 400MHz-0.66V; 600MHz-0.84V; 800MHz-0.93V; 1000MHz-
1.20V. We can then simulate the effects of DVS by scaling the frequency to 800MHz,
600MHz, and 400MHz with corresponding scaling of Vdd.

We employ a set of memory subsystem optimizations considered first in the evalua-
tion of power and performance trade-offs of simple sparse kernels [21]:

– W: A wider memory bus of 128 bytes, as opposed to the 64-byte memory bus in
the base architecture B.

– MO: Open memory page policy. This policy determines whether memory banks
stay open or closed after a read/write operation. An open policy is more appropriate
when there is some locality of data accesses.

– LP: Level 2 cache prefetching. After a read operation, the next line is prefetched.
This optimization can improve performance if the data access pattern has locality.

– MP: Memory prefetching. This option is similar to LP above, but now the prefetch-
ing is done by the memory controller to avoid the latency of accessing the memory.

– LM: Load miss prediction logic. This feature can avoid L2 and L3 latencies when
data is not present in the cache hierarchy.

We use labels of the form B+W+MO to specify a configuration that augments the
basic architecture (B) with the wider data path (W) and memory-open (MO) features.
Such memory subsystem optimizations are feasible and have been studied earlier in the
architecture community. We evaluate the impact of these architectural configurations on
the performance of sparse solvers in conjunction with DVS. More specifically, we focus
on the seven configurations specified by: B, B+W, B+W+MO, B+W+LP, B+W+MP,
B+W+LM, and B+W+MO+LP+MP+LM (or All).

5 Empirical Results

We simulate the driven cavity flow code introduced in Section 3 on SimpleScalar and
Wattch to understand the performance and power attributes of its dominant compu-
tation, namely solving the sparse linear system given by Equation (1). We focus on
observed performance and power metrics during the first iteration of Newton’s method
for different choices of the linear solver. We consider four popular schemes which are
provided within PETSc [3]: the Krylov methods GMRES(30) and BiCG in combination
with the incomplete factorization preconditioners ILU(0) and ILU(1) (see, e.g., [4,24]).

We begin by characterizing performance and power for B, at 1000MHz and when
DVS is used to scale down to 800MHz, 600MHz, and 400MHz. Figure 1 shows the ex-
ecution time in seconds (left), and the average system power per cycle in Watts (center)
for the four sparse linear solution schemes, namely GMRES(30) + ILU(0), GMRES(30)
+ ILU(1), BiCG + ILU(0), and BiCG + ILU(1). The y axis represents values of the ex-
ecution time or power at frequencies of 400MHz, 600MHz, 800MHz, 1000MHz for B.
As expected, with frequency scaling down to lower values, the execution time for all
methods increases. However, the relative increase for the same change in the frequency
is different for different solvers. For example, BiCG+ILU(0) shows a greater increase
in execution time than BiCG+ILU(1) when the frequency is scaled down from 600MHz
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Fig. 1. Execution time in seconds (left), average system power per cycle in Watts (center), and
energy in Joules (right) for one linear system solution with the base architecture at frequencies of
400MHz, 600MHz, 800MHz, and 1000MHz
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Fig. 2. Execution time in seconds (left), average system power per cycle in Watts (center), and
total energy in Joules (right) for one linear system solution using GMRES(30)+ILU(1) (top)
and BiCG+ILU(1) (bottom) at frequencies of 400MHz, 600MHz, 800MHz, and 1000MHz when
memory subsystem optimizations are added sequentially starting with the base architecture

to 400MHz. The average power values are not substantially different across the solvers.
This situation is not surprising as the underlying operations in the solvers are similar
and therefore utilize the components of the architecture similarly. The corresponding
energy values are shown in Figure 1 (right). As expected, the solvers consume substan-
tially less energy at lower frequencies. However, such energy reductions through DVS
come at the expense of degradation in the performance of the solvers, as indicated by
substantial increases in execution time at the lowest frequency.
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We next explore how the memory subsystem optimizations described in Section 4
help to improve performance. In Figure 2 (left), we focus on GMRES(30) + ILU(1)
and BiCG + ILU(1). Each plot shows the execution time of a specific solver as the fre-
quency is kept fixed and the architecture is changed to reflect the seven configurations,
B, B+W, B+W+MO, B+W+LP, B+W+MP, B+W+LM, and All. These configura-
tions are shown along the x axis, while the y axis values indicate execution time in
seconds.

Again, the execution times for all architectural configurations and solvers increase
as frequency scales down to lower values. The trends are similar for both solvers.
More significantly, the execution times for B at 1000MHz are higher than the execution
times when even the simplest optimization is added at lower frequency values down to
600MHz. A dotted flat line indicates the time for the solver on B at 1000MHz. When all
optimizations are included, i.e., the configuration All, even at 400MHz the performance
is improved over that observed for B at 1000MHz.

Figure 2 (center) shows the average system power per cycle in Watts corresponding
to the execution times shown earlier in Figure 2 (left). Adding architectural optimiza-
tions increases the power incrementally. However, these increases are less significant
than the substantial decreases obtained from DVS. Thus, system power values for the
base architecture at 1000MHz are higher than at 400MHz, 600MHz and 800MHz con-
sistently.

Figure 2 (right) shows the energy consumed by GMRES(30)+ILU(1) and
BiCG+ILU(1). Once again we use a dotted line to denote the value for the base archi-
tecture at 1000MHz. Observe that with memory subsystem optimizations, the energy is
reduced even without DVS. This effect, which is observed at all frequencies, is primar-
ily due to improvements in execution time. For example, when using all optimizations
at 600MHz, substantial reductions in energy are realized for both solvers. From these
results, we conclude that the proper selection of memory subsystem optimizations in
conjunction with DVS can reduce both execution time and energy consumed.

To quantify the relative improvements in execution time and energy, we define the
following relative reduction (RR) metric. Consider a specific solution scheme, i.e., a
specific combination of a Krylov method and preconditioner. Let Tf,q denote the ob-
served execution time at frequency f MHz for an architectural configuration labeled q.
We define RR with respect to the execution time for B at 1000MHz, i.e., T1000,B as:

RR(T )f,q = (T1000,B − Tf,q)/T1000,B. (2)

Positive RR values indicate reductions in execution time, while negative values indicate
increases. We can also define a corresponding RR metric for energy; we denote this for
frequency f MHz and architectural configuration q as RR(E)f,q.

Figure 3 showsRR(T ) andRR(E) for each solver at each frequency for All relative
to values for B at 1000MHz. RR values for the four solvers are indicated by a group of
four bars at each frequency; the average value at each frequency is used in the line plot.
Observe that on average, execution time is improved by approximately 20% at 400MHz
with energy improvements of approximately 80%. Furthermore, if DVS is used to scale
down to 600MHz, performance improvements are in excess of 45% on average with
energy reductions of approximately 75%.
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Fig. 3. Relative reductions (RR) in execution time (left) and energy (right) for one linear system
solution with the architectural configuration All with respect to time/energy values for the basic
architecture at 1000MHz. The line indicates the average reductions at each CPU frequency.

6 Conclusions

With the need for low-power, high-performance architectures, the combined perfor-
mance and power characteristics of scientific applications on such architectures are an
important area of study. In this paper, we observe the impact of memory subsystem
optimizations and different linear solvers on the performance and power consumption
of a nonlinear PDE-based simulation of flow in a driven cavity. Results using the Sim-
pleScalar and Wattch simulators indicate that memory subsystem optimization plays
a more important role than CPU frequency in reducing both execution time and power
consumption. These results, taken together with our earlier studies [5,22] demonstrating
the impact of different solution schemes on quality and performance, indicate that there
is significant potential for developing adaptive techniques to co-manage performance,
power and quality trade-offs for such scientific applications.
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Abstract. This paper presents a methodology for calculating silicon
nanowire (SiNW) bandstructures on parallel machines. A partition
scheme is developed through domain decomposition and loading bal-
ance is considered for scheduling jobs on machines with different efficien-
cies. Using sp3d5s∗ tight-binding model, the Hamiltonian matrix of the
SiNW is constructed and its eigenvalues are extracted with the Implicitly
Restarted Arnoldi Method. Parallel calculation performance is tested on
identical machines finally and a linear speedup is gained as the number
of nodes increases.

1 Introduction

The future’s scaling down of device size based on conventional silicon technology
is predicted to face fundamental physical limits in the near future. In order
to achieve the device miniaturization into nanometer scale, it is expected that
conventional device structures should be modified or totally altered. With the
rapid progress in nanofabrication technology, SiNWs with small diameters (<20
nm) have been synthesized and extensively studied for potential applications in
nanoelectronics [1][2]. Due to the strong quantum confinement (QC) in ultrathin
SiNWs, atomic bandstructure effects [3] are expected to play an important role
on their device characteristics.

For modelling the nanoscale device characteristics, any realistic electronic
model, whatever the underlying basis, must accurately reproduce the experimen-
tally verified band gaps and effective masses for the relevant bands. The strength
of tight-binding (TB) techniques is their ability to properly model such crucial
material properties with a localized, atomistic orbital basis [4]. TB models have
therefore developed into the primary choice for many researchers interested in
the quantitative modelling of electronic structure on a nanometer scale. For the
accurate description of the conduction subbands of the nanowire, it is necessary
to include higher orbitals beyond the minimal sp3 basis [4] and to employ the
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sp3d5s∗ TB model, which was developed by Jancu et al. [5] and was found to
describe quite well up to the two lowest conduction bands and as well as the
valance bands of bulk Si.

Application of sp3d5s∗ TB model on SiNW bandstructures computation cov-
ers a broad spectrum of Brillouin zone and energy bands of interests [6]. In many
practical cases, physical domains, which require a huge number of finite differ-
ence computational grids, are inevitable, and a complex nanowire cross-section
is needed. In such circumstances, not only the PC memory size is too small to
carry out the computations, but also a lot of CPU time is required. To facili-
tate such computational demand, tasks can be distributed to several machines
so that each node is responsible for a smaller sub-task only. This idea underlies
the present work of parallelizing the calculation of SiNW bandstructures. The
implementation of the proposed parallel algorithm through domain decomposi-
tion on the Itanium-2 cluster is done by employing the commonly used message
passing interface (MPI) library [7].

This paper is organized as follows. Section 2 presents the partition scheme
through domain decomposition, followed by Section 3 which gives the algorithm
for scheduling jobs on parallel machines with different efficiencies. In section 4,
the computation for energy levels with sp3d5s∗ TB model on a single node ma-
chine is explained in detail. In Section 5, the bandstructures for SiNWs oriented
along [112] direction with different cross-section shapes are computed and the
performance is evaluated. Finally, a conclusion is given to close this paper.

2 Partition Scheme

A detailed calculation of the SiNW bandstructures in Brillouin zone needs a
large number of finite difference computational grids, i.e. energy levels on a long
list of k values are needed. Once the energy levels on each k point are carried
out, the whole bandstructure could be charted by connecting the corresponding
energy level respectively. Considering this, the partition scheme is straightfor-
ward developed through domain decomposition, and a master/slave program
architecture is adopted for the parallel implementation.

On the first stage, a list of k values in the Brillouin zone are selected by the
master node, then they are decomposed and distributed to the slave nodes in the
cluster. When the energy levels computation is finished on one slave node, the
results are sent back to the master and a new k value will be assigned. As shown
in Fig. 1, this procedure continues until all points have been sent out and then
the whole bandstructure is charted. In this partition scheme, communication
occurs only between the master and slave nodes during the parallel computa-
tion, consequently, the partition scheme has a good scalability when grid size
increases.

Another important aspect in parallel calculation is loading balance: for an
urgent need for speed, jobs should be assigned to the slave nodes according to
their computation abilities. In Sect. 3, We will show that this optimizing problem
is polynomially solvable in our circumstance.
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Fig. 1. Overview of the parallel calculation process

3 Scheduling Jobs on Parallel Machines

In this section, we consider the scheduling problem where n jobs J1, . . . , Jn have
to be processed by m machines with different efficiencies. Each job is described
by a release date ri, a processing time pi and a cost function fi(t). This function
represents the cost induced by Ji when it is finished at time t. The problem of
minimizing the sum of the fi functions consists of finding a set of completion
times Ci for each job Ji such that:

– jobs start after their release date, i.e., ∀t, Ci − pi ≥ ri,
– no more than m machines are used at any time t, i.e., ∀t, |{Ji||Ci − pi ≤ t <
Ci}| ≤ m,

– the objective function
∑

i fi(Ci) is minimal.

This problem, denoted as the (P |ri
∑
fi(Ci)) in the standard scheduling ter-

minology (e.g., [8]) is a generalization of several NP-hard scheduling problems.
However, we refer to Brucker and Knust [9] for up to date complexity results
on machine scheduling. As shown below, we study the specially practical case
where:

– jobs are identical, i.e. differences between calculating energy levels of different
k values are neglected,

– job release dates are the same and equal to zero,
– jobs are scheduled on uniform parallel machines (i.e., on machines that do

not run at the same speed).



Computation of Si Nanowire Bandstructures 253

This optimizing problem is solved in this paper with a greedy algorithm.
The initial list, which contains the time required to complete one job for each
machine, is first established and the times are sorted from earliest to latest, then
a job is assigned to the machine that corresponds to the first completion time
in the list. This completion time is then increased by the time to complete an
additional job on the machine, and the list is stored. This process is repeated until
all the jobs have been sent out. When the procedure is finished, we successfully
schedule these n jobs on m machines for the earliest completion time. This
scheme satisfies the minimality property described in [10] and the algorithm is
listed below. A time complexity analysis of this algorithm for scheduling a set
of n jobs on m machines leads to Θ(mn).

algorithm GreedySchedule
const
n = the quantity of jobs;
m = the quantity of nodes;
Time: real array; {An array of size m, in which Time[i] stands
for the time required to complete one job on machine i}

Var
Scheme: integer array; {An array of size m}
Buffer: real array; {An array of size m}
i, j: integer;

begin
i := 0;
j := 0;
repeat
i := i + 1;
Scheme[i] := 0;
Buffer[i] := Time[i];

until i = m;
i := 0;
repeat
i := i + 1;
j := FindMin(Buffer); {FindMin(Buffer) finds the smallest element
in Buffer, and returns its index}
Buffer[j] := Buffer[j] + Time[j];
Scheme[j] := Scheme[j] + 1;

until i = n;
{Scheme is the array we want, in which Scheme[i] stands for the
number of jobs assigned to machine i}

end.

4 Calculating Energy Levels with TB Model

In this section, the calculation of energy levels with sp3d5s∗ TB model on a single
node machine is explained in detail. The Hamiltonian matrix is constructed first
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with TB model, and then the data structure is optimized to hold the Hamiltonian
matrix which has billions of entries. At last, the eigenvalues of the Hamiltonian
matrix, i.e. the energy levels, are extracted with the Implicitly Restarted Arnoldi
Method.

4.1 Building Hamiltonian Matrix

In sp3d5s∗ TB model, the basis wave function of a crystal with a 3-D traditional
symmetry is formed as a Bloch sum [6]:

Φαlk =
1

2
√
N

∑
j

ei(Rj+rl)·kφα(r −Rj − rl), (1)

where φα is the atomic orbital of the state indexed by α, k is the 3-D wave
vector, Rj denotes the position of the jth primitive cell and rl is the relative
position of the lth atom within the primitive cell [11]. The eigenfunction is then
expressed as a linear combination of Φαlk:

Ψk =
∑
α,l

CαlΦαlk. (2)

The Hamiltonian of the system is expanded upon Φαlk to form a matrix [6].
Due to the nearest neighbor approximation introduced by the TB method,

the Hamiltonian matrices of the SiNWs are always sparse, which usually range
from 50000×50000 to 500000×500000. In this work, such a Hamiltonian matrix is
constructed with basic sub-blocks in a pattern according to atom arrangement of
a specific nanowire. As a result, we record the matrix in sub-blocks rather than
other traditional ways of sparse matrix storage. As an example, we consider
a [112] oriented SiNW with a cross-section size of 7.5nm×7.5nm. The size of
the Hamiltonian matrix is 38400×38400. The number of nonzero entries of this
gigantic matrix is approximately 1.92×106. If the sparse storage is applied, the
memory needed to hold all the nonzero elements is 30M bytes. However, if the
representation of this matrix is stored in sub-blocks, only a constant memory of
70k bytes is required at each node.

4.2 Eigenvalue Computation

Eigenvalues of the Hamiltonian matrix are solved using the Implicitly Restarted
Arnoldi Method working on the Krylov subspace, and its related software pack-
age ARPACK, which is a collection of Fortran77 subroutines designed for large
scale eigenvalue problems [12], is employed in this work. During the Arnoldi
procedure, a matrix-vector multiplication is needed for solving the eigenvalues.
However, there is no limit on the data structure for the matrix. In this work,
a subblock-vector multiplication scheme is developed. As shown in Fig. 2, sub-
blocks and the corresponding parts of the vector are multiplied, and then the
results are collected and assembled into a new vector. Level 2 Basic Linear Alge-
bra Subprograms (BLAS) are included to achieve an optimum performance for
the multiplication.
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Fig. 2. The scheme of subblock-vector multiplication

As typically, only the energy levels near the bandgap (i.e., eigenvalues near the
zero point) are cared in device simulation, the Hamiltonian matrix is not neces-
sary to be diagonalized completely. However, the number of positive eigenvalues
may not balance with the number of negative ones. This is not a satisfying solu-
tion as the information of both the conduction band and valance band is needed.
To solve this problem, a matrix shift is carried out before matrix diagonalization.
The calculated eigenvalues are then shifted back and stored.

5 Results

The cluster used for the bandstructure calculation consists of eight 1.0GHz
Itanium-2 processors in four 2-CPU nodes connected through dual gigabit Ether-
net. The MPI software used on this platform is MPICH-1.2.6 and the compilers
are Intel Fortran and C/C++ compiler 9.0. The compilers switches used are:
−O2 − mcpu = itanium2 − mtune = itanium2. Additionally, the Intel Math
Kernel Library is included.

Bandstructures for three different SiNWs structures, including 56, 80, and 150
atoms in the supercell respectively, are computed. 24 points of k are chosen in
the Brillouin zone, for each one of which 200 energy levels are selected. Finally,
100 energy levels on each k point are chosen and the bandstructures are charted
in Fig. 3.

Fig. 4 shows the speedup and efficiency of the parallel calculation for differ-
ent numbers of processors used. Here, the speedup is defined as the ratio of the
run time using a single grid to the parallel run-time for calculating the band-
structures. From Fig. 4 we can see that a linear speedup is obtained and the
overall performance of the parallel calculation is very good. Finally the machine
time consumed for these three structures with different grid sizes is listed in
Table 1.
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Fig. 3. Bandstructures of three [112] oriented SiNWs with different dimensions

Table 1. Machine time for bandstructure calculation

56 atoms 80 atoms 150 atoms

#CPUs Time (s) #CPUs Time (s) #CPUs Time (s)
1 1866 1 3384 1 7296
2 888 2 1573 2 3666
4 460 4 862 4 1819
8 299 8 421 8 906

Fig. 4. Parallel computational speedup/efficiency
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6 Conclusion

We have presented a parallel methodology of bandstructure calculation of SiNWs
through domain decomposition in this paper. An algorithm has been developed
for loading balance on heterogenous machines. Data structure has been opti-
mized for storing the Hamiltonian matrix generated with sp3d5s∗ TB model,
and the eigenvalues have been extracted with the Implicitly Restarted Arnoldi
Method. Performance of the parallel methodology has been demonstrated on a
cluster of identical parallel machines, and a linear speedup has been obtained.
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Abstract. A semi-Lagrangian scale selective finite difference scheme for 
hydrostatic atmospheric model is developed. The principal characteristics of the 
scheme are solution of the trajectory equations for advection, explicit first order 
approximation of physically insignificant adjustment terms and implicit time 
splitting discretization of the principal physical modes. This approach allows 
the use of large time steps, keeps practically the second order of accuracy and 
requires at each time step the amount of calculations proportional to the number 
of spatial grid points. The performed numerical experiments show 
computational efficiency of the proposed scheme and accuracy of the predicted 
atmospheric fields. 

1   Introduction 

Atmosphere parameters have a wide spectrum of spatial and temporal variations. 
Accordingly, the mathematical models of atmosphere (Euler or Navier-Stokes 
equations) contain solutions of different space and time scales. Analysis of the 
linearized equations reveals three principal types of atmospheric waves: acoustic, 
gravitational and inertial waves. Studying certain physical phenomenon one can try to 
filter the secondary effects still keeping all essential characteristics of the principal 
part. Analysis of the atmospheric data shows that weather systems are essentially 
defined by inertial motions while acoustic waves are practically neglectable. For large 
scale atmospheric dynamics the hydrostatic hypothesis is usually applied to filter out 
acoustic waves and simplify the governing equations. It has been proved to be 
effective simplification producing high quality atmospheric fields at reduced 
computational cost. Further attempts of simplification (Boussinesq, barotropic, quasi-
geostrophic, etc. approximations) have not been succeeded in keeping the same level 
of the forecast accuracy. 

Although gravity waves seems to be analytically inseparable from inertial ones and 
their contribution to weather systems is not neglectable, one can try to divide the 
entire spectrum of these waves in more relevant and insignificant parts by using 
appropriate numerical methods. This approach can be practically implemented if 
vertical decoupling takes place. In fact, expansion of the atmospheric fields by 
vertical normal modes reveals high heterogeneity in the distribution of available 
energy: few greatest vertical modes are responsible for about ninety percent of total 
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energy. This way, the general variability can be well predicted if the first vertical 
modes are approximated accurately while others are resolved more coarsely. 
Moreover, insignificant gravity waves contained in the smallest vertical modes can be 
approximated with even lower accuracy.  

In this study, a scale separation is applied in the context of semi-Lagrangian semi-
implicit (SLSI) method, which is currently the most efficient approach in numerical 
weather prediction and atmospheric modeling [8,11,15,16]. In this method the 
advective part is represented by equations of the trajectories of fluid particles, 
nonlinear terms are approximated explicitly and linear gravity waves implicitly along 
the above trajectories. At each time step the implicit terms require solution of 3D 
elliptic problem. Vertical decoupling transforms this problem into a set of 2D 
Helmholtz equations and eliminates necessity for implicit approximation of the 
insignificant vertical modes, but solution of the remaining elliptic problems is still 
expensive part of computations [4,7]. To overcome this difficulty, a time splitting 
method is applied to factorize each remaining 2D Helmholtz equation in a set of 1D 
problems, which are solved very effectively by direct Gelfand-Thomas algorithm. In 
order to reduce the splitting errors, which become great when time step exceeds the 
Courant-Friedrichs-Lewy (CFL) condition with respect to advection, the modified 
splitting proposed by Douglas et al. is applied [6,9,10,17]. This way, joining different 
numerical techniques we are able to construct computationally efficient and accurate 
SLSI model for the hydrostatic equations of the atmosphere.  

2   Primitive Equations  

Using time coordinate t , horizontal cartesian coordinates yx,  and vertical coordinate 

spp=σ , the governing equations of the hydrostatic atmosphere can be written as 

follows [11]: 

ux NGfv
dt

du +−=  , vy NGfu
dt

dv +−−=  , (1) 

RTG −=σln  , (2) 

σσ−−= D
dt

dP
 , T

p

N
dt

dP

c

RT

dt

dT ++⋅=
σ
σ0  . (3) 

Here TPGvu ,,,,, σ  are unknown functions, namely, u  and v  are the horizontal 

velocity components, σ  is the vertical velocity component, yx vuD +=  is the 

horizontal divergence, spP ln= , p  and sp  are the pressure and surface pressure 

respectively, T  is the temperature, PRTG 0+= Φ , gz=Φ  is the geopotential, z  is 

the height, constT =0  is the reference temperature profile.  

The nonlinear terms uN , vN , TN  are expressed in the form  

( ) xu PTTRN 0−−= , ( ) yv PTTRN 0−−=  , 
( )

−−
−

−= σσ
σ
σ

D
c

TTR
N

p
T

0 . 
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The individual 3D derivative is  

σϕσϕϕϕϕ +++= yxt vu
dt

d
   , TPvu ,,,=ϕ  

and the following parameters are used: f  is the Coriolis parameter, g  is the 

gravitational acceleration, R  is the gas constant of dry air, pc  is the specific heat at 

constant pressure. Hereinafter the subscripts σ,,, yxt  denote the partial derivatives.  

3   Semi-Lagrangian Scale Selective Algorithm 

The developed algorithm follows the general outline of the two-time-level SLSI 
method [11,15,16] with modifications imposed by application of vertical decoupling 
and horizontal splitting. First, the backward in time trajectory equations are solved:  

V
r =

dt

d
 ,  ( )σ,, yx=r  , ( )σ,,vu=V  , [ ]1, +∈ nn ttt  ;  ( ) a

nt rr =+1 . (4) 

Here ar  are given coordinates of the arrival points chosen to be the grid points. One 

standard procedure for finding the departure points ( ) d
nt rr =  is solving (4) by the 

fixed point iterations [11,15]  

( ) ( ) ( )( )21 21 sss n rrVr ∆τ∆ −=+ +  , ( ) ( )ss a rrr −=∆ , (5) 

with velocity defined by the extrapolation formula at the intermediate time level 

( )τ2121 +=+ ntn : ( ) 23 121 −+ −= nnn VVV  . Here s is the iteration number and τ  is 

the time step. If the iteration convergence condition [14] 

( )σσσ σσστ ,,,,,,,,max,
3

2
yxyxyxd

d

vvvuuuV
V

=≤   (6) 

is satisfied, then trilinear spatial interpolation of the velocity components to the 
trajectory points ensures finding the departure points with the second order  
of accuracy [13,15,16]. Using the maximum values of the wind component 

variations 14 s105.1 −−⋅≈dV , the maximum allowable time step obtained from (6) is 

min70≈τ . 
The second stage consists of semi-Lagrangian forward-backward approximation of 

the prognostic equations (1),(3):  

2111
1

ˆˆ
ˆ +++

+
+−=− n

u
n
x

n
nn

NGvf
uu

τ
 , 211

1
ˆˆ ++

+
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nn

NGfu
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τ
 , 

(7) 

nn
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σσ
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, 21

1
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++
++−=− n

T

nnn

p

nn
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PP
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 Semi-Lagrangian Scale Selective Two-Time-Level Scheme 261 

The nonlinear terms are found by extrapolation at the intermediate time level 21+nt : 

−+−=+=
−−++

+

2

3

2

3

2

1

2

112121
21

nnnnnn
n NNNNNN

N , Tvu NNNN ,,= . 

The superscripts 1−n , n  and 1+n  denote the values at the past 1−nt , current nt  and 

new 1+nt  time levels along the trajectory of air particles, that is,  

( )( )11
1 , ++

+ = nn
n tt rϕϕ , ( )( )nn

n tt r,ϕϕ = , ( )( )11
1 , −−

− = nn
n tt rϕϕ , σϕ ,,,,,, DTPGvu= . 

Formulas (7),(8) can be solved in simple explicit way, but they have only the first 
order of accuracy and very restrictive CFL condition of stability: 

gg ch2≤τ  , (9) 

where gh  is a mesh size of spatial grid used for the gravity terms (that is, for the 

pressure gradient and divergence) and smcg 350≈  is the maximum velocity of the 

gravity waves in the primitive system. On the spatial grid C with the main mesh size 
kmh 50= , the minimum gravity mesh size is kmhhg 252 ==  [11]. Then the 

maximum allowable time step is about sec100 , which is very small as compared with 
accuracy requirements. If the coarser mesh size of 75km is used for approximation of 
the pressure gradient and divergence, then min5≈τ , which is still small. 

The third stage consists of vertical decoupling and formulation of equations for 
implicit and more accurate approximation of the principal vertical modes. To this end, 
the equations for corrections to preliminary values are considered: 

2

ˆ

2

ˆ xx GGvv
f

u δδδδ
τ

δ −
−−=  , 

2

ˆ

2

ˆ yy GGuu
f

v δδδδ
τ
δ −

−+−=  , (10) 

2

ˆ

2

ˆ
σσ σδσδδδ

τ
δ +

−+−= DDP
 , 

++=
σ

σδσδ
τ

δ
τ

δ
2

ˆ
0 P

c

RTT

p

 . (11) 

Here nn ϕϕϕδ −= +1ˆˆ  , and unknown functions found by the formulas 

δϕϕϕ += ++ 11 ˆ nn  , σϕ ,,,,,, DTPGvu=  

coincide with solution of usual two-time-level SLSI scheme described in [12,16].  
To avoid unnecessary corrections for insignificant vertical modes, the last system 

is vertically decoupled using the eigenvectors of the vertical structure matrix. To 
obtain these eigenvectors, the last two equations are simplified to the form 

2

ˆ
0 DD

c

RTT

p

δδ
τ

δσ
σ

+−=  . 
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and, by using the hydrostatic equation (2), temperature T is substituted by function G: 

2

ˆ
0

ln DD

c

R
RT

G

p

δδ
τ

δσ
σ

σ +=  . (12) 

Equations (10), (12) form the closed system for three unknown functions. After 
vertical discretization on the Lorenz vertical K  level grid [2,3,5], the discrete 
analogues of equations (10), (12) can be written as follows: 

2

ˆ

2

ˆ xxf
GGvvu δδδδ

τ
δ −

−−= ,
2

ˆ

2

ˆ yy
f

GGuuv δδδδ
τ

δ −
−+−= , 

2

ˆ
0

DD
A

G δδ
τ

δ +−= RT , 

(13) 

where GDvu ,,,  are the vectors of order K  and A  is KK ×  matrix of the vertical 
structure. The distribution of variables on the Lorenz vertical grid and some natural 
approximations to vertical operators can be found in [2,3,5]. Since discretization on 
this grid is more straightforward for keeping conservation properties of the primitive 
equations it seems to be the most popular vertical grid for hydrostatic models [2,5].  

It was proved in [5] that the matrix A  has the spectral decomposition 1−= SSA Λ  
with the positive eigenvalue matrix [ ]KλλΛ ,,1diag=  and the matrix of 

eigenvectors (that is, vertical normal modes) S . Of course, all these transformations 
and calculations related to finding of the vertical structure matrix and its spectral 
decomposition are made only once before numerical forecasting.  

Multiplying the equations of system (13) on the left by 1−S , one obtains K 
decoupled 2D systems 

2

ˆ

2

ˆ xkxkkk
k

GddGvddv
fdu

−
−

−
= ττ , 

2

ˆ

2

ˆ ykykkk
k

GddGuddu
fdv

−
−

+
−= ττ , 

2

ˆ
2 kk

k
DddD

cdG
+

−= τ . 

(14) 

Here Kk ,,1=  is the index of vertical mode, kk RTc λ0=  is the gravity wave 

speed of the k -th vertical mode and  

δϕϕ ⋅= −1Sd  ,  ϕδϕ ˆˆ 1 ⋅= −Sd    ,   kk RTc λ0
2 = , (15) 

that is, kdϕ  are the coefficients of expansion of physical corrections δϕ  by the 

vertical normal modes ks , which compile the matrix S , and analogously for kdϕ̂ . 

The eigenvalues kλ  (and kc ) are supposed to be numbered in decreasing order.  

From now on, we omit the subscript k, because it does not cause any ambiguity. 
The last step of the algorithm is solution of (14) for the first principal I modes 

(other modes remain without change) by applying a time splitting technique. Each 
system (14) for Ii ,,1=  is splitted into two subsystems solved successively for 
auxiliary corrections ϕ~d  and final corrections ϕd : 
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h
GdGdvdvd

fud xx +
−

−−=
2

ˆ~

2

ˆ~
~ ττ , 0~ =vd , 

2

ˆ~~ 2 xx udud
cGd

+
−= τ , (16) 

and 

0~ =− udud ,
2

ˆ

2

ˆ~ yy GdGdudud
fvdvd

−
−+−=− ττ ,

2

ˆ~ 2 yy vdvd
cGdGd

+
−=− τ . (17) 

Here h is an additional modification term by Douglas et al. [9,10]. It can be shown 
that (16),(17) is the second order approximation to (14) and the splitting error can be 
reduced with no penalty on simplicity of algorithm by choosing function h as follows: 

( ) xyy dv
c

GddG
f

du
f

h *
22

*
2

*
22

4
ˆ2

44

τττ +−−−= ,  1* −−= nnd ϕϕϕ . 

Each of the systems (16), (17) is transformed to 1D elliptic problem for G-
corrections and the last is solved by simple Gelfand-Thomas algorithm. Found 
corrections are added to the values of the greatest modes and inverse vertical 
transformation returns the physical fields composed of the principal modes evaluated 
by semi-Lagrangian semi-implicit scheme and secondary modes calculated by 
equations (7),(8).  

Applied scale separation allows to reduce the amount of computations at each time 
step and keep reasonably large time step. The linear stability analysis gives the 
approximate stability condition  

12 +≤ Ig chτ  (18) 

for the explicit modes ( 1+Ic  is the maximum gravity wave speed of the explicit 

modes) and the trajectory convergence restriction (6) for the implicit modes. Since 
gravity speeds decrease rapidly as I increases, the explicit treatment of the smallest 
vertical modes does not cause strict limitation on the time step.  

4   Numerical Tests 

The described scheme was applied to 20-level hydrostatic model on horizontal grid 
with mesh size km50=h . The first seven vertical modes with gravity wave speeds 

smc 3431 = , smc 2032 = , smc 1223 = , smc 1.784 = , smc 3.545 = , 

smc 9.406 = , smc 6.327 =  were corrected and the remaining modes were treated 

explicitly with mesh size km75=gh  for the gravity wave terms. The greatest gravity 

speed of the explicit modes is smcc I 5.2518 == +  so that condition (18) allows to 

use time steps up to 60min, which is approximately equal to requirement (6) for the 
trajectory iterations. This way, the maximum time steps for traditional SLSI scheme 
(SLSIT) and described scale selective SLSI scheme (SLSIS) are practically coincide.   

For evaluation of accuracy and computational efficiency of SLSIS scheme, its 
performance was compared with SLSIT scheme and with Eulerian leapfrog scheme  
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(LF). The last is a simple rather popular explicit scheme tested in different models of 
the atmosphere. The integrations were carried out on horizontal domain of 

5000x5000 2km  centered at Porto Alegre city ( S030 , W052 ) and the initial and 
boundary conditions were obtained from objective analysis and global forecasts of the 
National Centers for Environmental Prediction (NCEP).  

 

Fig. 1. Root-mean-square error of geopotential forecast at 500 hPa pressure level 

 

Fig. 2. Root-mean-square error of temperature forecast at 850 hPa pressure level 
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The 24-h forecasts were computed by using each of the above three schemes. The 
computational cost of one SLSIT forecast is about 18% of the LF computational time 
and the SLSIS scheme computation is about 42% faster than the SLSIT scheme. The 
root-mean-square differences between 24-h forecast and NCEP analysis are shown in 
Figs.1,2 for two elements: geopotential height at the 500hPa pressure level and 
temperature at the 850hPa pressure level. These characteristic elements are 
traditionally verified in the numerical weather prediction systems: the first reflects the 
dynamics of the middle atmosphere and the second is important for determination of 
humidity and cloud processes [1]. 

Another important skill measure for short-range forecasting is the correlation 
coefficient between predicted and observed tendency [1]. Evaluated for 12-h, 24-h 
and 36-h forecasts, this measure shows that the SLSIS and SLSIT forecasts are 
virtually coincide and the LF scheme has slightly lower accuracy, that is, it reveals 
relation between forecasts similar to that shown in Figs.1,2. Thus, performed 
evaluations confirm the validity of the applied method of scale separation and 
efficiency of the developed scheme.  
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Abstract. Complex tensor contraction expressions arise in accurate electronic
structure models in quantum chemistry, such as the coupled cluster method.
Transformations using algebraic properties of commutativity and associativity
can be used to significantly decrease the number of arithmetic operations required
for evaluation of these expressions. Operation minimization is an important op-
timization step for the Tensor Contraction Engine, a tool being developed for
the automatic transformation of high-level tensor contraction expressions into ef-
ficient programs. The identification of common subexpressions among a set of
tensor contraction expressions can result in a reduction of the total number of
operations required to evaluate the tensor contractions. In this paper, we develop
an effective algorithm for common subexpression identification and demonstrate
its effectiveness on tensor contraction expressions for coupled cluster equations.

1 Introduction

Users of current and emerging high-performance parallel computers face major chal-
lenges to both performance and productivity in the development of their scientific appli-
cations. For example, the manual development of accurate quantum chemistry models
typically takes an expert several months of tedious effort; high-performance implemen-
tations can take substantially longer. One approach to address this situation is the use
of automatic code generation to synthesize efficient parallel programs from the equa-
tions to be implemented, expressed in a very high-level domain-specific language. The
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Tensor Contraction Engine (TCE) [3, 2] is such a tool, being developed through a col-
laboration between computer scientists and quantum chemists.

The first step in the TCE’s code synthesis process is the transformation of input
equations into an equivalent form with minimal operation count. Equations typically
range from around ten to over a hundred terms, each involving the contraction of two
or more tensors, and most quantum chemical methods involve two or more coupled
equations of this type. This optimization problem can be viewed as a generalization of
the matrix chain multiplication problem, which, unlike the matrix-chain case, has been
shown to be NP-hard [6]. Our prior work focused on the use of single-term optimization
(strength reduction or parenthesization), which decomposes multi-tensor contraction
operations into a sequence of binary contractions, coupled with a global search of the
composite single-term solution space for factorization opportunities. Exhaustive search
(for small cases) and a number of heuristics were shown to be effective in minimizing
the operation count [4].

Common subexpression elimination (CSE) is a classical optimization technique used
in traditional optimizing compilers [1] to reduce the number of operations, where in-
termediates are identified that can be computed once and stored for use multiple times
later. CSE is routinely used in the manual formulation of quantum chemical methods,
but because of the complexity of the equations, it is extremely difficult to explore all
possible formulations manually. CSE is a powerful technique that allows the explo-
ration of the much larger algorithmic space than our previous approaches to operation
minimization. However, the cost of the search itself grows explosively. In this paper,
we develop an approach to CSE identification in the context of operation minimization
for tensor contraction expressions. The developed approach is shown to be very effec-
tive, in that it automatically finds efficient computational forms for challenging tensor
equations.

Quantum chemists have proposed domain-specific heuristics for strength reduction
and factorization for specific forms of tensor contraction expressions (e.g., [7, 9]). How-
ever, their work does not consider the general form of arbitrary tensor contraction
expressions. Single-term optimizations in the context of a general class of tensor con-
traction expressions were addressed in [6]. Approaches to single-term optimizations
and factorization of tensor contraction expressions were presented in [4, 8]. Common
subexpression identification to enhance single-term optimization was not considered in
any of these approaches.

The rest of this paper is organized as follows. Section 2 provides a more detailed
description of the operation minimization and the common subexpression elimination
problem in the context of tensor contraction expressions. Section 3 describes our ap-
proach. Experimental results are presented in Section 4 and Section 5 concludes the
paper.

2 Common Subexpressions and Operation Count Reduction

A tensor contraction expression comprises a sum of a number of terms, where each term
might involve the contraction of two or more tensors. We first illustrate the issue of op-
eration minimization for a single term, before addressing the issue of finding common
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subexpressions to optimize across multiple terms. Consider the following tensor con-
traction expression involving three tensors t, f and s, with indices x and z that have
range V , and indices i and k that have range O. Distinct ranges for different indices is a
characteristic of the quantum chemical methods of interest, where O and V correspond
to the number of occupied and virtual orbitals in the representation of the molecule
(typically V �O). Computed as a single nested loop computation, the number of arith-
metic operations needed would be 2O2V 2.

rx
i = ∑z,k tz

i f k
z sx

k (cost=2O2V 2)

However, by performing a two-step computation with an intermediate I, it is possible
to compute the result using 4OV 2 operations:

Ix
z = ∑k f k

z sx
k (cost=2OV2); rx

i = ∑z tz
i Ix

z (cost=2OV2)

Another possibility using 4O2V computations, which is more efficient when V > O
(as is usually the case in quantum chemistry calculations), is shown below:

Ik
i = ∑z tz

i f k
z (cost=2O2V ); rx

i = ∑k Ik
i sx

k (cost=2O2V )

The above example illustrates the problem of single-term optimization, also called
strength reduction: find the best sequence of two-tensor contractions to achieve a multi-
tensor contraction. Different orders of contraction can result in very different operation
costs; for the above example, if the ratio of V/O were 10, there is an order of magnitude
difference in the number of arithmetic operations for the two choices.

With complex tensor contraction expressions involving a large number of terms, if
multiple occurrences of the same subexpression can be identified, it will only be neces-
sary to compute it once and use it multiple times. Thus, common subexpressions can be
stored as intermediate results that are used more than once in the overall computation.
Manual formulations of computational chemistry models often involve the use of such
intermediates. The class of quantum chemical methods of interest, which include the
coupled cluster singles and doubles (CCSD) method [7, 9], are most commonly formu-
lated using the molecular orbital basis (MO) integral tensors. However the MO integrals
are intermediates, derived from the more fundamental atomic orbital basis (AO) integral
tensors. Alternate “AO-based” formulations of CCSD have been developed in which the
more fundamental AO integrals are used directly, without fully forming the MO inte-
grals [5]. However it is very difficult to manually explore all possible formulations of
this type to find the one with minimal operation count, especially since it can depend
strongly on the characteristics of the particular molecule being studied.

The challenge in identifying cost-effective common subexpressions is the combina-
torial explosion of the search space, since single-term optimization of different product
terms must be treated in a coupled manner. The following simple example illustrates
the problem.

Suppose we have two MO-basis tensors, v and w, which can be expressed as a trans-
formation of the AO-basis tensor, a, in two steps. Using single-term optimization to
form tensor v, we consider two possible sequences of binary contractions as shown be-
low, which both have the same (minimal) operation cost. Extending the notation above,
indices p and q represent AO indices, which have range M = O+V .
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Seq. 1: I1i
q = ∑p ap

qci
p (cost=2OM2); vi

j = ∑p I1i
pd p

j (cost=2O2M)

Seq. 2: I2p
i = ∑q ap

qdq
i (cost=2OM2); vi

j = ∑p I2p
j c

i
p (cost=2O2M)

To generate tensor w, suppose that there is only one cost-optimal sequence:

I1i
q = ∑p ap

qci
p (cost=2OM2); wi

x = ∑p I1i
pep

x (cost=2OVM)

Note that the first step in the formation of w uses the same intermediate tensor I1
that appears in sequence 1 for v. Considering just the formation of v, either of the
two sequences is equivalent in cost. But one form uses a common subexpression that
is useful in computing the second MO-basis tensor, while the other form does not.
If sequence 1 is chosen for v, the total cost of computing both v and w is 2OM2 +
2O2M + 2OVM. On the other hand, the total cost is higher if sequence 2 is chosen
(4OM2 + 2O2M + 2OVM). The 2OM2 cost difference is significant when M is large.

When a large number of terms exist in a tensor contraction expression, there is a
combinatorial explosion in the search space if all possible equivalent-cost forms for
each product term must be compared with each other.

In this paper, we address the following question: By developing an automatic oper-
ation minimization procedure that is effective in identifying suitable common subex-
pressions in tensor contraction expressions, can we automatically find more efficient
computational forms? For example, with the coupled cluster equations, can we auto-
matically find AO-based forms by simply executing the operation minimization proce-
dure on the standard MO-based CCSD equations, where occurrences of the MO integral
terms are explicitly expanded out in terms of AO integrals and integral transformations?

3 Algorithms for Operation Minimization with CSE

In this section, we describe the algorithm used to perform operation minimization, by
employing single-term optimization together with CSE. The exponentially large space
of possible single-term optimizations, together with CSE, makes an exhaustive search
approach prohibitively expensive. So we use a two-step approach to apply single-term
optimization and CSE in tandem.

The algorithm is shown in Fig. 2. It uses the single-term optimization algorithm,
which is broadly illustrated in Fig. 1 and described in greater detail in our earlier work
[4]. It takes as input a sequence of tensor contraction statements. Each statement defines
a tensor in terms of a sum of tensor contraction expressions. The output is an optimized
sequence of tensor contraction statements involving only binary tensor contractions. All
intermediate tensors are explicitly defined.

The key idea is to determine the parenthesization of more expensive terms before
the less expensive terms. The most expensive terms contribute heavily to the overall
operation cost, and potentially contain expensive subexpressions. Early identification
of these expensive subexpressions can facilitate their reuse in the computation of other
expressions, reducing the overall operation count.

The algorithm begins with the term set to be optimized as the set of all the terms of
the tensor contraction expressions on the right hand side of each statement. The set of
intermediates is initially empty. In each step of the iterative procedure, the parenthe-
sization for one term is determined. Single-term optimization is applied to each term in
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the term set using the current set of intermediates and the most expensive term is chosen
to be parenthesized. Among the set of optimal parenthesizations for the chosen term,
the one that maximally reduces the cost of the remaining terms is chosen. Once the
term and its parenthesization are decided upon, the set of intermediates is updated and
the corresponding statements for the new intermediates are generated. The procedure
continues until the term set is empty.

SINGLE-TERM-OPT-CSE(E, is)
1 if E is a single-tensor expression
2 then return {〈E, 〉}
3 else \* E is a multiple-tensor contraction expression (i.e., E1 ∗ . . .∗En) * \
4 {〈p1, is1〉,〈p2, is2〉, . . .}←
5 set of pairs of optimal parenthesization of E and its corresponding intermediate set
6 (the given intermediate set is is used to find effective common subexpressions)
7 return {〈p1, is1〉,〈p2, is2〉, . . .}

Fig. 1. Single-term optimization algorithm with common subexpression elimination

OPTIMIZE(stmts)
1 MSET ← set of all terms obtained from RHS expressions of stmts
2 is ← \* the set of intermediates * \
3 while MSET �=
4 do Mheaviest ← the heaviest term in MSET
5 (searched by applying SINGLE-TERM-OPT-CSE(Mi, is) on each term Mi ∈ MSET )
6 PSET ← SINGLE-TERM-OPT-CSE(Mheaviest , is)
7 〈pbest , isbest〉 ← NIL

8 pro f it ← 0
9 for each 〈pi, isi〉 ∈ PSET

10 do cur pro f it ← 0
11 for each Mi ∈ (MSET −{Mheaviest})
12 do base cost ← op-cost of optimal parenth. in SINGLE-TERM-OPT-CSE(Mi, is)
13 opt cost ← op-cost of optimal parenth. in SINGLE-TERM-OPT-CSE(Mi, is∪ isi)
14 cur pro f it ← cur pro f it +(base cost −opt cost)
15 if (〈pbest , isbest〉 = NIL)∨ (cur pro f it > pro f it)
16 then 〈pbest , isbest〉 ← 〈pi, isi〉
17 pro f it ← cur pro f it
18 stmts ← replace the term Mheaviest in stmts with pbest
19 MSET ← MSET −{Mheaviest}
20 is ← is∪ isbest
21 return stmts

Fig. 2. Global operation minimization algorithm

4 Experimental Results

We evaluated our approach by comparing the optimized operation count of the MO-
based CCSD T1 and T2 computations with the corresponding equations in which the
occurrences of MO integrals are replaced by the expressions that produce them, referred
to as the expanded form. Table 1 illustrates the characteristics of CCSD T1 and T2 equa-
tions. Fig. 3 shows the CCSD T1 equation, consisting of the computation of the MO
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Table 1. Characteristics of input equations used in experiments

Equation Number of terms MO Integrals
CCSD T1 14 v ooov,v oovv,v ovov,v ovvv
CCSD T2 31 v oooo,v ooov,v oovv,v ovoo,v ovov,v ovvv,v vvoo,v vvov,v vvvv

(1a) v ooovh1h2
h3p1 = (c moq1

h3 ∗c mvq2
p1 ∗c omh1

q3 ∗c omh2
q4 ∗a mmmmq3q4

q1q2)

(1b) v oovvh1h2
p1p2 = (c mvq1

p1 ∗c mvq2
p2 ∗c omh1

q3 ∗c omh2
q4 ∗a mmmmq3q4

q1q2)

(1c) v ovovh1p1
h2p2 = (c moq1

h2 ∗c mvq2
p2 ∗c omh1

q3 ∗c vmp1
q4 ∗a mmmmq3q4

q1q2)

(1d) v ovvvh1p1
p2p3 = (c mvq1

p2 ∗c mvq2
p3 ∗c omh1

q3 ∗c vmp1
q4 ∗a mmmmq3q4

q1q2)

(2) residualp2
h1 = 0.25∗ (t vvoop2p1

h2h1 ∗ f ovh2
p2)−0.25∗ (v ovovh2p1

h1p2 ∗ t vop2
h2 )

+0.25∗ ( f vvp1
p2 ∗ t vop2

h1 )−0.25∗ ( f ooh2
h1 ∗ t vop1

h2 )+0.25∗ f vop1
h1

−0.25∗ (t vop1
h2 ∗ t vop2

h1 ∗ t vop3
h3 ∗v oovvh2h3

p2p3)

+0.25∗(t vvoop2p1
h2h1 ∗ t vop3

h3 ∗v oovvh2h3
p2p3)−0.125∗(t vop1

h2 ∗ t vvoop2p3
h3h1 ∗v oovvh3h2

p2p3)

−0.125∗ (t vop2
h1 ∗ t vvoop3p1

h2h3 ∗v oovvh2h3
p3p2)−0.25∗ (t vop2

h1 ∗v ovvvh2p1
p2p3 ∗ t vop3

h2 )

−0.25∗ (t vop1
h2 ∗v ooovh2h3

h1p2 ∗ t vop2
h3 )−0.25∗ (t vop1

h2 ∗ t vop2
h1 ∗ f ovh2

p2)

+0.125∗ (t vvoop2p3
h2h1 ∗v ovvvh2p1

p2p3)+0.125∗ (t vvoop2p1
h2h3 ∗v ooovh2h3

h1p2)

Fig. 3. The input formulation of CCSD T1. For compactness, summations are implicit wherever
the same index appears twice in a term.

integrals (Steps 1a–1d) and the expression for the single-excitation residual (Step 2).
Whereas our examples above used rank-2 tensors for simplicity, the CCSD equations
primarily involve rank-4 integral tensors.

The number of arithmetic operations depends upon O and V , which are specific to
the molecule and quality of the simulation, but a typical range is 1 ≤ V/O ≤ 100. To
provide concrete comparisons, we set O to 10 and V to 100 or 500.

The CCSD computation proceeds through a number of iterations in which the AO in-
tegrals remain unchanged. At convergence, the amplitudes t vo and t vvoo attain values
such that the residual vector in Step 2 of Fig. 3 is equal to zero and this typically takes
10–50 iterations. In different variants of CCSD, the MO integrals may also remain un-
changed, or may change at each iteration, requiring the AO-to-MO transformation to be
repeated. To represent these two cases, we use iteration counts of 10 and 1, respectively,
to evaluate the different formulations obtained.

Tables 2 and 3 illustrate the results obtained by optimizing CCSD T1 and T2 equa-
tions with the algorithm described above. The total operation counts are shown for dif-
ferent (O,V ) pairs, changing iteration counts, and choice of MO integrals to expand. We
applied single-term optimization and CSE to the AO-to-MO calculation and the MO-
basis expression separately, without expanding any MO integrals - this is representative
of current implementations of coupled cluster methods. We report the operation count
reduction using our approach relative to the optimized conventional two-step formula-
tion as discussed above.
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Table 2. Results of optimizing CCSD T1 with our algorithm

(O,V ) Iteration Count Expanded Tensors Total Operation Count Reduction Factor
None 1.12×1010 1

1 v ovvv 5.25×109 2.14
(10,100) v ovvv,v ooov,v ovov 4.52×109 2.48

None 1.40×1010 1
10 v ovvv 1.20×1010 1.17

v ovvv,v ooov,v ovov 1.18×1010 1.19
None 5.36×1012 1

1 v ovvv 1.59×1012 3.37
(10,500) v ovvv,v ooov,v ovov 1.51×1012 3.55

None 5.63×1012 1
10 v ovvv 2.34×1012 2.41

v ovvv,v ooov,v ovov 2.26×1012 2.49

Table 3. Results of optimizing CCSD T2 with our algorithm

(O,V ) Iteration Count Expanded Tensors Total Operation Count Reduction Factor
None 1.51×1011 1

1 v vvvv 6.87×1010 2.20
(10,100) v vvvv,v ovvv,v vvov 5.40×1010 2.80

None 4.68×1011 1
10 v vvvv 4.68×1011 1

v vvvv,v ovvv,v vvov 4.67×1011 1
None 2.85×1014 1

1 v vvvv 2.72×1013 10.48
(10,500) v vvvv,v ovvv,v vvov 1.93×1013 14.75

None 4.22×1014 1
10 v vvvv 1.76×1014 2.40

v vvvv,v ovvv,v vvov 1.67×1014 2.53

Among all the sixteen cases we have studied, twelve of them yield a reduction factor
ranging from 2.14 to 14.75 and two of them have a reduction factor close to 1.2. We
can conclude that our algorithm performs well in practice in most cases. The following
observations can be made from the results in Tables 2 and 3.

– The benefits decrease with an increase of the iteration count;
– The benefits increase with increasing number of explicitly expanded terms; and
– The benefits are greater when the V/O ratio is large.

Fig. 4 shows an optimized formulation of the CCSD T1 equation in Fig. 3, when
(O,V ) = (10,500) and the MO integrals v ovvv,v ooov,v ovov are expanded. It may be
seen that this form, with an operation-count reduction factor of 2.49, is significantly
different from the original MO-basis formulation in Fig. 3. In this new formulation, the
it arrays are the common subexpressions identified to reduce the operation count.
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(1a) it 1q1h1
q2q3 = (a mmmmq4q1

q2q3 ∗c omh1
q4)

(1b) it 2h1h2
p1q1 = (c mvq2

p1 ∗ (c omh1
q3 ∗ it 1q3h2

q1q2))

(1c) v oovvh1h2
p1p2 = (c mvq1

p1 ∗ it 2h2h1
p2q1)

(1d) it 3q1
h1 = (c mvq1

p1 ∗ t vop1
h1 )

(1e) it 4h1h2
h3p1 = (c moq1

h3 ∗ it 2h1h2
p1q1)

(1f) it 5q1
q2 = (it 1q1h1

q2q3 ∗ it 3q3
h1)

(1g) it 6h1
p1 = (v oovvh1h2

p1p2 ∗ t vop2
h2 )

(2) residualp2
h1 = 0.25∗ f vop2

h1 −0.25∗ ( f ooh2
h1 ∗ t vop1

h2 )+0.25∗ ( f vvp1
p2 ∗ t vop2

h1 )

+0.125∗ (c vmp1
q1 ∗ (it 1q1h2

q2q3 ∗ (c mvq1
p1 ∗ (c mvq1

p2 ∗ t vvoop2p1
h1h2 ))))

−0.25∗ (( f ovh1
p1 ∗ t vop1

h2 )∗ t vop1
h2 )−0.125∗ ((t vop2

h3 ∗v oovvh1h2
p1p2)∗ t vvoop2p1

h2h3 )

−0.125∗ ((t vvoop1p2
h3h2 ∗v oovvh3h1

p1p2)∗ t vop1
h2 )+0.25∗ (t vvoop2p1

h2h1 ∗ it 6h2
p2)

−0.25∗ ((it 6h1
p1 ∗ t vop1

h2 )∗ t vop1
h2 )−0.25∗ (c vmp1

q1 ∗ (c moq2
h1 ∗ it 5q1

q2))

−0.25∗ (c vmp1
q1 ∗ (it 3q2

h1 ∗ it 5q1
q2))+0.125∗ (it 4h2h3

h1p2 ∗ t vvoop2p1
h3h2 )

−0.25∗ ((it 4h3h1
h2p1 ∗ t vop1

h3 )∗ t vop1
h2 )+0.25∗ (t vvoop2p1

h2h1 ∗ f ovh2
p2)

Fig. 4. The optimized formulation of CCSD T1. For compactness, summations are implicit wher-
ever the same index appears twice in a term.

5 Conclusions

In this paper, we presented a coupled approach of utilizing single-term optimization
and identification of common subexpressions to reduce the operation count in the eval-
uation of tensor contraction expressions. The benefits of the approach were shown by
expanding the tensor contraction expressions in two representative computations, and
demonstrating a reduction in the operation count for the composite computation.
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Abstract. Readthrough is an unusual translational event in which a stop codon 
is skipped or misread as a sense codon. Translation then continues past the stop 
codon and results in an extended protein product. Reliable prediction of 
readthroughs is not easy since readthrough is in competition with standard 
decoding and readthroughs occur only at a tiny fraction of stop codons in the 
genome. We developed a program that predicts readthrough sites directly from 
statistical analysis of nucleotides surrounding all stop codons in genomic 
sequences. Experimental results of the program on 86 genome sequences 
showed that 80% and 100% of the actual readthrough sites were found in the 
top 3% and 10% prediction scores, respectively.  

1   Introduction 

Standard decoding of the genetic information is initiated from the start codon AUG 
and terminated by any of the three stop codons UAG, UAA and UGA. But the 
standard decoding rule can be changed occasionally by an event called ‘recoding’ [1]. 
A recoding event can occur during the elongation step (frameshift and hopping) or in 
the termination step (readthrough) of translation [2, 3].  

In the case of readthrough, reading the stop codon is suppressed since stop codons 
are skipped or misread as sense codons. As a result, extended protein product is made 
from the readthrough process (Fig. 1). The codon usage of the local sequence 
surrounding stop codons is not random [4, 5], and in fact the sequence context around 
the stop codon is the major determinant that affects the efficiency of the translation 
termination [4, 5, 6, 7]. Namy et al. [8] showed ‘poor termination contexts’ that are 
rarely used at general termination sites. In E. coli and S. cerevisiae, the upstream 
sequence affects the termination efficiency [9]. The downstream sequence following 
the stop codon also affects the termination efficiency [4]. Bonetti et al. [5] 
demonstrated that translation termination is determined by synergistic interplay 
between upstream and downstream sequences.  

There were previous computational and/or statistical approaches to finding 
readthrough sites in eukaryotes, prokaryotes and viruses [8, 10, 11, 12], but they are 
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not fully automated. Some approaches find readthrough contexts that match the well-
known readthrough context ‘CAA UAG CAA’ or ‘CAR YYA’ (Y is C or T, R is A or 
G), but our study shows that there are more readthrough sites not conforming to the 
context than those conforming to it.  

We developed a fully automated program that finds readthrough sites directly from 
genome sequences with no prior knowledge. It considers SORF (semi open reading 
frame) and dORF (downstream open reading frame) in all three frames (-1, 0, +1) [10, 
11]. We tested the program on 86 genome sequences from a number of organisms and 
successfully found readthrough sites. The rest of the paper presents the method and its 
experimental results in more detail. 

 

Fig. 1. In the standard decoding, translation is terminated at the stop codon. In the readthrough 
process, translation continues past the stop codon an extended protein product is produced. 

2   Methods 

2.1   Finding Readthrough Sites in Genome Sequences 

Total 86 genome sequences were used as test data. 28 complete genome sequences of 
virus were obtained from the GenBank database [13]. 34 complete genome sequence 
and 24 complete coding sequences (CDSs) were obtained from the RECODE 
database [14].  

We defined ORF1 and ORF2 in the same way as Namy et al. [11]. ORF1 is the 
area between the start codon and the first stop codon. ORF2 is the area between the 
first stop codon and the second stop codon. In the work by Namy et al. [11] the 
minimum length of ORF2 and the length between the first stop codon and the first 
start codon of ORF2 are fixed. However, different organisms have different lengths 
between the first stop codon and the first start codon of the second ORF. Our program 
allows the user to choose the length (Fig. 3D), so it is flexible to find readthrough 
sites of various organisms. Prediction of readthrough sites consists of five steps.  

1. All genomic regions where two adjacent open reading frames (ORFs) are 
separated by a stop codon are identified (see Fig. 2).  

2. For the second stop codon, 10 nucleotide positions (1 upstream nucleotide, stop 
codon and the following 6 nucleotides) are examined (colored region in Fig. 2). 

3. Probabilities of A, C, G, and T are computed at each of the 10 positions, and the 
position specific score matrix (PSSM) is constructed from the probabilities (Fig. 
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3E). A score is computed for the second stop codon by equation 1 using PSSM 
and the probabilities of nucleotides. 

4. If both ORFs do not have a start codon, the region is not considered as an open 
reading frame and excluded from candidates. 

5. Scores are sorted in increasing order. Sites with lower scores are better ones than 
those with higher scores. 

=
=

9

0k i

ki

p

p
score , i  {A, C, G, T} (1) 

where kip is the probability of observing base i at position k including the stop codon 

positions and ip  is the probability of observing base i at any position.  

 

Fig. 2. Example of selecting semi open reading frames (SORF) in the genome sequence. 
SORFs 2, 3, and n-1 are excluded since start codons do not exist in both ORF1 and ORF2.  

2.2   Implementation  

The program for finding readthrough sites was implemented in Microsoft C#. As 
shown in Fig. 3A, stop codons of all three frames are examined by default, but the 
user can choose the frame that he/her wants to analyze. The user can also adjust the 
number of nucleotides surrounding a stop codon (Fig. 3B). Thus the user can compute 
the probability of the upstream and downstream nucleotides irrespective of the 
inclusion of stop codons (Fig. 3C). 10 in the first box of Fig. 3D indicates  the 
minimum length of ORF1, 600 in the second box indicates the maximum length 
between the first stop codon and the first start codon of ORF2 and 10 in the third box 
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means the minimum length of ORF2. From the parameters in Fig. 3A-D, the position 
specific score matrix is constructed (Fig. 3E). Based on our scoring scheme the scores 
are sorted in increasing order (Fig. 3F). Because our program uses the data grid 
control, the user can move data in Fig. 3E and F easily to Microsoft Excel or notepad 
with the copy and paste operations. The user can also sort data by column titles. Fig. 
3G shows the graphical view of the genome sequence. The user can see ORFs in all 
frames and analyze them easily.  

 

Fig. 3. Example of the user interface of our program 

3   Results and Discussion   

For the 86 genomic sequences we analyzed the average occurrence of each nucleotide 
at positions -3 to +6 from every stop codon. When we consider all stop codons in the 
genomic sequences, four nucleotides are observed in the positions with almost equal 
frequency (Fig. 4). However, the frequencies dramatically change for the stop codons 
in which readthroughs actually occur. Fig. 5 and Fig. 6 show sequence logos 
visualized by WebLogo [15] for the 86 genomic sequences and for other 26 
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sequences, respectively. The sequences in both data sets are known to have 
readthrough sites and obtained from RECODE. 

Generally the role of the upstream codon for the stop codon efficiency is unclear. In 
Fig. 5, the nucleotides in -2 upstream codon (positions -4, -5, and -6) are distributed 
uniformly. In -1 upstream codon (positions -1, -2, and -3), nucleotide A is most 
abundant. T and A are abundant in Fig. 5. Interestingly G is very rare at position -1 
(2% and 4% in Fig. 5 and 6, respectively). Most previous work on readthrough 
analyzed genomic sequences in terms of codons, but analysis in terms of nucleotides 
seems necessary in studying readthrough.  

 

Fig. 4. The nucleotide composition around all stop codons in the 86 whole genome sequences 

 

Fig. 5. The nucleotide composition in actual readthrough sites in the 86 genome sequences 

 

Fig. 6. The nucleotide composition in actual readthrough sites in 26 sequences from RECODE. 
The 26 sequences are not included in the 86 sequences used as test data. 
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Since G is very rare at -1 position, we examined the nucleotide at -1 position, a stop 
codon and the next 6 nucleotides downstream the stop codon. Tables 1-3 show the 
results of the analysis of stop codon readthrough. In the 86 sequences, total 23,735 
(=6,416+7,343+10,154) stop codons were found. In Table 1, readthrough was not 
predicted for Middleburg virus (GI number: 28193965, accession number: 
AF339486). We obtained the complete CDS sequence of the virus from GenBank 
hyperlinked by RECODE, but the sequence was different from that in the RECODE 
database. We suppose the sequence (AF339486) does not have readthrough sites.  

Table 1. Results of 24 complete CDSs from the RECODE database. Total number of stop 
codons: 6,416. *: no signal. 

GI number 
# of stop 
codons 

Rank of the 
real RT in 

candidates (%) 
GI number 

# of stop 
codons 

Rank of the real 
RT in 

candidates (%) 

221091 190 4 (2.11%) 1841517 219 2 (0.91%) 
332610 294 6 (2.04%) 2344756 573 1 (0.17%) 
335192 153 5 (3.27%) 2582370 138 3 (2.17%) 
393006 452 18 (3.98%) 3928747 191 3 (1.57%) 
398066 376 10 (2.66%) 5714670 334 13 (3.89%) 
409255 384 8 (2.08%) 6580858 373 11 (2.95%) 
436017 286 2 (0.7%) 6580874 203 8 (3.94%) 
533388 71 2 (2.82%) 7634686 394 5 (1.27%) 
533391 63 3 (4.76%) 7634690 191 11 (5.76%) 
786142 612 1 (0.16%) 8886896 305 4 (1.31%) 

1016784 156 2 (1.28%) 10644290 147 4 (2.72%) 
1236294 311 4 (1.29%) 28193965 191 * 

Table 2. Results of 28 complete genomes from GenBank. Total number of stop codons: 7,343. 

GI number 
# of stop 
codons 

Rank of the 
real RT in 

candidates (%) 
GI number 

# of stop 
codons 

Rank of the real 
RT in 

candidates (%) 

9625551 226 3 (1.33%) 20806010 366 2 (0.55%) 
9625564 370 11 (2.97%) 20889313 136 2 (1.47%) 
9629160 192 3 (1.56%) 20889365 337 3 (0.89%) 
9629183 140 1 (0.71%) 22212887 382 5 (1.31%) 
9629189 153 4 (2.61%) 25140187 311 4 (1.29%) 
9635246 205 13 (6.34%) 50080143 128 6 (4.69%) 

11072110 160 5 (3.13%) 30018246 214 3 (1.4%) 
12018227 366 3 (0.82%) 30018252 201 7 (3.48%) 
13357204 323 7 (2.17%) 33620701 839 15 (1.79%) 
18254496 321 6 (1.87%) 38707974 221 5 (2.26%) 
19881389 206 1 (0.49%) 39163648 174 2 (1.15%) 
19919921 211 6 (2.84%) 50261346 154 1 (0.65%) 
19919909 290 6 (2.07%) 51980895 228 1 (0.44%) 
20153395 326 3 (0.92%) 66478128 163 3 (1.84%) 
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Table 3. Results of 34 complete genomes from RECODE. Total number of stop codons:10,154. 

GI 
number 

# stop 
codons 

Rank of the real RT 
in candidates (%) 

GI 
number 

# stop 
codons 

Rank of the real RT 
in candidates (%) 

62128 323  6 (1.86%) 2801519 614 1 (0.16%) 
218567 318  5 (1.57%) 3136264 308 9 (2.92%) 
323338 195  6 (3.08%) 3396053 498 4 (0.8%) 
331993 294  4 (1.36%) 3420022 334 9 (2.69%) 
332140 222 4 (1.8%) 5442471 435 23 (5.29%) 
333921 447 15 (3.36%) 5931707 368 10 (2.72%) 
334100 423 11 (2.6%) 6018638 399 15 (3.76%) 
335172 217 7 (3.23%) 6018642 163 4 (2.45%) 
335243 374 4 (1.07%) 6143718 194 3 (1.55%) 
408929 168 3 (1.79%) 6531653 178 2 (1.12%) 

1335765 575 3 (0.52%) 7262472 144 2 (1.39%) 
1685118 153 4 (2.61%) 7288147 438 9 (2.05%) 
1752711 220 5 (2.27%) 7417288 151 1 (0.66%) 
1902985 381 3 (0.79%) 10801177 246 20 (8.13%) 
2213430 155 8 (5.16%) 30027702 151 3 (1.99%) 
2231198 168 3 (1.79%) 30027703 218 1 (0.46%) 
2801468 309 3 (0.97%) 30267510 195 4 (2.05%) 

 

Fig. 7. The proportion of actual readthroughs in candidate readthroughs around all stop codons 
in the genome 

It should be noted that only 0.36% (85 sites) of the total 23,735 stop codons are 
actual readthrough sites, and the actual sites were found with high prediction scores. 
23% and 80% (=23%+57%) of the actual readthroughs were included in the top 1% 
prediction scores and 3% scores, respectively. All the actual readthroughs were found 
within the top 10% scores (see Fig. 7). Interestingly, only 23 of the 85 actual 
readthroughs conform to the well-known context ‘CAA UAG CAA’ or ‘CAR YYA’, 
suggesting that the well-known context is not sufficient for finding readthrough sites.  

4   Conclusion 

Finding readthrough genes is important because the readthrough process is associated 
with protein production and genetic control such as autoregulation. But prediction of 
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readthrough is very difficult because readthrough process is in competition with the 
recognition as a sense codon and termination as a non-sense codon.  

Based on codon preference and readthrough context, we have developed a program 
that predicts candidate readthrough sites. Our program focused on -1 upstream 
nucleotide, stop codon and 6 downstream nucleotides to find readthrough sites. The 
program does not require any prior knowledge or manual work. It finds candidate 
readthrough sites from the statistical analysis of genomic sequences only. The 
program was tested on 86 genome sequences and successfully predicted all known 
actual readthrough sites. If the user provides the information of the approximate ORF 
length, the prediction can be done more efficiently. We believe this is the first fully 
automated program capable of predicting readthrough sites.  
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Abstract. Recent advances in biomedical research have generated a huge 
amount of data and software to deal with the data. Many biomedical systems 
use heterogeneous data structures and incompatible software components, so in-
tegration of software components into a system can be hindered by incompati-
bilities between the components of the system. This paper presents an XML 
web service and web application program for predicting ribosomal frameshifts 
from genomic sequences. Experimental results show that the web service of the 
program is useful for resolving many problems with incompatible software 
components as well as for predicting frameshifts of diverse types. The web ser-
vice is available at http://wilab.inha.ac.kr/fsfinder2.  

1   Introduction  

A large-scale bioinformatics system often consists of several application programs 
dealing with a large volume of raw or derived data. For example, a data analysis pro-
gram generates new data that may be modeled and integrated by other programs. 
However, the programs may not be interoperable due to the differences in data for-
mats or running platforms. As a result, developing a bioinformatics system with a few 
application programs requires extra work to make the components compatible. In fact 
the difficulty in bioinformatics study comes more from the heterogeneity of the pro-
grams and data than from the quantity of the data.  

Web service resolves some of these problems by exchanging messages between 
different applications developed by various programming languages. The basic proc-
ess of web service is exchanging Simple Object Access Protocol (SOAP) messages 
described by XML (eXtensible Markup Language). When the server of web services 
receives the SOAP request with the parameters for calling the method of web service, 
the server returns the SOAP message in response to the method. An application pro-
gram can use web services developed in different languages, whose results in turn can 
be a request message for another web service. 

Recently various bioinformatics systems supporting web services have been devel-
oped [1]. European Bioinformatics Institute (EBI) provides several web services such 
as Dbfetch for biological database, ClustalW for multiple alignments of DNA and 
protein sequences, Fasta for nucleotide comparison [2]. Databases of DDBJ [3] and 
KEGG [4] give web service access. A tool named Taverna was developed for the 
bioinformatics workflows with several relevant biological web services [5]. 

                                                           
*  This work was supported by the Korea Science and Engineering Foundation (KOSEF) under 

grant R01-2003-000-10461-0. 
**  Corresponding author. 



 Web Service for Finding Ribosomal Frameshifts 285 

In previous work we developed a program called FSFinder (Frameshift Signal 
Finder) for predicting frameshifting [6]. Frameshifting is a change in reading frames 
by one or more nucleotides at a specific mRNA signal [7]. Frameshifts are classified 
into different types depending on the number of nucleotides shifted and the shifting 
direction. The most common type is a -1 frameshift, in which the ribosome slips a 
single nucleotide in the upstream direction. +1 frameshifts are much less common 
than -1 frameshifts, but have been observed in diverse organisms [8]. FSFinder is 
written in Microsoft C# and is executable on Windows systems only. To remove these 
limitations and to handle frameshifts of general type, we developed a web service and 
web application called FSFinder2. Users can predict frameshift sites of any type 
online from any web browser and operating system. By providing web service, 
FSFinder2 is more usable and compatible than the previous version of the program.  

2   Systems and Method 

Our system gives three ways to access: standalone application, web application and 
web service. The standalone application runs on Windows system only. The web 
application and service can be used with any web browser on any system. The web 
service is different from other web services in which the client simply makes a re-
quest based on the input format of the server and watches the web page returned in 
response to the request. On the other hand, the web service of our system is not only 
available through the web page but also enables to exchange soap messages in the 
XML format. This means that the user can use a web service without using the web 
page when he knows the input XML schema, output XML schema and the address of 
the web service. The user can also modify or reuse the reply message in the XML 
format to make it suitable to his system. The rest of this section describes the mes-
sages supported by the web service.  

2.1   The Request SOAP Message 

The ‘FSFinder_run’ message is the request message that includes the information of 
the input sequence and one or more user-defined models. Fig. 1A shows the elements 
of the request message. The ‘components’ element, which is a subelement of 
‘FSFinder_Model’ can include any combination of four components: pattern type, 
secondary structure type, signal type and counter type [6]. The attribute ‘spacer’ is the 
space from the previous components. This attribute is needed from the second com-
ponent. One number means fixed spacer and the range of numbers by 
‘nuber1~number2’ means flexible spacer in the range. 

Nucleotide characters (A, G, C, T or U, R, Y, M, K, S, W, H, B, V, D and N) and 
comma (,) are used to represent nucleotides. Comma marks the position of codons. It 
is optional and no comma represents any codon. The pattern component represents a 
pattern of nucleotides like the slippery site of the -1 frameshift model. Pattern type 
requires pattern characters, the match and exception nucleotide characters that repre-
sent the pattern characters. Repeated pattern characters are represented once. It finds 
the match sequence pattern with match characters without exception characters. The 
secondary structure component defines the size of pseudoknot parts in Fig. 2. The 
signal type can include any number of nucleotide signals. The counter type defines a 
count and the counter equation. 
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A. Request message

 

 

Fig. 1. The request message (left) and the response message (right) of the FSFinder2 web ser-
vice. (A) The root element of the request message is ‘FSFinder_run’. It requires one 
‘FSFinder_Input’ element. ‘Sequenece_information’ and ‘FSFinder_Model_List’ are required 
as subelements of ‘FSFinder_input’. ‘Sequence_information’ represents the input sequence. 
‘FSFinder_Model_List’ includes one or more user-defined models. The element for the user-
defined model is named ‘FSFinder_Model’. This element requires overlapping open reading 
frames and the position of the component to be found first. (B) The root element of the re-
sponse message is ‘FSFinder_runResponse’ and it has one child element named 
‘FSFinder_Report’. The child elements of ‘FSFinder_Report’ are ‘Sequence_information’, 
‘FSFinder_Model_list’ and ‘FSFinder_Search_Result_List’. ‘Sequence_information’ in the 
response message does not include the input sequence. 

2.2   The Response SOAP Message 

The response message includes the search results and the user-defined models specified 
in the request message. The structure of the response message is shown in Fig. 1B. The 
‘FSFinder_Search_Result_List’ element has one or more ‘FSFinder_Search_Result’ 
elements. ‘Model_index’ and ‘Frame’ are the attributes of the element. ‘Model_index’ 
shows the index of the model from which the result came. ‘Frame’ is the frame where 
the search started. The search result includes one ‘Common_Signal’ and one ‘Result’ 
elements. The ‘Result’ element has ‘Matches’ elements in the same number and order as 
 



 Web Service for Finding Ribosomal Frameshifts 287 

 

Fig. 2. Five parts of a pseudoknot structure. The size of each part can be defined by the  
subelements of ‘RNA_Structure_type’. 

specified in the components of the model. The ‘Matches’ element includes one signal or 
any number of stems and pseudoknots. ‘Common_Signal’ is the sequence fragment that 
has more than one match.  

2.3   Web Application 

Web application helps the user use the web service easily with a web browser (Fig. 3). 
Since the web application server sends an HTML document only in response to user 
request, all the user needs is a web browser that can read an HTML document.  
The web application server handles these requests with active server page (ASP).  
An ASP document generates an XML document and this XML document is shown  
as an HTML page with the current XSLT (the Extensible Stylesheet Language 
 

Client

SOAP request

Output
HTML 

Document
(XML + XSLT)

ASP

Input form
HTML 

Document
(XML + XSLT)

HTTP protocol SOAP response

Web application
server

Web service
server

 

Fig. 3. The processes involved in the web application. The client connects to the web applica-
tion server with HTML document using HTTP protocol. The web application server makes the 
request SOAP message and sends it. When the web service server sends back the result of the 
request, the web application server makes an XML document for the response SOAP message 
and returns the XML document in the current style sheet. 
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Transformations; http://www.w3.org/2002/ws/) style sheet. When the user finishes 
editing the request for the web service with previous process, the web application 
server sends the request to the web service server. The web service server calls 
‘FSFinder_run’ method with the request, returns the result and sends back the SOAP 
response. Similarly, the ASP document makes an XML document and sends the out-
put as the style of XSLT document for an output. 

3   Implementations  

FSFinder2 was implemented using XML, XSLT, ASP and JavaScript. If the user 
sends a query to the server after defining a new model, the computation is performed 
on the server side and the results are sent back to the user. Consequently FSFinder2 is 
independent of the operating systems and web browsers of his/her computer.  

The XML schema of FSFinder2 described in the previous section can be 
downloaded at the web site. In the ‘FSFinder in web’ page, we provide the devel-
oper’s guide containing information such as Web Services Description Language 
(WSDL), SOAP message and XML schema. Web service can be used only with the 
WSDL explanations. The results from any tools (applications, databases and so on) 
can be the input of this web service with making XML message as the form needed 
by this system. The output can also be input of any tools. Therefore, FSFinder2 guar-
antees high reusability and solves the problems from the differences of the implemen-
tation languages. 

Three types of frameshift are considered as basic frameshifts, and their models are 
predefined: the most common -1 frameshifts, +1 frameshifts of the RF2 type, and +1 
frameshift of the type found in the ornithine decarboxylase antizyme (ODC an-
tizyme). The models for these frameshifts consist of a Shine-Dalgarno sequence, 
frameshift site, spacer and downstream secondary structure.  

FSFinder2 extends the three basic models used in FSFinder to incorporate user-
defined models. For the upstream Shine-Dalgarno sequence, FSFinder2 considers 
AGGA, GGGG, GGAG, AGGG and GGGA as well as classical Shine-Dalgarno 
sequences such as GGAGG and GGGGG. For the slippery site of the +1 frameshift, 
the sequence CUU URA C, where R is a purine (that is, either adenine or guanine), is 
considered, and for the downstream structure, H-type pseudoknots as well as stem-
loops are considered. Users can define not only the basic models but also their own 
models with a combination of the four types of components witch was defined in our 
previous work [6]: Pattern type, Secondary structure, Signal type and Counter type.  

Predicting frameshift sites using FSFinder2 consists of 3 steps: select option, edit 
model and input sequence file (Fig. 4A-D). In the select option, the user specifies the 
gene type, and its sequence and direction (Fig. 4A). In the select option, the user 
specifies the target gene type, whether the input DNA sequence is a complete genome 
or partial sequence, and its sense (+ or -). For the target gene type, the user can choose 
one of dnaX gene, oaz gene, prfB gene, other genes in bacteria and genes in viruses. 
Because it requires different methods for fining overlapping regions of ORFs, bacte-
rial needs to be distinguished form viral genes. 
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Fig. 4. The input page (left) and result page (right) of FSFinder2. Left: (A) The select option 
lets the user choose the type of genes expressed via frameshifts, the size of the sequence and its 
direction. (B, C) The user can define a new model by specifying its components and their loca-
tions. (D) The user selects the input sequence file. Right: (E) This box gives the file name of the 
input sequence, target gene, sequence size and direction. (F) This shows potential frameshift 
sites found by FSFinder2 for each model in the model list. (G) The results are separated into 
exact matches and partial matches in each of the overlapping and non-overlapping regions. (H) 
The results are grouped into model types, frames containing the frameshift sites and the over-
lapping regions of ORFs. FSFinder2 displays the locations and lengths of the overlapping 
ORFs. The match column shows the number of matched components out of the total compo-
nents in the model. The signal column presents matched components and sequences. The 
matched parts in the signal are highlighted in the color defined by the user. Yellow, green, sky 
blue and red designate pattern type, RNA structure, signal type and counter type, respectively. 
The red numbers above the sequence designate the position of the component with respect to 
the first nucleotide of the sequence.  

In the edit model, the user can define a new model of frameshift (Fig. 4B). After 
choosing ‘Add new model’ in the model list, the user defines the components of the 
new model (Fig. 4C). The check button of the -1 and +1 frames determines the type of 
frameshift. -1 frame is for finding -1 frameshift and +1 frame is for +1 frameshift. The 
component selected as ‘find first’ is searched earlier than any other component of the 
model. Below the ‘find first’ button, there are parameters of the component that the 
user can specify. After choosing the first component to search for, user can add a new 
component to the model. Each component can be changed before running the  
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program, and spacers of arbitrary length are inserted between the components. As the 
last step, users choose the input sequence file (Fig. 4D). Two kinds of file formats can 
be handled by FSFinder2: Genbank file format and Fasta file format. 

The right part of Fig. 4 gives an example of output. Information such as file name, 
size of sequence, direction and models are shown in Fig. 4E-F. Candidate frameshift 
sites are found based on the models in the model list (Fig. 4G). The exact matches 
indicate the number of frameshift sites for which all components conform to the de-
fined model in the overlapping regions of ORFs, and the partial matches indicate the 
number of frameshift sites for which not all components of the model conform to the 
model. 0, +1 and -1 frames indicate that FSFinder2 finds genes from the first nucleo-
tide, second nucleotide and third nucleotide of the input sequence, respectively. 

Results are grouped into frames, model types, and overlapping and non-
overlapping regions of ORFs (Fig. 4H). Users also have the option to see only the 
matches in the overlapping regions and correct matches. In the overlap column, 
FSFinder2 displays the overlapping genes and their lengths, which is quite useful 
when examining the frameshift sites identified. For instance, the prfB gene of E. coli, 
which encodes release factor 2 (RF2), always consists of a short ORF overlapped with 
a long ORF. Frameshift sites not conforming to this pattern can be filtered out. 

4   Conclusion 

We developed FSFinder2 to predict frameshift sites with a user-defined model. The 
web service and web application of FSFinder2 were implemented using XML, XSLT 
and JavaScript. If the user sends a query to the FSFinder2 server after setting parame-
ters or defining a new model, all the computations are done on the server side. After 
computation, the server sends the results to the user. Consequently FSFinder2 is inde-
pendent of the operating system or web browser of his/her computer. The web service 
provided by FSFinder2 is slightly different from most existing web applications in 
which a client makes a request based on the input format and watches the web page 
for a reply via the web browser. The FSFinder2 server and client exchange SOAP 
messages in the XML format according to the properties of the web service. If the 
user knows the input XML schema, output XML schema and address of the web ser-
vice, the user can use the web service without using the web page. Since the reply 
message is sent in the XML format, the user can modify it to suit his/her system. 

Experimental results of testing FSFinder2 on ~190 genomic and partial DNA se-
quences showed that it predicted frameshift sites efficiently and with greater sensitiv-
ity and specificity than other programs, because it focused on the overlapping regions 
of ORFs and prioritized candidate signals (For -1 frameshifts, sensitivity was 0.88 and 
specificity 0.97; for +1 frameshifts, sensitivity was 0.91 and specificity 0.94) [6, 9-
11]. FSFinder2 has been successfully used to find unknown frameshift sites in the 
Shewanella genome. We believe FSFinder2 is the first program, guaranteed high 
reusability, capable of predicting frameshift signals of general type and that it is very 
useful for analyzing programmed frameshift signals in complete genome sequences. 
The web service of the FSFinder would be useful as not only the function of 
FSFinder2 itself but also intermediate of the cooperation with the other web services. 
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Abstract. In this article we describe a remote sensing application workflow in 
building a Remote Sensing Information Analysis and Service Grid Node at 
Institute of Remote Sensing Applications based on the Condor platform. The 
goal of the Node is to make good use of physically distributed resources in the 
field of remote sensing science such as data, models and algorithms, and 
computing resource left unused on Internet. Implementing it we use workflow 
technology to manage the node, control resources, and make traditional 
algorithms as a Grid service. We use web service technology to communicate 
with Spatial Information Grid (SIG) and other Grid systems. We use JSP 
technology to provide an independent portal. Finally, the current status of this 
ongoing work is described.  

1   Introduction 

Grid has been proposed as the next generation computing platform for solving large-
scale problems in science, engineering, and commerce [3][4]. There are many famous 
Grid projects today: DataGrid, Access Grid, SpaceGRID, European Data Grid, Grid 
Physics Network (GriPhyN), Earth System Grid (ESG), Information Power Grid, 
TeraGrid, U.K. National Grid, etc. Of particular interest are SpaceGRID and ESG, 
which focus on the integration of spatial information science and Grid. 

The SpaceGRID project aims to assess how GRID technology can serve 
requirements across a large variety of space disciplines, such as space science, Earth 
observation, space weather and spacecraft engineering, sketch the design of an ESA-
wide Grid infrastructure, foster collaboration and enable shared efforts across space 
applications. It will analyse the highly complicated technical aspects of managing, 
accessing, exploiting and distributing large amounts of data, and set up test projects to 
see how well the Grid performs at carrying out specific tasks in Earth observation, 
                                                           
* Corresponding author. 
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space weather, space science and spacecraft engineering. The Earth System Grid 
(ESG) is funded by the US Department of Energy (DOE). ESG integrates 
supercomputers with large-scale data and analysis servers located at numerous 
national labs and research centers to create a powerful environment for next 
generation climate research. This portal is the primary point of entry into the ESG.  

The Condor Project has performed research in distributed high-throughput 
computing for the past 18 years, and maintains the Condor High Throughput 
Computing resource and job management software originally designed to harness idle 
CPU cycles on heterogeneous pool of computers [2]. In essence a workload 
management system for compute intensive jobs, it provides means for users to submit 
jobs to a local scheduler and manage the remote execution of these jobs on suitably 
selected resources in a pool. Condor differs from traditional batch scheduling systems 
in that it does not require the underlying resources to be dedicated: Condor will match 
jobs (matchmaking) to suited machines in a pool according to job requirements and 
community, resource owner and workload distribution policies and may vacate or 
migrate jobs when a machine is required. Boasting features such as check-pointing 
(state of a remote job is regularly saved on the client machine), file transfer and I/O 
redirection (i.e. remote system calls performed by the job can be captured and 
performed on the client machine, hence ensuring that there is no need for a shared file 
system), and fair share priority management (users are guaranteed a fair share of the 
resources according to pre-assigned priorities), Condor proves to be a very complete 
and sophisticated package. While providing functionality similar to that of any 
traditional batch queuing system, Condor's architecture allows it to succeed in areas 
where traditional scheduling systems fail. As a result, Condor can be used to combine 
seamlessly all the computational power in a community. 

Grid workflows consist of a number of components, including computational 
models, distributed files, scientific instruments and special hardware platforms. 
Abramson et al. described an atmospheric science workflow implemented by web 
service [1]. Their workflow integrated several atmosphere models physically 
distributed. Hai studied the development of component-based workflow system, and 
he also studied the management of cognitive flow for distributed team cooperation 
[5]. We describe the Grid workflow in remote sensing science and show how it can be 
implemented using Web Services on a Grid platform in this paper. The workflow 
supports the coupling of a number of pre-existing legacy computational models across 
distributed computers. An important aspect of the work is that we do not require 
source modification of the codes. In fact, we do not even require access to the source 
codes. In order to implement the workflow we overload the normal file Input/Output 
(IO) operations to allow them to work in the Grid pool. We also leverage existing 
Grid middleware layers like Condor to provide access to control of the underlying 
computing resources. 

In this paper we present remote sensing application workflow in building a Remote 
Sensing Information Analysis and Service Grid Node at Institute of Remote Sensing 
applications (IRSA) based on the Condor platform. The node is a special node of 
Spatial Information Grid (SIG) in China.  The node will be introduced in Section 2. 
Several middleware developed in the node and the remote sensing workflow, with 
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some detail of the functions of the various components will be demonstrated in 
Section 3. Finally, the conclusion and further development will be addressed in 
Section 4. 

2   Remote Sensing Information Analysis and Service Grid Node 

2.1   Spatial Information Grid (SIG) 

SIG is the infrastructure that manages and processes spatial data according to users’ 
demand. The goal of SIG is to build an application Grid platform for spatial 
information community, which can simplify and shield many complex technology and 
settings, facilitate SIG users, and make good use of resources physically distributed. 
There are many reasons why one might wish to have the SIG. First, the amount of 
spatial data is increasing amazingly. So that real time or almost real time processing 
needed by applications confronts much more difficulties in one single computer. 
Second, data, algorithm, and/or computing resources are physically distributed.  
Third, the resources may be “owned” by different organizations. Fourth, the use 
frequency of some resources is rather low. 

A SIG at least contains: (1) A remote sensing Remote Sensing Information 
Analysis and Service Grid Node; (2) A data service node: traditional data base to a 
web service; (3) A management centre: resource register, find, trade, and 
management; (4) A portal: an entry to SIG user. 

2.2   Remote Sensing Information Analysis and Service Grid Node  

Remotely sensed data is one of the most important spatial information sources, so the 
research on architectures and technical supports of remote sensing information 
analysis and service grid node is the significant part of the research on SIG. 

The aim of the node is to integrate data, traditional algorithm and software, and 
computing resource distributed, provide one-stop service to everyone on Internet, and 
make good use of everything pre-existing. The node can be very large, which contains 
many personal computers, supercomputers or other nodes. It also can be as small as 
just on personal computer. Figure 1 describes the architecture of Remote sensing 
information analysis and service Grid node. The node is part of the SIG, but it also 
can provide services independently. There’re two entries to the node: 

1. A portal implemented by JSP. User can visit it through Internet browses, such as 
Internet Explorer and others. 

2. A portal implemented by web service and workflow technology. It is special for 
SIG. Other Grid resources and Grid systems can integrate with our node through 
this portal. 

The node provides the application services such as aerosol optical depth retrieval, 
land surface temperature retrieval, soil moisture retrieval, surface reflectance retrieval, 
and vegetation index applications by MODIS data.  
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Fig. 1. Architecture of remote sensing information analysis and service Grid node 

The remote sensing node server (Figure 2) responds for all the corresponding 
events about the services on it. It contains: 

• Node container: provide the necessary grid work environment; 
• Service/workflow: some functional entities or workflows will be encapsulated to 

services for Grid. Others functional entities called within the node will be 
encapsulated to workflows. By adding new services into the node container, the 
capability of the node can be augmented and in turn the function of the whole 
system can be improved incrementally. 

• Middleware: traditional applications cannot be used on condor directly. So 
middleware is needed to provide an access to condor. The middleware stands for 
the division and mergence of sub-tasks, and monitor the condor computing pool 
and the process of sub-tasks running in the pool.  

• Node management tool: it responds for issuance, register, and update to SIG 
management centre. It’s up to the node management tool to trigger service and 
monitor the status of the service. 

The node issues and registers its services 
to SIG manage centre periodically, 
responses calls of SIG, triggers services, 
and reports status. Receiving require from 
SIG manager, the node will find data form 
either local or remote data server according 
to the user’s requirements, organize 
computing resource dynamically, trigger 
services, and monitor their running status. 
To decrease the total processing time of a task, the node will divide a task into several 
sub-tasks. The exact number and size of the sub-tasks is according to the current PC 
number and configure in the Condor computing pool and super computer. Only when 
the task is large enough, or on the user’s request, the node triggers off the super 
computer to do a large sub-task. The method we trigger super computer is different 
with that of Condor computing pool. The Grid Service Spread (GSS) described by 
Wang et al. was used to implement it [6]. 

Implementing the node, we refer to use web service technology rather than Globus 
technology. The reasons are: 

 

Fig. 2.  Remote sensing node server 
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1. Globus is a new technology which progressing fast. From the issuance of Globus 
toolkit version 1.0 at 1999 to version 4.0 at 2005, the protocol and technology in it 
changed evidently. The reliability and practicality need textual research. 
Therefore, it’s venturesome to follow it. 

2. Web service is a mature technology, which has been tested out in the field of 
industry for decades of years. Globus is adjusting its steps to web service. So long 
as our node supports web service, our node will be compatible with Globus. Web 
service ensures the compatibility and expansibility of our node. 

3. It’s more complex and difficult to develop using Globus than using web service. 
There are some convenient tools available for web service. But few is for Globus. 

3   Workflow Implementation with Web Service and Grid 

Traditional method for link functional components is to program them into a static 
course, or involve human control. People have to realize all the permutation and 
combination of the components in order to deal with all possible cases. It need large 
amount of repeated work, and is discommodious to modify and extend. The workflow 
technology overcomes these shortages. Using the concept STEP, ACTION, STATE, 
and TRANSITION in finite state machine (FSM) for reference, workflow can skip 
among the components flexibly.  So it’s facility to organize components dynamically 
according the user request and the environment of the system. 

As the temperature retrial example for demonstrating the implement of our node, 
which will be described in details in sections 3.1 and 3.2, we can cut-out any pre-
processing components by configuring the workflow conditions and attributes. For 
example, if the primary data has been rectified outside our node, the workflow will 
skip the rectification component and turn into the next one. 

The components called by workflows can be reused. So that people were set free 
from repeated work. For the loose coupling of the components and workflows, it’s 
convenient for developers to modify the components themselves without harm to the 
workflows, as long as the interface of the components is unchanged. Furthermore, it is 
convenient to modify the workflows by adding or decreasing components in them. 

We also benefit from the termination function of workflow technology. It is 
particular useful to some remote sensing applications which involve many steps and 
need long processing time. A workflow instance can be terminate by sending terminal 
signal artificially, if we don’t want the instance execute anymore. An instance can 
stop itself when it finds out the components in it meet trouble or the required 
environment is not satisfied. But the workflow cannot stop a running component. It 
only can stop itself before or after the running component is finished. 

Using workflow’s status function, we can monitor the running status of a workflow 
and status of components in it. STATE has four meaning in the remote sensing node: 

• State of the node: it describes the attributes of the node, such as busy, idle, current 
workload, current processing ability, service instance number in queue, etc. 

• State of application/workflow instance: it presents whether the instance is finished, 
or which step is finished. 

• State of components in an application: it has only two status: finished and 
underway. 
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• State of condor pool: it contains the detail configuration (operation system, IP 
address, architecture, CPU, and RAM) and running status (IDLE or BUSY) of the 
PCs in the condor computing pool, the number of the tasks submitted to condor. 

3.1   An Implementation with Web Services on the Condor Platform 

This implementation is for the connection to the SIG or other Grid application 
systems. Each application is implemented using web service technology such as 
SOAP, XML, and WSDL.  

In our node, the workflow engine plays 
the role of a global coordinator to control 
different components to fulfil the functions 
requested by users according to a pre-
defined process model.  For example, 
Figure 3 presents the pre-defined process 
model of land surface temperature retrial. 
It involved the functional component of 
data format transfer, rectification, region 
selection, division, land surface 
temperature retrial, mergence, and return 
result to caller. The workflow will skip the 
functional components in front of the 
component whose input requirement has 
been satisfied by the primary data. 
Unfortunately, the system cannot 
recognize whether the data has been 
transferred or rectified without further 
information.  It’s necessary for the data 
node or someone else to describe these characters in a data metafile. The workflow 
will decide which components should be skipped by the metafile. 

The division component calls the middleware shown in Figure 2. The middleware 
stands for checking the current status of condor computing pool, dividing data into 
pieces according to the number of the PCs in condor, generating all the files needed 
by Condor, packaging them, and transferring them to the location where condor can 
find them. The workflow submits the temperature component and data pieces to 
Condor. Then Condor stands for manage these sub-tasks. When Condor returns the 
results of sub-tasks, the mergence component will integrate them into the final result. 
And return component transfer this final result to caller. In this test, there were 5 PCs 
running operation system of Windows 2000 professional.  

3.2   An Implementation with JSP on a Condor Platform 

This implementation is for users to visit our node directly. The difference between the 
JSP implementation and web service one is: 

1. It is not a web service application. There are no WSDL files and WSDD files for 
the JSP implementation. It only can be triggered and initialized artificially. It 
cannot be interact by other machines. 

 

Fig. 3. Process model of land surface 
temperature retrieval 
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2. The implement with JSP can be man-machine interactive. Of course it can auto 
run, too. An application can be intervened when it is running.  

3. It provides a data up load function before data format transfer component. So that 
users can process their data using the functions on our node. 

Figure 4 shows the execution course of the land surface temperature retrieval 
application. 

 

Fig. 4. The execution course of a temperature application workflow instance 

4   Conclusions and Future Work 

In this paper, we introduced our ongoing research on remote sensing information 
analysis and service Grid node. The node is service-oriented. The whole node is 
composed of many workflows. Each workflow stands for certain service. Some of the 
workflows were implemented with web service technology, so that they can be called 
by the SIG or other systems, which follow web service protocol. Web service 
technology endows our node with compatibility and machine-machine interaction.  
Other workflows are for JSP web site, so that user can visit our node directly. They 
only can be triggered artificially.  The JSP technology endows our node with man-
machine interaction. The execution course of the JSP workflows can be intervened by 
users. Workflow technology endows our node with easy modification and 
extensibility. SIG and Condor endows our node with the power of remote 
cooperation, resource share, and management physically distributed. 

Our node is a demonstration to how to integrate data, traditional algorithms and 
models, and computing resource in order to provide one-stop service to users. We 
have implemented it mainly by workflow technology. We try to make a large virtual 
super computer by integrating cheap personal computers on Internet, and utilize them 
when they are left unused. Theoretically, the node can provide enough processing 
ability to anyone at anytime and anywhere if there are enough PCs left unused in it. 
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The services on the node seem to work well, but actually it is far away from 
intactness. There are still many problems to deal with. One problem is the long file 
transfer time between the PCs physically distributed. It weakens the decrease of the 
total processing time improved by using more PCs doing one task. To some multi-
band image data, a feasible approach to deal with it is to transmit only the bands 
needed by the applications. The amount of the data may decrease a scalar grade. 
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Abstract. The paper presents application of artificial immune system
in time series prediction of the medical data. Prediction mechanism used
in the work is basing on the paradigm stating that in the immune system
during the response there exist not only antigene - antibody connections
but also antigene - antigene connections, which role is control of anti-
bodies activity. Moreover in the work learning mechanism of the artificial
immune network, and results of carried out tests are presented.

1 Introduction

Biological phenomenons, and particularly organic processes are of a dynamic
character. Diagnosis and therapy are of the same character. In approaching di-
agnosis and making therapeutic decision phenomenons happening in time are
investigated [1]. Every doctor knows that it is rare to make a decision about
diagnosis and treatment on the basis of only one clinical observation. Usually it
is based on several patient’s examinations, regular analysis of many biophysical
and biochemical parameters, or imaging examination. On a particular level of
these examinations preliminary diagnosis is determined, and later a final one.
Basing on determined diagnosis, and on the evaluation of the sickness process
dynamics, decision about the treatment is taken. The field of neonatology has
made tremendous progress during the last twenty years. It’s been made possi-
ble thanks to the progress in modern technologies of intensive medical care and
progress in the applied sciences. Diagnostic examinations are based on micro
- methods. Modern monitoring technologies, both non - invasive and invasive,
aren’t very strenuous for the patient, allow in an exact manner for continuous
monitoring of gas exchange, lungs mechanics and functioning of circulatory sys-
tem. Patophysiology of the infant respiration insufficiency and the role of the
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surfactant deficiency in various forms of the respiration insufficiency was dis-
covered. Physiology and patophysiology of the water - electrolyte economy of
regular and premature neonates was also discovered. Initial stabilization of the
infants state is a difficult task. It can take even few days. To achieve it the
doctor analyses repeatedly many parameters related to the patient’s health con-
dition. To these parameters belong birth anamnesis, physiological examinations
(body’s weight, dieresis), results of additional examinations ( biochemical, micro
biological, imaging) and readings from the monitoring instruments ( pulsexime-
ter, cardio monitor, invasive measurement of the arterial pressure, respiratory
mechanics monitor). It isn’t rare when doctor appraises simultaneously over fifty
variables. Analysis of this huge amount of data is hard and requires experience,
all the more if the decision about the treatment should be made quickly. In the
result of carried out data analysis doctor makes decision about the treatment
expecting positive results, which are expressed by the desired changes in the
results of additional examinations, readings of the monitoring instruments and
physical examination. The whole process can be verified by comparing it to the
model of respiratory insufficiency progress carried out by the doctor. Creation
of this model is based on theoretical and empirical knowledge found in scien-
tific books and papers and also on the doctor’s experience. Out of necessity
created model is of subjective character. Moreover results of analysis carried out
by the doctor are always dependant of many external factors - recently read
reports, weariness of the doctor etc. Intensification of gas exchange disorders
are best reflected by arterial blood gasometry parameters examined in the con-
text of currently used methods of ventilation support. For that reason as an
output values four directly measured parameters of arterial blood gasometry:
pH, pCO2, pO2, HCO3 and oxygen parameter (pO2/F iO2) were chosen. Alkalis
deficiency and hemoglobin oxygen saturation were omitted as derivatives of the
four parameters mentioned above.

1.1 Parameters Prognosis

Below short characteristic of the parameters is presented:

pH - blood reaction is a parameter, which depends on the state of the res-
piratory system, but also on the circulatory system functioning, kidneys and
metabolism of system. It is a general parameter, which can be treated as an
indicator of the general state of the patient.
pCO2 - partial pressure of the carbon dioxide is strictly correlated with the

rate of the respiratory system efficiency. Above all it is dependent on minute
ventilation. Its increase causes simultaneous decrease of pCO2. Increase of the
partial pressure of the carbon dioxide is usually the symptom of respiration
disorders with lowered ventilation. However in serious respiration disorders with
handicapped gas diffusion through the alveolar - capillary barrier also appear
symptoms of handicapped exchange of carbon dioxide. Increase of CO2 decreases
blood’s pH . pCO2 of patients with supported ventilation depends mainly on the
frequency of breaths (RR) and respiration capacity (TV).



302 W. Wajs et al.

pO2 - partial pressure of oxygen is also strictly correlated with the rate of
the respiratory system efficiency. Normal exchange of oxygen in lungs depends
mainly on the proper ratio of ventilation to perfusion and on permeability of the
alveolar - capillary barrier. Perturbation of the ventilation to perfusion ratio is
observed usually in the case of atelectasis. Thickening of the alveolar - capillary
barrier in the first place handicaps oxygen exchange, only further decrease of its
permeability handicaps CO2 exchange. pO2 of patients with ventilation support
depends on the oxygen concentration in the respiratory mixture (FiO2) and on
the rate of lung’s dilation. The latter in the patients with ventilation support de-
pends on the proper pressure in respiratory tracts (peak pressure of inspiration,
average pressure in respiratory tracts). Oxygen deficiency in the organism causes
increase of anaerobic metabolism and also increase of lactic acid and decrease of
blood’s pH production.
HCO3 - hydrogen carbonate concentration in blood depends on system’s

metabolisms and kidney’s functioning. In case of disproportions between trans-
port of oxygen to tissues and metabolic requirements of system decrease of bi-
carbonate concentration and metabolic acidosis supervene.

Assessing particular clinical case one doesn’t rely on only one, even complex
parameter, usually one evaluates many various parameters. Because of that four
parameters were chosen as inputs of artificial immune network. Exact classi-
fication of their values reflects direction and rate of changes - improvement or
deterioration of respiratory system functioning, occurring in the natural progress
of the illness and used treatment methods.

1.2 Source of Data

Research data used in the presented work, was gathered during few years long
observation and hospitalization of patients on the Infant Intensive Care Ward of
the Polish - American Institute of Pediatrics Collegium Medicum Jagiellonian
University of Cracow. On this ward a computer database is used called Neona-
tal Information System (NIS), which stores information about all hospitalized
infants.

2 An Artificial Immune Network for Signal Analysis

Main goal of our system is a prediction of signals and to achieve this goal several
problems had to be solved. The first of them is connected with an algorithm
of learning the immune network. The next problem is related to the structures
of data, which are responsible for representation of signals. Solutions to these
problems are presented below. The last paragraph presents results of signals
prediction by our immune network.

2.1 Signal Representation

The input signal for the system, is interpreted as an antibody (Ab) so the task of
immune network is to find an antigen Ag that will be suitable for Ab. The Ag-Ab
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representation will partially determine which distance measure shall be used to
calculate their degree of interaction. Mathematically, the generalized shape of a
molecule (m), either an antibody (Ab) or an antigen (Ag), can be represented by
a set of real-valued coordinates m =< m1,m2, ...,mL >, which can be regarded
as a point in an L-dimensional real-valued space.

D =

√√√√ L∑
i=1

(abi − agi)2 (1)

The affinity between an antigen and an antibody is related to their distance
that can be estimated via any distance measure between two vectors, for example
the Euclidean or the Manhattan distance. If the coordinates of an antibody
are given by < ab1, ab2, ..., abL > and the coordinates of an antigen are given
by < ag1, ag2, ..., agL >, then the distance (D) between them is presented in
equation (1), which uses real-valued coordinates. The measure distances are
called Euclidean shape-spaces.

2.2 Learning Algorithm

In this article, we are basing on an algorithm that was proposed in the pa-
pers [2, 3] by de Castro and Von Zuben. Our modified version of immune net
algorithm [4] was adapted to cope with continuous signals prediction. The afore-
mentioned algorithm is presented below. The learning algorithm lets building
of a set that recognizes and represents the data structural organization. The
more specific the antibodies, the less parsimonious the network (low compres-
sion rate), whilst the more generalist the antibodies, the more parsimonious the
network with relation to the number of antibodies. The suppression threshold
controls the specificity level of the antibodies, the clustering accuracy and net-
work plasticity.

For each Agj ∈ Ag do

– Determine its affinity fi,j , i = 1,...,N, to all Abi. fi,j = 1/Di,j, i = 1,...,N
– A subset Ab(n) which contains the n highest affinity antibodies is selected;
– The n selected antibodies are going to clone proportionally to their antigenic

affinity fi,j , generating a set C of clones
– The set C is submitted to a directed affinity maturation process (guided

mutation) generating a mutated set C∗, where each antibody k from C∗ will
suffer a mutation with a rate inversely proportional to the antigenic affinity
fi,j of its parent antibody: the higher the affinity, the smaller the mutation
rate:

– Determine the affinity dk,j = 1/Dk,j among Agj and all the elements of C∗:
– From C∗, re-select ξ % of the antibodies with highest dk,j and put them into

a matrix Mj of clonal memory;
– Apoptosis: eliminate all the memory clones fromMj whose affinity Dk,j > d:
– Determine the affinity si,k among the memory clones:
– Clonal suppression: eliminate those memory clones whose si,k < s:
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– Concatenate the total antibody memory matrix with the resultant clonal
memory Mj

– Determine the affinity among all the memory antibodies from Abm:
– Network suppression: eliminate all the antibodies such that si,k < s:
– Build the total antibody matrix Ab← [Ab(m);Ab(d)]

Where:

Ab - available antibody repertoire (Ab ∈ SN × L,Ab = Ab(d) ∪Ab(m));
Ab(m) - total memory antibody repertoire (Ab(m) ∈ Sm× L,m ≤ N);
Ab(d) - d new antibodies to be inserted in Ab (Ab(d) ∈ Sd× L);
Ag - population of antigens (Ag ∈ Sm× L);
fj - vector containing the affinity of all the antibodies Abi (i = 1,...N) with

relation to antigen Agj . The affinity is inversely proportional to the Ag-Ab
distance;

S - similarity matrix between each pair Abi - Abj , with elements si,j (i,j =
1,...,N);

C - population of Nc clones generated from Ab(C ∈ SNL);
C∗ - population C after the affinity maturation process;
dj - vector containing the affinity between every element from the set C∗ with

Agj ;
ξ - percentage of the mature antibodies to be selected;
Mj - memory clone for antigen Agj (remaining from the process of clonal sup-

pression);
Mj - resultant clonal memory for antigen Agj ;
d - natural death threshold;
s - suppression threshold.

Artificial Immune System response algorithm:

N0_Ag = length(Ag);
Ab = Ag;
for i = N0_Ag : N_SegmentationWindowWidth - 1

LenAg = length(Ab);
[M, vbD, Dn ] = Answer_Net( M, Ab, i, ds );
Ab=[Ab, M(1,i+1)];

end

The presented algorithm requires some explanations. There are important
operations that are responsible for suppressive steps. The steps are called clonal
suppression and network suppression, respectively. As far as a different clone is
generated to each antigenic pattern presented, a clonal suppression is necessary
to eliminate intra-clonal self-recognizing antibodies, while a network suppression
is required to search for similarities between different sets of clones. After the
learning phase, the network antibodies represent internal images of the antigens.
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3 Example - Prediction of Blood Gasometry Parameters

In the given example use of the artificial immune network is presented in the pre-
diction of the pH, pCO2, pO2 andHCO3 parameters. Using a database, function-
ing for the few years on the Infant Intensive Care Ward of the Polish - American
Institute of Pediatrics Collegium Medicum Jagiellonian University of Cracow, an
artificial immune network was created, which task is prediction of the arterial
blood gasometry parameters (pH, pCO2, pO2, HCO3). In the process of training
previous values of gasometry, respirator settings and surfactant administration
were used as an input data.

Training process of the artificial immune network consists of two phases. First
phase is a learning of the artificial immune network. This phase proceeds accord-
ingly to the algorithm presented previously.

Training set is comprised of blood gasometry parameters time series starting
from the time t. Time series are segmented as shown in Figure 1.

Fig. 1. pO2=f(t) time series segmentation process

Second phase tests the network’s generalization abilities by presenting it input
vectors from the test dataset.

3.1 Training Process

Dataset for the training process consisted of 480 samples, and parameters of the
artificial immune network were set to the following values:
n = 4, ξ = 20%, σd = 0.8, σs = 0.01
Stopping criterions of the training process were set to one hundred generations

Ngen = 100. One of the more important parameters, which has a major influence
on the immune network structure is a (σs) parameter. Changing value of the
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suppression threshold (σs) influences the generalization abilities of the artificial
immune network.

3.2 Testing Process

Figure 2 presents example response of the network, for the time series, chosen
for the infants blood gasometry parameters data set.

Fig. 2. Time series prediction result of pO2, pCO2, pH and HCO3 parameters for one
of the patients

Legend:

4 Summary

In the paper application of artificial immune network in time series prediction
of medical data was presented. Prediction mechanism used in the work is bas-
ing on the paradigm stating that in the immune system during the response
there exist not only antigene - antibody connections but also antigene - antigene
connections, which role is control of antibodies activity. The mechanism turned
out to be an interesting technique useful in prediction of the time series. Future
work aims at increasing systems reliability by improving the algorithms used
and acquring further data of the infants hospitalization.
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Fig. 3. Prediction error calculated for pO2, pCO2, pH and HCO3 parameters
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Abstract. Since empirical force fields computation requires a heavy computa-
tional cost, the simulation of complex protein structures is a time consuming 
process for predicting their configuration. To achieve fast but plausible global 
deformations of protein, we present an efficient and robust global shape based 
protein dynamics model using an implicit volume preservation method. A trian-
gulated surface of the protein is generated using a marching cube algorithm in 
pre-processing time. The normal mode analysis based on motion data is used as 
a reference deformation of protein to estimate the necessary forces for protein 
movements. Our protein simulator provides a nice test-bed for initial screening 
of behavioral analysis to simulate various types of protein complexes. 

1   Introduction 

Since life and the development of all organisms are essentially determined by molecu-
lar interactions, the fundamental biological, physical, and chemical understanding of 
these unsolved detail behaviors of molecules are highly crucial. With the rapid accu-
mulation of 3D (Dimensional) structures of proteins, predicting the motion of protein 
complexes is becoming of increasing interest. These structural data provide many 
insights on protein folding, protein-ligand interaction, protein-protein interaction and 
aid more rational approaches to assist drug development and the treatment of diseases. 
The analysis of deformation of proteins is essential in establishing structure-function 
relationships because a structure actually carries out a specific function by movement.  

Advanced computer graphics hardware and software can offer real-time, interactive 
3D and colorful protein complexes to the screen instead of lifeless chemical formulas. 
During the last decades, to discover and understand a wide range of biological phe-
nomena, computer simulation experiments using quantum mechanics, molecular  
mechanics, and molecular dynamics simulation have opened avenues to estimate and 
predict the molecular level deformation [1, 2, 3]. Several applications such as Amber 
molecular dynamics [4] and CHARMM [5] have been developed. Quantum mechan-
ics has been widely used for molecular modeling and it calculates the behavior of 
molecules at the electronic level. Although quantum mechanics provides accurate 
prediction for molecular simulation, it is limited to small sizes of molecules due to the 
expensive computational cost. Molecular mechanics calculates the energy of a  
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molecular system from atoms centered on the nuclear position and an empirical force 
field. Empirical force fields include bond related forces (bond stretching energy, bond 
angle bending energy, and torsional energy) and non-bond related forces (electrostat-
ics interaction energy, hydrogen bonding energy, and van der Waals energy) to esti-
mate the energy of the molecular system. Experimental data such as atomic geometry, 
bond lengths, and bond angles are obtained by X-ray crystal structures or NMR (Nu-
clear Magnetic Resonance) to set up the values of potential parameters. Molecular 
mechanics minimizes the given empirical energy functions using initial conditions 
and finds the minimum energy conformation. However, this method ignores kinetic 
energy of molecular system.  

Although molecular mechanics reduces the computational cost substantially, the 
computational task is still time-consuming because proteins consist of large numbers 
of atoms. In addition, the motions of proteins are not static and dynamics are impor-
tant for protein simulation. In a molecular dynamics simulation, the classical equa-
tions of motion for positions, velocities, and accelerations of all atoms are integrated 
forward in time using the well-known Newton equations of motion. It computes the 
time dependent deformation of protein structure. However, molecular dynamics simu-
lation also depends on the atomic representation to estimate the evolution of confor-
mations of protein complexes based on the interaction between atoms. Especially both 

electrostatics interaction forces and van der Waals forces require 2( )O N computa-

tional complexity for performing the direct calculation. Thus its computational com-
plexity is expensive for the high number of atoms which are required to predict the 
deformation of protein structure. The constraint enforcement for bond lengths or bond 
angles using nonlinear constraint equations at each time step such as SHAKE [6], and 
RATTLE [7] to eliminate high frequency vibration motions also require heavy com-
putational cost for molecular dynamic simulation.  

In this paper, instead of expensive bond lengths and angles constraints or non-bond 
related forces computations, we provide a new global shape based volume preserva-
tion for protein deformation. The complexity of our volume preservation algorithm is 
at a constant time and it requires virtually no additional computational burden over 
the conventional mass-spring dynamics model. Our method incorporates the implicit 
volume preservation constraint enforcement on a mass-spring system to represent 
protein complexes, so it provides an efficient platform for user manipulation at an 
interactive response rate. Therefore, the proposed method is well suitable for initial 
screening of behavioral analysis for complex protein structures.  

2   Related Works 

The modeling of complex proteins based on the molecular dynamics simulation has 
been one of the remarkable research areas. The canonical numerical integrations [8] 
have been used for molecular dynamics simulations using thermodynamic quantities 
and transport coefficients since they provide enhanced long-time dynamics [9, 10]. 
Nose-Hoover [11, 12] molecular dynamic is introduced using a constant-temperature 
and Martyna et al. [13] improved stiff system problems with Nose-Hoover chain  
dynamics. Jang and Voth [14] introduced simple reversible molecular dynamics  
algorithms for Nose-Hoover chain dynamics by extension of the Verlet algorithm. 
Constrained molecular dynamics simulation also has been used to remove numerical 
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stiffness of bond length or bond angle potentials. In molecular dynamics, the length of 
the integration time step for numerical integration is dictated by the high frequency 
motions since hard springs can cause numerical instability. The high frequency mo-
tions of molecular dynamic simulation are less important than the low frequency 
motions which correspond to the global motions.  

Ryckaert et al. [6] introduced the SHAKE algorithm based on the Verlet method to 
allow for bond constraints and is widely used for applying the constraints into mo-
lecular dynamic simulations. The SHAKE algorithm is a semi-explicit method. Al-
though the SHAKE iteration algorithm is simple and has a low memory requirement, 
it requires a sufficiently small integration time step to converge to the solution. The 
adaptive relaxation algorithm for the SHAKE algorithm as presented by Barth et al. 
[15] iteratively determines the optimal relaxation factor for enhanced convergence. 
Andersen [7] proposed the velocity level Verlet algorithm, RATTLE, for a velocity 
level formulation of constraints. The SHAKE and RATTLE require solving a system 
of nonlinear constraint equations at each integration time step thus they require sub-
stantial computational cost. On the other hand, we applied the implicit volume-
preserving constraint into protein simulations with our implicit constraint method to 
achieve the globally meaningful deformation of proteins.   

3   Protein Structure 

The protein consists of the spatial arrangement of amino acids which are connected to 
one another through bonds. Thus the protein is a set of atoms connected by bonds in 
3D. Instead of using bonded and non-bonded empirical functions, we represent the 
bond connectivity by simple mass-spring system. Fig. 1 illuminates the structure of 
periplasmic lysine, arginine, ornithine binding protein (2LAO). The atoms (mass 
points) are connected by springs which are colored by green lines to propagate the 
energy. Although we generated springs for each amino acid, each amino acid is still 
isolated from other amino acids in the protein. Two or more amino acids are linked 
together by a dehydration synthesis to form a polypeptide. These characteristic 
chemical bonds are called peptide bonds. Therefore two amino acids are connected 
together by the carboxyl group and the amine group. Notice that a water molecule is 
removed during this process.  

 

Fig. 1. Simple mass-spring system for periplasmic lysine, arginine, ornithine binding protein 
(2LAO) 
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4   Protein Surface 

Since proteins interact with one another and other biological compounds through the 
surface, the protein surface is highly important to understand protein functions and 
deformations. The concept of a surface for protein involves the geometric properties 
of molecules, biophysics, and biochemistry. Usually the van der Waals surface is 
simply computed by overlapping the van der Waals spheres of each atom.  

Lee and Richard [16] estimated the solvent accessible surface using a water mole-
cule probe. The solvent accessible surface is determined by a water probe which 
exactly contacts the van der Waals spheres. Connolly [17] improved the solvent 
accessible surface using the molecular surface and reentrant surface and has been 
widely used to represent the surface of proteins. The atoms are idealized as spheres 
using the van der Waals radius and the Connolly surface is determined by the  
inward-facing surface of the water probe sphere as it rolls over the protein  
molecule.  

Since fast and accurate computational geometry methods make it possible to com-
pute the topological features of proteins, we applied the marching cube algorithm [18] 
to determine the surface of the protein. The marching cube algorithm has been widely 
used in applications of medical imaging to reconstruct 3D volumes of structures 
which can help medical doctors to understand the human anatomy present in the 2D 
slices and also applied to the description of the surface of biopolymers [19]. The 3D 
coordinates of every atom of the protein are obtained from PDB (Protein Data Bank) 
[20]. Initially, each atom is created using the van der Waals radius. However these 
standard values of the van der Waals radii create too many spatial cavities and tun-
nels. Thus we gradually increase the radius of atoms using a threshold until all atoms 
are overlapped with at least one of the other atoms.    

The marching cube algorithm is one of a number of recent algorithms for surface 
generation with 3D volumetric cube data and it can effectively extract the complex 
3D surface of protein. In addition, this algorithm provides the triangle mesh for the 
surface which is essential for using our volume preservation scheme. This algorithm 
detects not only the surface of the protein structure but also the cavities or tunnels of 
the protein. We can readily expand the basic principle of the marching cube algorithm 
to 3D.  

We adopted the marching cube algorithm to generate the complex surface of pro-
teins as a pre-processing stage. The high resolution of the triangulated mesh surface 
requires more computational cost and the resolution of the surface can be controlled 
using a threshold value which defines the size of cubes. The Fig. 2 shows the created 
refined surface of periplasmic lysine, arginine, ornithine binding protein (2LAO) and 
Adenylate kinase (1AKE). The surface nodes which create the surface of the protein 
are independently created from atoms. These surface nodes are connected by struc-
ture, bending, and sheer springs to preserve the physical properties. To represent the 
correct surface according to the deformation of the protein, the surface should be re-
estimated by the marching cube algorithm at each time step, but it is a computation-
ally expensive and painful task.  
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Fig. 2. The surface of proteins using marching cube algorithm: the left figure is periplasmic 
lysine, arginine, ornithine binding protein (2LAO) and the right figure is Adenylate kinase 
(1AKE) 

5   Protein Volume 

Volume changes of proteins on protein folding have been studied [21, 22] and their 
results show that volume changes are very small (less than 0.5 percentage from  
original volume) at normal pressure. To overcome the critical inherent drawback of 
volume loss of a mass-spring system, this paper proposes a real-time volume preser-
vation method. Our volume preservation method maintains the global volume of a 
closed mesh structure and guarantees the constant volume constraint at every time 
step of a mass-spring simulation.  

The total volume of a protein is estimated by summing the surface triangles of the 
protein using the Divergence Theorem. The surface of the protein is represented by 
flat triangular patches with coordinates ( , , )x y z  varying linearly on these patches. It 

is convenient to introduce the natural coordinates 1L , 2L , and 3L  and express the 

surface integral as  

                             ( )3

i=1
3V= i i x i i y i i zx L N y L N z L N dA+ +                           (1) 

Note that the unit normal vector is constant on the triangular surface patch. The inte-
gral is easily evaluated using the following equation for integrating polynomials in iL   

                       31 2 1 2 3
1 2 3

1 2 3

! ! !
2

( 2)!

aa a a a a
L L L dxdy A

a a a
=

+ + +
                               (2) 

where 1a , 2a , and 3a  are non-negative integers, and A is the area of a triangle. We 

have the three cases: 1a , 2a , and 3a  are 1 1a = 2 3 0a a= = , 2 1a = 1 3 0a a= = , 

and 3 1a = 1 2 0a a= = . The three integrals we need are given by 

                           1 2 3 3

A
L dxdy L dxdy L dxdy= = =                                     (3) 
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The total volume V  can be obtained by 

{ }1 2 3 1 2 3 1 2 3( ) ( ) ( )
3 x y z

i

A
V n x x x n y y y n z z z= + + + + + + + +               (4) 

where i  is the volume contribution of surface triangle i . This volume must remain a 
constant over the entire simulation, so we cast this condition as a constraint in a dy-
namic system.  

Let ( , )q tΦ be the constraint to representing an algebraic constraint. To preserve the 
volume of object, the difference between 0V (original volume) and V (current volume) 
should be 0 during the simulation. 

0( , ) 0q t V VΦ = − =                                                   (5) 

We applied the implicit constraint method [23] to maintain the volume constraint.  

( ) ( ) ( ) ( )1 1
2

1 1
, ( , ) , , ( ( , ))T A

q q qq t M q t q t q t q t M F q t
tt

λ− −Φ Φ = Φ +Φ +
∆∆

     (6) 

where AF are applied, gravitational and spring forces acting on the discrete masses, 
M is a diagonal matrix containing discrete nodal masses, λ  is a vector containing the 

Lagrange multipliers and q
V

q

∂Φ =
∂

is the Jacobian matrix. In equation (6), λ can be 

calculated by a simple division thus our volume preservation uses the implicit con-
straint method to preserve the protein volume with a mass-spring system at virtually 
no extra.    

6   Force Generation for Protein Movement 

Recently NMA (Normal Mode Analysis) [24, 25, 26] has been widely used to infer 
the dynamic motions of various types of proteins from an equilibrium conformation. 
NMA is a powerful theoretical method for estimating the possible motions of a given 
protein. To analyze the necessary external forces for protein movement, we used the 
Yale Morph Server [26] which applied NMA to achieve the movements of proteins as 
a reference deformation of the protein. We calculated the necessary forces based on 
the series of motion data files which are achieved from [26].  

1 ( / )n nv v dt F m+ = + ,    1 1n n nq q dtv+ += +                      (7) 

Equation (7) is the simple Euler integration to estimate the next status of positions and 
velocities. Here v is the velocity of atom, q  is position of atom, F is the net force of 

system, m is the mass of atom, and dt is the integration time step. We already know 
the all position information of atoms for each time step, thus we can calculate the 
necessary force to move all atoms using equation (8). 

1 1( ) /n n nv q q dt+ += − ,  1( ) /n nF m v v dt+= −                   (8) 

Since the atoms of the protein and surface nodes are not connected to each other, 
when atoms are moved by estimated external forces in equation (8), the surface of the 
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protein will not move. Instead of creating extra springs to follow the movement of 
atoms or regenerating the surface using the expensive marching cube algorithm at 
each time step, the surface nodes of the protein are moved according to the displace-
ment of the closest atom to reduce computational requirements. Unlike the Yale 
Morph Server which only provides 2D motion of proteins with a fixed view point, our 
protein simulation provides 3D motion of protein deformation with a controllable 
view point. 

7   Conclusion 

Although we are using the current state-of-the-art computing power, it is still not 
computationally feasible to perform atomic molecular dynamics simulation for huge 
protein structures at an interactive response rate, partly due to the large conformation 
space. Instead of expensive and complicated force calculations at each time step to 
achieve the detail deformation of proteins, we applied the simple and fast mass-spring 
system. The stable and effective global shape based volume preservation constraint is 
applied to the protein simulation with the marching cube algorithm. Although our new 
global shape based volume preservation method sacrifices the micro level of dynam-
ics in the protein movement, the proposed efficient platform of protein simulator can 
provide the globally correct (low-frequency motion) and biologically meaningful 
deformation of the protein complexes at an interactive level. Therefore, our simulator 
can be utilized as a nice test-bed for initial screening of behavioral analysis of protein 
complexes. 
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Abstract. A higher-order frequency-domain characterization of termite
activity (feeding and excavating) has been performed by means of ana-
lyzing diagonal slices of the bi-spectrum. Five sets of signals of different
qualities were acquired using a high sensitivity probe-accelerometer. We
conclude that it is possible to establish a third-order pattern (spectral
track) associated to the termite emissions, and resulting from the impul-
sive response of the sensor and the body or substratum through which
the emitted waves propagate.

1 Introduction

Termite detection has gained importance in the last decade mainly due to the
urgent necessity of avoiding the use of harming termiticides, and to the joint use
of new emerging techniques of detection and hormonal treatments, with the aim
of performing an early treatment of the infestation. A localized partial infestation
can be exterminated after two or three generations of these insects with the aid
of hormones [1],[2].

User-friendly equipment is being currently used in targeting subterranean in-
festations by means of temporal analysis. An acoustic-emission (AE) sensor or
an accelerometer is attached to the suspicious structure. Counting the hits pro-
duced by the insects and been registered by the accelerometer, the instrument
outputs light signals. At the same time, the user can listen to the sounds and
perform some pre-processing, like filtering or amplifying. A set of hits is de-
fined as an acoustic event, which in fact constitutes the electronic tracks of the
insects.

These instruments are based on the calculation of the root mean square (RMS)
value of the vibratory waveform. The use of the RMS value can be justified both
by the difficulty of working with raw AE signals in the high-frequency range,
and the scarce information about sources and propagation properties of the
AE waves. Noisy media and anisotropy makes even harder the implementation
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of new methods of calculation and measurement procedures. A more sophis-
ticated family of instruments make use of spectral analysis and digital filter-
ing [3]. Both have the drawback of the relative high cost and their practical
limitations.

In fact, the usefulness of the above prior-art acoustic techniques and equip-
ments depends very much on several biophysical factors. The main one is the
amount of distortion and attenuation as the sound travels through the soil (∼600
dB m−1, compared with 0.008 dB m−1 in the air) [1]. Furthermore, soil and wood
are far from being ideal propagation media because of their high anisotropy, non-
homogeneity and frequency dependent attenuation characteristics [3].

On the other hand, second order statistics and power spectra estimation (the
second order spectrum) fail in low SNR conditions even with ad hoc piezoelectric
sensors. Spectrum estimation and spectrogram extract time-frequency features,
but ignoring phase properties of the signals. Besides, second-order algorithms
are very sensitive to noise.

Other prior-art second-order tools, like wavelets and wavelet packets (time-
dependent technique) concentrate on transients and non-stationary movements,
making possible the detection of singularities and sharp transitions, by means
of sub-band decomposition. The method has been proved under controlled lab-
oratory conditions, up to a SNR=-30 dB [4].

As an alternative, higher order statistics (HOS), like the bi-spectrum, have
proven useful for characterization of termites’ emissions, using a synthetics of
alarm signals and prior-known symmetrically-distributed noise processes [5],[6].
The conclusions of these works were funded in the advantages of cumulants;
in particular, in the capability of enhancing the SNR of a signal buried in
symmetrically distributed noise processes. The computational cost paid is the
main drawback of the technique. Besides, in the practice the goal is to local-
ize the infestation from weak evidences, in order to prevent greater destruction.
For this reason it should be emphasized that non-audible signals have to be
detected.

In this paper third-order spectra slices are used to characterize termite emis-
sions. The results help the HOS researcher to better understand the higher-order
frequency diagrams; in particular in the field of insect characterization by AE sig-
nal processing. The conclusions are based in records which were acquired within
the surrounding perimeter of the infestation. The quality of the signals has been
established using the criteria of audibility and the levels of quantization used in
the digitalizing process by the data acquisition equipment. The accelerometer
used is the SP1-L probe from AED2000 instrument, with a high sensitivity and
a short band-width.

The paper is structured as follows: Section 2 summarizes the problem of
acoustic detection of termites; Section 3 recalls the theoretical background of
HOS, focussing on the computational tools. Experiments are drawn in Section
4, which is intended as a tool to interpret results from HOS-based experiments.
Finally, conclusions are explained in Section 5.
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2 Acoustic Detection of Termites

AE is defined as the class of phenomena whereby transient elastic waves are
generated by the rapid (and spontaneous) release of energy from localized sources
within a material, or the transient elastic wave(s) so generated. This energy
travels through the material as a stress wave and is typically detected using a
piezoelectric transducer, which converts the surface displacement (vibrations) to
an electrical signal [4].

Termites use a sophisticated system of vibratory long distance alarm de-
scribed, among others in, [1]. In [4] is is shown one of the impulses within a
typical four-impulse burst (alarm signals) and its associated power spectrum
of the specie (reticulitermes lucifugus). The carrier frequency of the drumming
signal is defined as the main spectral component.

We are concerned about the spectral patterns of the signals; so we do not
care about the energy levels. Besides, as a result of the HOS processing, the
original energy levels of the signals are lost, but not as the extent of the levels
of parasitic noise which are coupled to the signals. Furthermore, the amplitudes
of the noise processes, which could be coupled to the waveform under study,
are significatively reduced if the probability density function of the stochastic
process is symmetrically distributed [5].

Signals from feeding an excavating do not exhibit a concrete time pattern
(bursts and impulses equally spaced). They comprise random impulse events
that provoke the same response of the sensor and the traversed media. The main
handicap is the low intensity of the involved levels. We are concerned about
detecting activity by rejecting noise.

In the following we settle the mathematical foundations of HOS for the char-
acterization process.

3 Higher-Order Statistics (HOS)

The motivation of the poly-spectral analysis is three fold: (a) To suppress
Gaussian noise processes of unknown spectral characteristics; the bi-spectrum
also suppress noise with symmetrical probability distribution, (b) to reconstruct
the magnitude and phase response of systems, and (c) to detect and characterize
nonlinearities in time series.

Before cumulants, non-Gaussian processes were treated as if they were
Gaussian. Cumulants and their associated Fourier transforms, known as poly-
spectra [7], reveal information about amplitude and phase, whereas second order
statistics (variance, covariance and power spectra) are phase-blind [8].

The relationship among the cumulants of stochastic signals, xi, and their
moments can be calculated by using the Leonov-Shiryayev formula. The second-,
third-, and fourth-order cumulants are given by [5], [8] equation 1:

Cum(x1, x2) = E{x1 · x2}. (1a)

Cum(x1, x2, x3) = E{x1 · x2 · x3}. (1b)
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Cum(x1, x2, x3,x4) = E{x1 · x2 · x3 · x4}
− E{x1 · x2}E{x3 · x4}
− E{x1 · x3}E{x2 · x4}
− E{x1 · x4}E{x2 · x3}.

(1c)

In the case of non-zero mean variables xi have to be replaced by xi-E{xi}.
Let {x(t)} be a rth-order stationary random real-valued process. The rth-

order cumulant is defined as the joint rth-order cumulant of the random variables
x(t), x(t+τ1),. . . , x(t+τr−1),

Cr,x(τ1, τ2, . . . , τr−1)
= Cum[x(t), x(t + τ1), . . . , x(t+ τr−1)].

(2)

The second-, third- and fourth-order cumulants of zero-mean x(t) can be ex-
pressed using equations 1 and 2, via:

C2,x(τ) = E{x(t) · x(t+ τ)}. (3a)

C3,x(τ1, τ2) = E{x(t) · x(t+ τ1) · x(t+ τ2)}. (3b)

C4,x(τ1, τ2, τ3)
= E{x(t) · x(t+ τ1) · x(t+ τ2) · x(t+ τ3)}
− C2,x(τ1)C2,x(τ2 − τ3)
− C2,x(τ2)C2,x(τ3 − τ1)
− C2,x(τ3)C2,x(τ1 − τ2).

(3c)

We assume that the cumulants satisfy the bounding condition given in equa-
tion 4:

τ1=+∞∑
τ1=−∞

· · ·
τr−1=+∞∑
τr−1=−∞

|Cr,x(τ1, τ2, . . . , τr−1)| <∞. (4)

The higher-order spectra are usually defined in terms of the rth-order cumu-
lants as their (r -1)-dimensional Fourier transforms

Sr,x(f1, f2, . . . , fr−1)

=
τ1=+∞∑
τ1=−∞

· · ·
τr−1=+∞∑
τr−1=−∞

Cr,x(τ1, τ2, . . . , τr−1)

· exp[−j2π(f1τ1 + f2τ2 + · · ·+ fr−1τr−1)].

(5)

The special poly-spectra derived from equation 5 are power spectrum (r=2),
bi-spectrum (r=3) and try-spectrum (r=4). Only power spectrum is real, the
others are complex magnitudes. Poly-spectra are multidimensional functions
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which comprise a lot of information. As a consequence, their computation may be
impractical in some cases. To extract useful information one-dimensional slices
of cumulant sequences and spectra, and bi-frequency planes are employed in
non-Gaussian stationary processes [6].

Once summarized the foundations of the experiment, hereinafter we present
que results obtained by means of the tools described here.

4 Experimental Results

The data acquisition stage took place in a residential area of the “Costa del Sol”
(Málaga-Spain), at the beginning of the reproductive season of the termites. The
sensors were attached (plunged) in the soil surrounding affected trees (above the
roots). We worked under the hypothesis of having a 500 m-radius of an affected
circular perimeter.

The probe SP1-L from the equipment AED2000 has been taken as the refer-
ence with a twofold purpose. First, we analyze the power spectra of signals with
different qualities, to decide wether it is possible to use second-order spectra
for identification purposes. Secondly, we settle down a higher-order detection
criterion in the frequency domain which it is supposed to enhance detection.
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Fig. 1. Average power spectra of six categories of emissions in comparison to the the
background. The first row of graphs contains one signal of each quality type. Abscissae
of time sequences (ms); abscissae of spectra (kHz).
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Signals have been previously high-pass filtered in order to suppress low fre-
quency components which would mask the higher-frequency components. A 5th-
order Butterworth digital filter with cut-off frequency of 2 kHz is used.

Each graph is the result of averaging a number of 15, 2500-sample registers
from reticulitermes lucifugus feeding activity. Figure 1 shows the average power
spectra of six signal categories according to their amplitude quantization levels.
These AE signals were acquired by the sensor SP1-L, using a sampling frequency
of 64 kHz and a resolution of 16 bits. These spectra are compared with the back-
ground in order to establish an identification criterion. Vibrations of qualities D
and E are inaudible.

Quality-A (Q-A) signals’ amplitudes belong to the quantization levels interval
[25000,30000]. Q-B levels are in [15000, 20000]. Q-C levels are in [10000, 15000].
Quality-D levels are in the interval [5000, 10000]. Finally, Q-E impulses are com-
pletely buried in the background. We are sure about the infestation, so the AE
events in this series are due to termite activity, probably in a 3 meter-radius
subset within the area under study.

The two main frequency components in the spectra of Figure 1 appear at 6 and
15 kHz, respectively, which are associated with the frequency response of the
sensor, to the features of the sounds produced by the termite species and to the
characteristics of the substratum, through which the emissions propagate. We
conclude that using the probe SP1-L we can detect an infestation by interpreting
the power spectra diagrams. This is due to the differences that the emissions
exhibit in comparison with the flatter shape of the background spectra (sixth
column of graphs in Figure 1).

The calculation of 3th-order spectra is performed with a twofold purpose. The
first objective is to enhance the detection criteria in the frequency domain. The
second purpose is to use more economic sensors, with a lower sensitivity and a
higher band-width. Figure 2 shows the average diagonal bi-spectra associated
with the signals acquired with the probe SP1-L. A maximum lag χ = 512 was
selected to compute the third-order auto-cumulants of the signals. The bottom
bi-spectrum characterizes the background sound (the most unfavorable, with an
amplitude lower in four orders of magnitude than Q-A).

The main frequency component in Figure 2 (6 kHz) permits to establish
a detection criterion based on the identification of this maximum value. It is
remarkable that this frequency is also associated with the sensor. Another sensor
would display another bi-spectrum shape. For this reason the proposed method
of insect detection is based on the prior characterization of the transducer. On
the other hand, the magnitudes of the bi-spectra in Figure 2 don’t suffer a
dramatic attenuation from high to low levels (two orders from Q-A to Q-E).
This fact reinforces the criterion of identification, in the sense that it is the
noise (symmetrically distributed) which is mainly reduced in the higher-order
computation.

On the basis of these results we establish the conclusions related to the iden-
tification criterion proposed.
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Fig. 2. Average diagonal bi-spectra of signals acquired with the probe SP1-L from
AED2000 in comparison to the background sounds, for a maximum lag, χ = 512. Each
bi-spectrum results from averaging a number of 15, 2500-data registers.

5 Conclusions

In this work it has been shown that the diagonal slices of the bi-spectrum are
valid and convenient tools for obtaining decision criteria to distinguish a possible
infestation, based on the feeding activities of the termites. We have funded this
conclusion on three arguments:

First, higher-order cumulants and spectra, as defined herein, enable the signal
analysis procedure to have access to waveform information that is typically un-
available when using prior art (second-order) methods. In particular, we remark
the enhancement of the frequency diagrams. This is due to the rejection exerted
on symmetrically distributed noise processes. In fact, non-Gaussian processes
are completely characterized by means of HOS.

Secondly, the potentially valuable information contained in an AE signal (most
part of its spectrum) is related to the impulses. The average spectrum reveals am-
plitude information (the resonance peaks) but phase information is not shown.
Higher-order spectra are arrangements of complex numbers and contain this
additional information which can be valuable in a pattern recognition or identi-
fication criterion context.
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Finally, using different sensors the criterion changes the frequency set-point.
Besides, the probability of a false alarm is very low, considering the fact that we
had to provide, intentionally, the worst case of background noise. Repeatability
has been estimated in a 75 per cent.

Future work is focussed on reducing the computational complexity of HOS
in two directions. On one side, we are using compact functions, like FFT and
FFTshift. Secondly, we have to adopt a compromise between the maximum lag
(χ) and the resolution, in order to save storage memory and time. These actions
are oriented to implement the algorithms in a digital signal processor, in an
autonomous hand-instrument.
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detect and characterise termite emissions. Electronics Letters 40 (2004) 1316–1317
Ultrasonics.

7. Nykias, C.L., Mendel, J.M.: Signal processing with higher-order spectra. IEEE
Signal Processing Magazine (1993) 10–37

8. Mendel, J.M.: Tutorial on higher-order statistics (spectra) in signal processing and
system theory: Theoretical results and some applications. Proceedings of the IEEE
79 (1991) 278–305



Parallel Optimization Methods Based on
Direct Search
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Abstract. This paper is focused in the parallelization of Direct Search
Optimization methods, which are part of the family of derivative-free
methods. These methods are known to be quite slow, but are easily par-
allelizable, and have the advantage of achieving global convergence in
some problems where standard Newton-like methods (based on deriva-
tives) fail. These methods have been tested with the Inverse Additive
Singular Value Problem, which is a difficult highly nonlinear problem.
The results obtained have been compared with those obtained with deriv-
ative methods; the efficiency of the parallel versions has been studied.

1 Introduction

The general unrestricted optimization problem can be stated as follows: Given a
continuous function f : �n −→ �, find the minimum of this function. The most
popular optimization methods use derivative or gradient information to build
descent directions. However, there are many situations where the derivatives
may not exist or cannot be computed, or are too expensive to compute. In such
situations the derivative-free methods can be the only resource. These methods
were studied first by Hooke and Jeeves [5] in 1961. In 1965 another important
method of this kind was discovered, the Nelder-Mead simplex method [11].

All these methods are known to be fairly robust and locally convergent, but
they are also quite slow, compared with derivative methods. For some time, this
caused a lack of interest in these methods. However, with the advent of parallel
computing these methods were again popular, since they are easily parallelizable
[13, 2, 6].

This paper address the parallelization of a subset of these methods, termed in
[9] as “Direct Search methods”, where these methods are deeply described and
studied. For the work described in this paper, different versions of these Direct
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Search methods have been implemented and parallelized; in this paper the best
versions are presented, and, as expected, the parallel versions obtain substantial
time reductions over the sequential versions. Still more remarkable is the overall
robustness of the direct search methods. These methods have been tested with
a very difficult problem, the Inverse Additive Singular Value Problem (IASVP),
which is a problem where Newton-like methods usually fail to converge, even
using globalization techniques as Armijo’s rule [7] . As will be shown, the Direct
Search methods converge where Newton’s method fails, although they are still
substantially slower than Newton’s method.

The next section is devoted to the description of the Direct Search methods
and the sequential versions implemented. Next, the parallel versions are pre-
sented, followed by the numerical results of the sequential and parallel methods.
Finally the conclusions shall be given.

2 Direct Search Methods

We will present two different direct search methods; both belong to the class of
Generating Set Search (GSS), as defined by Kolda et. al. in [9]. These methods
start from an initial point x0, an initial step length ∆0 and a set of directions
spanning �n: D0 = {di}i=1,...p , di ∈ �n, so that every vector in �n can be
written as a nonnegative linear combination of the directions in Dk.

The driving idea of the GSS methods is to find a decrease direction among
those of Dk. To do that, in each iteration k the objective function f is evaluated
along the directions in Dk. At that stage, the actual point shall be xk and the
step length is ∆k; therefore, f (xk +∆kdi) is computed, for i = 1, ..., p, until a
direction di is found such that f (xk +∆kdi) < f (xk). If no such direction is
found, the step length is decreased and the function is evaluated again along the
directions.

When an acceptable pair (∆k, di) is found, the new point is updated:

(xk+1 = xk +∆kdi), a new step length ∆k+1 is computed and the set of direc-
tions is possibly modified or updated. This procedure shall be repeated until
convergence (that is, when the step length is small enough).

This general algorithmic framework can be implemented in many ways.Among
the versions that we have implemented, we have chosen the two versions de-
scribed below, since they give the best results.

2.1 Method GSS1

In our first version, the direction set chosen as

Dk = {±ei} ∪ {(1, 1, · · · , 1) , (−1,−1, · · · ,−1)} , (1)

that is, the set of the coordinate axes and the vectors (1, 1, · · · , 1) and
(−1,−1, · · · ,−1) which very often accelerate the search when the initial point is
far from the optimum.
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Another characteristic is the strategy proposed in [6] of doubling the step
length when the same descent direction is chosen in two consecutive iterations.

A distinct characteristic of our method (not proposed before, as far as we
know) is the appropriate rotations of the set of directions. The evaluations are
carried out in the order in which the directions are located inDk. Therefore, if the
descent directions are located in the first positions of the vector, the algorithm
should find the optimum faster. To accomplish that, we propose that if in the
iteration k the first descent direction is di, it means that d1, ..., di−1 are not
descent directions and, most likely, will not be descent directions in the next
iterations. Therefore, in our algorithm, these directions are displaced to the end
of the Dk set; that is, the new set would be: (di, di+1, ..., dn, d1, ..., di−1).

2.2 Method GSS2

This method follows a similar strategy to the described by Hooke and Jeeves
in [5]. Here the initial direction set is D0 = {±ei}, and, unlike in GSS1, all
the directions in Dk are explored. Then, choosing all the descent directions:
d
(k)
i,1 , d

(k)
i,2 , ...d

(k)
i,j , a new descent direction is built:

d = d
(k)
i,1 + d(k)

i,2 + ...+ d(k)
i,j (2)

which probably will cause a greater descent. If this is not true, the algorithm
will choose among d(k)

i,1 , d
(k)
i,2 , ...d

(k)
i,j the direction with larger descent.

Clearly, this algorithm should need less iterations for convergence than GSS1,
but the cost of each iteration is larger, since the function will be evaluated along
all the directions.

3 Parallelization of the Direct Search Methods

The simplicity of the direct search methods and the independence of the function
evaluations along each direction makes the parallelization of these methods a
relatively easy task. The only serious problem to solve is the load imbalance
that can suffer the algorithm GSS1. We will describe first the simpler parallel
version of GSS2, and then two different options for GSS1.

3.1 Parallel Method PGSS2

The 2n function evaluations needed for each iteration of GSS2 can be distrib-
uted among p processors, so that each one carries out approximately 2n

p evalua-
tions.The parallel algorithm PGSS2 would start by distributing the initial point
x0, the initial step length ∆0 and a set of approximately 2n

p directions. In each
iteration each processor would evaluate the function along each direction, and
would return the descent directions found and the corresponding function values
to the “Root” processor. This processor would form the new direction (as in
(2)), would evaluate the function along this direction and obtain the new point
xk+1 and the new step length ∆k+1, which would be broadcasted to the other
processors.
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In this algorithm PGSS2 there is hardly any load imbalance, and few commu-
nications, so that the speed-up is expected to be close to the optimum.

3.2 Parallel Method PGSS1

The parallel version of the algorithm GSS1 follows the same data distribution of
GSS2. However, the underlying strategy must be different. Let us recall that in
the GSS1 algorithm the function is evaluated sequentially along each direction
until a descent direction is found.

As in the parallel version of GSS2, the directions are distributed among the
processors. If a processor finds among its directions a descent one, it should
warn the rest of processors to stop searching. The strategy chosen for this
parallel algorithm is to select a number of evaluations m that any proces-
sor should perform before reporting to the other processors. If after m eval-
uations there has been no success, they must perform m evaluations more,
and repeat the process until a descent direction is found or they run out of
directions.

It might happen that when the processors broadcast their results, several
descent directions are found. If this happens, the direction of larger descent is
chosen. This can cause that the parallel algorithm PGSS1 can make less itera-
tions than the sequential version GSS1.

3.3 Parallel Method Master-Slave MSPGSS1

In the section 3.2 the algorithm described will perform a number of innecesary
evaluations, depending on the value of m, and maybe some innecesary commu-
nications (if m is too small). As an attempt to improve it, we implemented an
asynchronous parallel version, using a Master-Slave scheme.

The Master processor controls all the search, while the slaves perform the
evaluations of the function along the directions. The directions are distributed
among the slaves; after each evaluation, the slave sends the value with a non-
blocking message to the master processor. The non-blocking message allows that
the slave goes on with its work. When the master detects a descent, sends to
all the slaves a Success message; then, computes the new point and step length,
and broadcasts it to all the slaves.

A drawback of this algorithm is that there is one processor less to perform
evaluations, although this allows a better control and overlaps computing time
with communication time.

4 Experimental Results

4.1 Sequential Experiments

All these algorithms have been implemented and applied to a difficult problem,
the Inverse Additive Singular Value Problem (IASVP), which can be defined as:
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Given a set of matrices A0, A1, ..., An ∈ �m×n (m ≥ n) and a set of real
numbers S∗ = {S∗

1 , S
∗
2 , ..., S

∗
n}, where S∗

1 > S∗
2 > ... > S∗

n, find a vector c =
[c1, c2, ..., cn]t ∈ �n, such that S∗ are the singular values of

A(c) = A0 + c1A1 + ...+ cnAn. (3)

This problem is usually formulated as a nonlinear system of equations, and
is solved with different formulations of Newton’s method; several formulations
are analyzed in [3]. However, it can be formulated as well as an optimization
problem, minimizing the distance between the desired singular values S∗ and
the singular values of A(c).

The sequential algorithms were implemented in C, using Blas [4] and LAPACK
[1], and were executed in a 2GHz Pentium Xeon with 1 GByte of RAM and
with operating system Red Hat Linux 8.0. For the experiments carried out with
sequential algorithms, random square matrices were generated with sizes n =
5, 10, 15, 20, 25, 30, 40, 50 ; the solution vector c∗ was chosen randomly as well,
and the initial guesses c(0)i were taken perturbing the solution with different
values δ: c(0)i = c∗ + δ, i = 1, · · · , n .

To obtain a fair appreciation of the performance of the Direct Search meth-
ods applied to the IASVP, the results of these methods were compared to New-
ton’s method. Since there was convergence problems, Armijo’s rule used to im-
prove convergence in Newton’s method. However, it became clear that Newton’s
method is very sensitive to the distance from the initial point to the solution.
When the perturbation δ used was small, δ = 0.1 or smaller, Newton’s method
converged always. However, when δ = 1.1 it only converged in the case with
n = 5, and when δ = 10.1 it did not converge in any test. Meanwhile, the Direct
Search methods converged in all the cases, although in a quite large number of
iterations.

Table 1. Number of iterations to convergence, δ = 0.1

n 5 10 15 20 25 30 40 50
GSSI 82 630 2180 967 827 6721 7914 7178
GSSII 51 669 611 372 322 2237 1368 7292

Newton 3 3 7 5 7 7 5 6

In the table 2 are shown the execution times of GSS1, GSS2 and Newton’s
method for the case δ = 0.1, when Newton’s method converges. GSS1 is faster
than GSS2, but Newton’s method is much faster than Direct Search methods,
when it converges.

Table 2. Execution Times (seconds), δ = 0.1

n 5 10 15 20 25 30 40 50
GSSI 0,03 1,26 3,37 2,80 4,10 45,00 139,76 237,48
GSSII 0,02 0,50 2,96 4,12 6,77 86,21 170,34 2054,88
Newton 0,00 0,00 0,01 0,01 0,02 0,04 0,08 0,25
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These results show that the application of the sequential Direct Search meth-
ods to high complexity problems is not practical, since the execution times are
too high. However, they show a very interesting property; at least for this prob-
lem, they are far more robust than Newton’s method when the initial guess is
far away from the solution.

4.2 Parallel Experiments

The tests were carried out in a cluster with 20 2GHz Intel Xeon biprocessors, each
one with 1 Gbyte of RAM, disposed in a 4x5 mesh with 2D torus topology and
interconnected through a SCI network. The parallel methods were implemented
using MPI [12]. The sizes of the problems were conditioned by the high cost of
the sequential solution. Due to this, the sizes of the problems were not too large:
n = 72, 96, 120, 144. However, it must be noted that Newton’s algorithm did not
converge in these cases, even taking a initial guess very close to the real solution.
The tables 3,4,5 summarize the execution times of the parallel algorithms.

Table 3. Execution Times (seconds) PGSS1

size\processors 1 2 4 6 8 10 16
72 763 307 136 80 59 64 32
96 3929 1982 621 362 336 266 187
120 10430 4961 1891 943 669 605 364
144 36755 17935 5626 3187 2209 1599 1207

Table 4. Execution Times (seconds) PGSS2

size\processors 1 2 4 6 8 10 16
72 278 141 72 50 38 33 23
96 2710 1400 710 482 375 313 210
120 5020 2581 1322 897 703 560 377
144 14497 7349 3749 2537 1948 1565 1028

Table 5. Execution Times (seconds) MSPGSS1

size\processors 1 2 4 6 8 10 16
72 763 762 214 133 95 108 58
96 3929 3940 1228 767 467 482 263
120 10430 10614 3494 2108 1459 1134 958
144 36755 36786 12258 6244 4375 3630 2286

It must be observed that the sequential algorithm is the same for PGSS1 and
MSPGSS1, and therefore the times are identical. These times are quite similar
as well to the times of the MSPGSS1 with two processors, since there is only a
slave processor performing the evaluations.
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The Master-slave algorithm performs worse than the other two. The fact of
having one less processor performing evaluations does not seem to be the reason,
since with 10 or 16 processors the influence should be less important.

The comparison of the algorithms PGSS1 and PGSS2 shows interesting
trends; for these new sizes the sequential algorithm GSS1 deteriorates quite fast
when the problem size grows, unlike in the smaller test cases (See Table 2). With
only one processor, the algorithm GSS2 is twice faster for large problems.

However, when the number of processors increases the situation changes; the
PGSS2 algorithm gives good speedups, as expected, but the PGSS1 algorithm
obtains great advantages when the number of processors grows, so that for large
number of processors it obtains execution times close to those of PGSS2. It
can be seen that the algorithm PGSS1 obtains speed-ups over the theoretical
maximum, which is the number of processors. This happens because the parallel
algorithm does not follow the same search strategy than the sequential one; this
causes that the number of iterations and the number of function evaluations is
different for both algorithms.

The algorithm PGSS2 gives the best results overall.

5 Conclusions

Three parallel Direct search methods have been implemented and described.
Some new strategies have been applied:

1. In the GSS1 method, the new strategy of rotating the serch directions com-
plements the strategy described in [6] of doubling the time step. This in-
creases the probabilities of a descent direction being selected in two consec-
utive iterations, decreasing the average execution time.

2. In the GSS2 method, the addition of all the descent directions generates
easily a new descent direction.

3. A Master-slave asynchronous algorithm was designed and implemented. It
obtains quite good speed-ups, but the overall time execution is, with the
present version, worse than the other two versions.

Finally, we would like to remark the great robustness shown by these methods
in the IASVP problem, which is a really testing problem. For this problem, the
convergence radius shown by these methods is far larger than the shown by
Newton method, which, when converges, is much faster.

This shows that the Direct Search methods could be very useful for solution
of difficult problems; if not for the full procedure, they could be used to obtain a
good initial approximation for Newton’s method, composing therefore a hybrid
method. As shown, the long execution times of the Direct Search methods can
be alleviated using parallel versions of these methods.

Acknowledgement

This work has been supported by Spanish MCYT and FEDER under Grant
TIC2003-08238-C02-02 .



Parallel Optimization Methods Based on Direct Search 331

References

1. Anderson E., Bai Z., Bishof C., Demmel J., Dongarra J.: LAPACK User Guide;
Second edition. SIAM (1995)

2. Dennis J.E. and Torczon V.: Direct search methods on parallel machines; SIAM J.
Optim., 1, (1991) 448-474
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Abstract. This paper investigates the impact of the selection of a trans-
versal on the speed of convergence of interval methods based on the non-
linear Gauss-Seidel scheme to solve nonlinear systems of equations. It
is shown that, in a marked contrast with the linear case, such a selec-
tion does not speed up the computation in the general case; directions
for researches on more flexible methods to select projections are then
discussed.

1 Introduction

The extensions to interval arithmetic [10] of Newton and nonlinear Gauss-Seidel
methods [13] do not suffer from lack of convergence or loss of solutions that
cripple their floating-point counterparts, which makes them well suited to solve
systems of highly nonlinear equations.

For the linear case, it is well known that reordering equations and variables
to select a transversal is paramount to the speed of convergence of first-order
iterative methods such as Gauss-Seidel [3, 5]. Transversals may also be com-
puted [14, 7, 4] in the nonlinear case when using nonlinear Gauss-Seidel meth-
ods [12] and when solving the linear systems arising in Newton methods (e.g.,
preconditioned Newton-Gauss-Seidel, aka Hansen-Sengupta’s method [6]).

Interval-based nonlinear Gauss-Seidel (INLGS) methods are of special impor-
tance because they constitute the basis for interval constraint algorithms [4] that
often outperform extensions to intervals of numerical methods.

We show in this paper that, in the general case, it is not possible to choose
statically at the beginning of the computation a good transversal when using an
INLGS method. We also present evidences that reconsidering the choice of the
transversals after each Gauss-Seidel outer iteration is potentially harmful since
it may delay the splitting of domains when the INLGS method is floundering.

Section 2 gives some background on interval arithmetic and its use in the
algorithm based on nonlinear Gauss-Seidel that is used in this paper; Section 3
describes previous works on the selection of a good transversal, and presents
experimental evidences that such a choice may actually be baseless; Section 4
explores alternative ways to select a good set of projections by either choosing
more than n projections for a system of n equations on n variables, or by re-
considering the choice of a transversal dynamically during the solving process;

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 332–339, 2006.
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Lastly, Section 5 delves into all the experimental facts presented so far to propose
new directions of research for speeding up the solving of systems of nonlinear
equations with INLGS-based algorithms.

2 An Interval Nonlinear Gauss-Seidel Method

Interval arithmetic [10] replaces floating-point numbers by closed connected sets
of the form I = [I, I] = {a ∈ R | I � a � I} from the set I of intervals, where I
and I are floating-point numbers. In addition, each n-ary real function φ with
domain Dφ is extended to an interval function Φ with domain DΦ in such a way
that the containment principle is verified:

∀A ∈ Dφ ∀I ∈ DΦ : A ∈ I =⇒ φ(A) ∈ Φ(I)

Example 1. The natural interval extensions of addition and multiplication are
defined by:

I1 + I2 = [I1 + I2, I1 + I2]

I1 × I2 = [min(I1I2, I1I2, I1I2, I1I2),max(I1I2, I1I2, I1I2, I1I2)]

Then, given the real function f(x, y) = x×x+y, we may define its natural interval
extension by f (x,y) = x× x + y, and we have that f([2, 3], [−1, 5]) = [3, 14].

Implementations of interval arithmetic use outward rounding to enlarge the do-
mains computed so as not to violate the containment principle, should some
bounds be unrepresentable with floating-point numbers [8].

Many numerical methods have been extended to interval arithmetic [11, 13].
Given a system of nonlinear equations of the form:

f1(x1, . . . , xn) = 0
. . .

fn(x1, . . . , xn) = 0

(1)

and initial domains I1, . . . , In for the variables, these methods are usually em-
bedded into a branch-and-prune algorithm BaP that manages a set of boxes of
domains to tighten. Starting from the initial box D = I1×· · ·×In, BaP applies
a numerical method “prune” to tighten the domains in D around the solutions
of System (1), and bisects the resulting box along one of its dimensions whose
width is larger than some specified threshold ε. The BaP algorithm eventually
returns a set of boxes whose largest dimension has a width smaller than ε and
whose union contains all the solutions to Eq. (1)—note that the boxes returned
may contain zero, one, or more than one solution.

The interval nonlinear Gauss-Seidel method is a possible implementation for
prune. It considers the n unary projections:

f
(1)
1 (x1, I2, . . . , In) = 0

. . .
f (n)

n (I1, . . . , In−1,xn) = 0

(2)
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and uses any unidimensional root-finding method to tighten the domain of each
variable xi in turn. Unidimensional Newton leads to the Gauss-Seidel-Newton
method [12], whose extension to intervals is the Herbort-Ratz method [7].

2 3 4

−1

Initial domain Domain after UN tightening

Domain after BC tightening

f(x) = (x− 1.5)(x− 2)(x− 3)

Fig. 1. Comparison of UN and BC

Let UN be the elementary step per-
formed by one unidimensional New-
ton application to the projection f

(j)
i ,

where i and j may be different [12].
As soon as D is moderately large, it
is very likely that each projection con-
straint will have many “solutions” that
are not solutions of the original real
system, and whose discarding slows
down the computation. The Newton
method will also fail to narrow down
the domain of some xi if there is more
than one solution to the corresponding

projection constraint for the current box D, thereby demanding more splittings
in the BaP algorithm. Achieving the right balance between the amount of work
required by the prune method and the number of splittings performed overall
is the key to the maximum efficiency of BaP. In this very situation, experi-
mental evidences show that trying harder to narrow down the domain of xi

pays off [2]. A way to do it is to ensure that the canonical intervals [Ij , Ij
+] and

[Ij
−
, Ij ], whose bounds are two consecutive floating-point-numbers, are solutions

of f
(j)
i (I1, . . . , Ij−1,xj , Ij+1, . . . , In) = 0. Let BC be an algorithm that ensures

this property (called box consistency [2] of xj w.r.t. the constraint fi = 0 and
D) for a projection f

(j)
i . A simple method to implement it uses a dichotomic

process to isolate the leftmost and rightmost solutions included in D of each
projection constraint.

Example 2. Consider the constraint f(x) = (x− 1.5)(x− 2)(x− 3) = 0 and the
domain I = [1, 4] for x (See Fig. 1). The UN method leaves I unchanged because
the derivative of f over the initial domain contains 0 while BC narrows down I
to I′ = [1.5, 3], which is the smallest interval included in I that contains all the
solutions to the interval constraint f(x) = 0.

3 Static Selection of a Transversal

When System (1) is linear, it is well known that one should reorder fis and xjs
such that the coefficient matrix becomes strictly diagonal dominant [12]. Many
authors have noticed that nonlinear Gauss-Seidel (be it on intervals or not) is
equally sensitive to such a reordering. When System (1) is nonlinear, one may
exchange rows and columns in its incidence matrix 1 so as to obtain a transversal
1 The incidence matrix M associated to System (1) is the zero-one matrix where Mij

is 1 if and only if xj occurs in fi.
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of n pairs (fi, xi) corresponding to the unary projections in System (2) that will
hopefully maximize the convergence rate of INLGS.

Several authors have attempted to compute good transversals for nonlinear
problems:

– Sotiropoulos et al. [14] select a transversal for a polynomial system at the
beginning of the computation by looking at the syntactic structure of the
equations (variables with the largest degree in the system, . . . ), and by
using numerical considerations only to break ties. In their paper, the static
transversal is used in an interval Newton-Gauss-Seidel algorithm;

– Herbort and Ratz [7] compute the Jacobian J of System (1) w.r.t. the ini-
tial box D and select projections according to whether the corresponding
entry in the Jacobian straddles zero or not. Their method is not completely
static since they recompute the Jacobian after each iteration of INLGS (the
choice of projections is not completely reconsidered, though). In addition, it
theoretically allows for the choice of more than n projections;

– Goualard [4] determines an n×nmatrix of weightsW from the Jacobian J of
Eq. (1) w.r.t. the initial box D corresponding to the distance of each interval
J ij to zero. He then computes a maximum weight perfect matching in the
bipartite weighted graph associated to W , which gives a set of n projections
on which to apply INLGS.

Table 1. Selecting a transversal vs. using all projections

Problems HH HG HS HB GSA
Name n, #sols

1 Barton (5,1) NA 881 — 881 378
2 Bronstein (3,4) 8593 6712 4430 6712 10204
3 Broyden-banded (100,1) 4500 4500 NA 4500 30780
4 Broyden-tridiag. (10,2) 12714 1192697 13334 13385 31917
5 Combustion (10,1) 39324 8711299 NA 69546 2581
6 Extended Crag-Levy (8,36) 61707 7532 — 7532 6612
7 Extended Powell (10,32) 272977 268485 — 267591 25130
8 Grapsa-Vrahatis (3,2) NA 246755 299085 17880 15978
9 MAT (3,1) 9639 8590 — 8657 18744

10 Moré-Cosnard (100,1) 1200 1200 NA 1200 100000
11 Robot (8,16) NA 36179 NA 36179 8510
12 Troesch (10,1) 260 260 — 260 728
13 Yamamura (5,5) 690 4984061 690 690 3450
Number of calls to BC to find all solutions up to a precision of 10−8

We tested the above heuristics on thirteen classical problems [1, 9, 14]. Eight
problems are polynomial, and five are not. The heuristics of Herbort and Ratz
(HH), Goualard (HG), and Sotiropoulos et al. (HS) served to compute a
transversal of n projections used in an INLGS algorithm where the univari-
ate root-finding method is BC. The initial box is the one published in the papers
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cited. Table 1 presents the overall number of calls to BC needed to compute a
set of solution boxes with width less than 10−8. The dash entries correspond
to the cases where an heuristics is not applicable (non polynomial problems for
HS). An “NA” entry signals that the problem could not be solved in less than
5 minutes on an AMD AthlonTM XP 2600+. Each problem is identified by its
name followed by its dimension and its number of solutions between parentheses.
Heuristics HB corresponds to the choice of a maximum weight perfect matching
computed from a matrix W where Wij is the relative reduction2 performed by
applying BC on f

(j)
i for the initial box. This heuristics serves as a benchmark

of what could be the best choice of a transversal, assuming the efficiency of a
projection does not vary during the solving process. Column GSA gives the
results when using all possible projections (that is, at most n2). The boldfaced
entries correspond to the smallest number of calls to BC per problem.

Analysis of Table 1. Whatever the heuristics chosen, selecting statically (or
semi-statically for HH) a transversal of n projections is better than using the at
most n2 projections (GSA) for only 7 problems out of 13. We have monitored the
amount of reduction obtained by applying BC on each of the possible projections
during the whole solving process for every problem3. Upon close study, it is
possible to separate the problems into two categories: those for which exactly n
projections reduce the domains much better than the others, and those for which
no such dichotomy can be made. The results for GSA follow closely that division:
if there indeed exists a good transversal, the heuristics usually fare better than
GSA because they are likely to choose it; if there is no good transversal, GSA
is better because it avoids selecting a bad set of n projections, and makes the
most out of the capability of all the projections to tighten the domains. This is
in line with the conclusions by Goualard [4]. For those problems having a good
transversal (2, 3, 4, 9, 10, 12, 13), the results of the heuristics vary widely, and
some problems cannot be solved in the allotted time. At this point, the only
reason that comes to mind is that the heuristics did choose a bad transversal
and were stuck with it since the choice is not reconsidered dynamically. We will
see in the next section that another reason may explain this situation. The HB
heuristics also appears a good choice for problems with a good transversal since
it never flounders on the seven presented here. However, the fact that it is not
always the best method shows that the first reduction of a projection does not
measure its overall efficiency, i.e., the efficiency of a projection varies during
the solving process. In addition, it is slow on problems without a transversal.
On the other hand, we cannot rely on GSA to solve problems with a good
transversal since it is too computationally expensive to handle n2 projections
instead of just n of them, especially for problems with a dense incidence matrix
(e.g., Moré-Cosnard).

2 The relative reduction is defined by (w(Ib
j )−w(Ia

j ))/w(Ib
j ) where w(Ib

j ) (resp. w(Ia
j ))

is the width of the domain of xj before (resp. after) applying BC on f
(j)
i .

3 All the log files containing detailed statistics for the problems presented are available
at http://interval.constraint.free.fr/problem-statistics.tar.gz
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The problems without a good transversal may have no projection that is
consistently better than the others; alternatively, it is possible that there exists
a set of n or more good projections whose composition varies with the domains
of the variables during the solving process. The next section investigates this
matter to find out whether it is possible to optimize the computation for all
problems.

4 Beyond the Choice of a Static Transversal

In order to assess conclusively whether a dynamic recomputation of a transversal
may lead to good performances for all problems, we have decided to consider the
HB heuristics only. Obviously, the results obtained are then only a benchmark of
the level of performances that is theoretically attainable, since the HB heuristics
works as an oracle able to tell us in advance what are the best reductions possible
at some point in the computation.

Table 2 presents the results of our tests:

– HBn
1 is the HB heuristics presented in the previous section;

– HBn
∞ corresponds to the dynamic recomputation of a transversal in the

same way as HB after each outer iteration of INLGS;
– HBn+k

1 statically selects the best projection per variable (n) and then the
best projection for each equation not already covered in the first selection
(0 � k � n − 1). It removes the transversality constraint that may yield
suboptimal projections, avoiding also the use of costly matching algorithms;

– HBn+k∞ recomputes dynamically a set of n + k projections according to
HBn+k

1 after each outer iteration of INLGS.

Table 2. Dynamic and static selection of projections

Problems HBn
1 HBn

∞ HBn+k
1 HBn+k

∞ GSA
Name n, #sols

1 Barton (5,1) 881 140 1470 299 378
2 Bronstein (3,4) 6712 6011 7961 6308 10204
3 Broyden-banded (100,1) 4500 4500 4500 6041 30780
4 Broyden-tridiag. (10,2) 13385 41019 13385 48941 31917
5 Combustion (10,1) 69546 950 47848 1309 2581
6 Extended Crag-Levy (8,36) 7532 7544 63947 5252 6612
7 Extended Powell (10,32) 267591 12137 415969 18412 25130
8 Grapsa-Vrahatis (3,2) 17880 6575 421945 9341 15978
9 MAT (3,1,5) 8657 8324 12554 7589 18744

10 Moré-Cosnard (100,1) 1200 1200 1200 1201 100000
11 Robot (8,16) 36179 5711 2219189 3422 8510
12 Troesch (10,1) 260 260 260 265 728
13 Yamamura (5,5) 690 710 690 931 3450
Number of calls to BC to find all solutions up to a precision of 10−8
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Analysis of Table 2. GSA is no longer the best method on any of the prob-
lems, leading to the conclusion that it is always worthwhile to consider subsets
of good projections. The dynamic heuristics (HBn∞ and HBn+k∞ ) lead to the
least number of calls to BC for the majority of the problems, which is not so
surprising since they guarantee to know in advance for the current iteration the
projections for which BC will tighten variables domains the most. The fact that
HBn

∞ is slightly better than HBn+k
∞ is an evidence that most problems that do

not have a static transversal may still have a dynamic one. Note, however, that
the transversality constraint might lead to choose some of the less effective pro-
jections. This may explain why HBn+k

∞ is better than HBn
∞ on Problems 6, 9,

and 11. While dynamic heuristics are often better, they sometimes lead to poorer
performances (e.g., for Problems 4 and 13). A close look at the computation logs
for these problems reveals that the intervals of time between two bisections in
HBn

∞ and HBn+k
∞ are larger than in HBn

1 and HBn+k
1 , which is quite natural

since the better choice of the projections leads to more reductions, and then to
more iterations before the quiescence of INLGS and the necessity to split. This
is good when the reductions are significant; on the other hand, such a behavior
is undesirable when the reductions performed are small: it would then be much
better to stop the iterations and bisect the domains altogether.

5 Conclusions

We have seen in Section 3 that heuristics that select a transversal only once
at the beginning are doomed to fail on many problems for which such a static
transversal does not exist. However, we have found in Section 4 that it is usually
possible to isolate dynamically a set of good projections whose composition
evolves during the solving process; as said before, the method we have used to
find the elements of this set is only a benchmark of the optimizations attainable
since it requires to find in advance what are the projections with which BC will
tighten the domains of the variables the most. What is more, we may expect
that the cost of recomputing a good transversal dynamically by any heuristics,
however cheap, may more than offset the benefit of not having to consider n2

projections for all problems but the ones with the densest incidence matrix.
There is still hope however: we have seen in Table 2 that a static heuristics like

HBn
1 works as well as the best dynamic heuristics for the problems that have

a good static transversal. A direction for future researches is then to identify
beforehand whether a problem has such a good static transversal, and revert to
GSA if it does not. More generally, it would be interesting to determine whether
a projection will be always good, always bad, or of varying interest in order
to use it in an appropriate way. Along these lines, our preliminary experiments
suggest that Artificial Intelligence-based methods such as reinforcement learning
approaches [15] used to solve the Nonstationary Multi-Armed Bandit Problem
are well-suited to tackle the dynamics behind the behavior of the projections
during the solving process.
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Abstract. Optimum multiuser detection (OMD) for CDMA systems is an NP-
complete problem. Fitness landscape has been proven to be very useful for 
understanding the behavior of combinatorial optimization algorithms and can 
help in predicting their performance. This paper analyzes the statistic properties 
of the fitness landscape of the OMD problem by performing autocorrelation 
analysis, fitness distance correlation test and epistasis measure. The analysis 
results, including epistasis variance, correlation length and fitness distance 
correlation coefficient in different instances, explain why some random search 
algorithms are effective methods for the OMD problem and give hints how to 
design more efficient randomized search heuristic algorithms for it. Based on 
these results, a multi-start greedy algorithm is proposed for multiuser detection 
and simulation results show it can provide rather good performance for cases 
where other suboptimum algorithms perform poorly. 

1   Introduction 

Multiple access interference (MAI) is the main factor limiting performance in CDMA 
systems. While optimum multiuser detection (OMD) [1], which is based on the 
maximum likelihood sequence estimation rule, is the most promising technique for 
mitigating MAI, its computational complexity increases exponentially with the 
number of active users, which leads to its implementation impractical. 

From a combinatorial optimization viewpoint, the OMD is an NP-complete 
problem [2]. Randomized search heuristics (RSH) are effective methods for such 
kinds of problems, so many RSH based multiuser detectors have been studied and 
exhibit better performance than that of the other linear or nonlinear detectors. Earlier 
works on applying RSH to OMD problem can be found in [3][4][5][6][7].The essence 
of optimum multiuser detection is to search for possible combinations of the users’ 
entire transmitted bit sequence that maximizes the logarithm likelihood function 
(LLF) derived from the maximum likelihood sequence estimation rule [1], which is 
called fitness function or objective function in the RSH multiuser detectors. 
Comparing with so much emphasis on the implementation details and the 
performance analysis of these algorithms, little attention has been paid on the analysis 
of statistic characteristics of the OMD problem in terms of combinatorial 
optimization. 
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Fitness landscape has been proven to be a power concept in combinatorial 
optimization theory [8][9][10]. Moreover, the concept can be used to understand the 
behavior of heuristic algorithms for combinatorial optimization problems and to 
predict their performance. In this paper, we formulate the fitness landscapes of OMD 
problem by taking the LLF as the objective function and analyze their local and 
global characteristics as well as gene interaction properties [11][12]. With the analysis 
results, we propose a multi-start greedy (MSG) multiuser detector and compare its 
performance with other detectors. 

The remainder of this paper is organized as follows. In Sect.2, we state the OMD 
problem and construct its fitness landscape. Statistic properties of the fitness landscape, 
including autocorrelation function, fitness distance correlation and epistasis variance, 
are described in Sect.3 with analysis results. In Sect.4, we propose the MSG algorithm 
and compare its performance with others. A short conclusion is given in Sect.5. 

2   Optimum Multiuser Detection Problem and Fitness Landscape 

2.1   Optimum Multiuser Detection Problem 

Assume a binary phase shift keying (BPSK) transmission through an additive-white-
Gaussian-noise (AWGN) channel shared by K active users with packet size M in an 
asynchronous DS-CDMA system (synchronous system is the special case of the 
asynchronous one ). The sufficient statistics for demodulation of the transmitted bits 
b  are given by MK  matched filter outputs y [13] 

y = RAb + n  (1) 

here A is the MK MK× diagonal matrix whose k iK+ diagonal element is the 

thk user’s signal amplitude kA  and 1,2,..., Mi = . MK MK×∈R  is the signature 

correlation matrix and can be written as 

T

T

R[0] R [1] 0 ... 0 0

R[1] R[0] R [1] ... 0 0

R = 0 R[1] R[0] ... 0 0

0 0 0 ... R[1] R[0]

 (2) 

where R[0] and R[1] are K K×  matrices defined by 

[ ] ,

,

1, if ;

0 if ;

if ;
jk jk

kj

j k

R j k

j k

ρ
ρ

=
= <

>

 (3) 
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[ ]
,

0, if ;
1

if .jk
jk

j k
R

j kρ
≥

=
<

 (4) 

jkρ  denotes the partial crosscorrelation coefficient between the thj  user and the 

thk  user. 
The optimum multiuser detection problem is to generate an estimation sequence 

1 2 1 2[ (1), (1),..., (1),..., ( ), ( ),..., ( )]T
K Kb b b b M b M b M

∧ ∧ ∧ ∧ ∧ ∧ ∧
=b   to maximum the 

objective function 

( ) 2 T Tf =b y Ab - b ARAb  (5) 

which means to search 2MK  possible bit sequence exhaustively. It is a combinatorial 
optimization problem and is proven to be NP-complete [2]. 

2.2   Fitness Landscape of OMD Problem 

The notion of fitness landscape comes from biology, where it is used as a framework 
for thinking about evolution. Landscape theory has emerged as an attempt to devise 
suitable mathematical structures for describing the static properties of landscape as 
well as their influence on the dynamics of adaptation [10]. 

In formal terms, a fitness landscape consists of three ingredients: A set S  of 

possible solutions, the notion of element distance d  in S and a fitness 
function f : →S . So the fitness landscape of OMD problem can be defined as 

follows. 

1. The solution space S :{ }1,1
MK− , where K  is the number of active users and M  

is the packet size. 

2. If ib  and jb  are two elements in S , ,i j ∈ , the distance between them is the 

Hamming distance of the two binary vetors: 
1

( , )
MK

n n

i j

n

i j b bd
=

⊕=b b . 

3. The fitness function is the LLF defined in equation (5). 

3   Statistic Properties Analysis of Fitness Landscape 

3.1   Random Walk Correlation, Fitness Distance Correlation and Epistasis 
Correlation 

3.1.1   The Random Walk Correlation Function 
To measure the ruggedness of a fitness landscape, Weinberger [8] suggests the use of 
random walk correlation function 
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2

22

( ) ( )
( ) t t sf x f x f

r s
f f

+ −
=

−
 (6) 

where ⋅ is expectation and f  is fitness. tx  is a time series and ( )tf x  defines the 

correlation of two points s steps away along random walk through the fitness 

landscape, 1 1( )r s− ≤ ≤ . Then the normalized correlation length l  is defined as 

ln( (1) )Nl r= − ×  (7) 

for (1) 0r ≠ , N  is the dimension of S . 

3.1.2   The Fitness Distance Correlation 
Fitness distance correlation (FDC) coefficient is another measure for problem 
difficulty for heuristic algorithms such as evolutionary algorithms [9]. Denote the 
shortest distance between a possible solution and the global optimum solution as d , 
the FDC coefficient ρ  is defined as 

2 22 2( )( )

fd f d

f f d d
ρ

−
=

− −
 (8) 

where 1 1ρ− ≤ ≤ . 

3.1.3   The Epistasis Correlation 

Denote f
∧

 as the estimation fitness value based on gene decomposition [11], epistasis 

variance EpiN and epistasis correlation EpiC  are defined as [12] 

2

( ( ) ( ))

( )

x

x

f x f x

EpiN
f x

∧

∈

∈

−
= S

S

 (9) 

2 2

( ( ) )( ( ) )

( ( ) ) ( ( ) )

x

x x

f x f f x f

EpiC

f x f f x f

− ∧ ∧

∈

−
− ∧ ∧

∈ ∈

− −
=

− −

S

S S

 
(10) 

where f f= , f f
∧ ∧

= . 0 1EpiN≤ ≤ , 0 1EpiC≤ ≤ .Generally, the lower the value of 

EpiN , the higher the value of EpiC , and the weaker the epistasis of the fitness function. 
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3.2   Numerical Results and Discussions 

Experiments have been conducted to estimate the coefficients discussed above. 
b

E  is 

the bit energy, 
0

N  is the two-sided power spectrum density of Gaussian noise, and K  

is the number of active users. All results are obtained by performing 610  Monte Carlo 
runs. Table 1 shows the numerical result of 9 different cases. 

Table 1. Numerical results of different cases 

Case K  
0b

E N  l  ρ  EpiN  EpiC  

1 10 3 2.313 -0.911 0.109 0.982 
2 10 6 2.317 -0.910 0.110 0.980 
3 10 9 2.314 -0.930 0.111 0.979 
4 20 3 2.351 -0.870 0.123 0.962 
5 20 6 2.225 -0.869 0.124 0.962 
6 20 9 2.327 -0.869 0.124 0.958 
7 30 3 2.249 -0.846 0.128 0.951 
8 30 6 2.310 -0.849 0.128 0.945 
9 30 9 2.355 -0.834 0.128 0.944 

Though the fitness landscape of OMD problem is dynamic because of the changes 

of 
0b

E N and K , from Table 1, we can see the statistics of the fitness landscape 

( l , ρ , EpiN and EpiC ) vary within a narrow range.  The FDC coefficient ρ  keeps 

negative value close to 1− , which means the LLF is appropriate as the cost function 
for heuristics based multiuser detector. The normalized correlation length l  is almost 
the same in all cases, which gives hints how to select the neighborhood size in 
heuristics. For example, 2k =   is appropriate for the k opt− multiuser detector [6]and 
may give the best tradeoff between performance and computational complexity, 
because l  is close to 2. 

Table 1 also shows that EpiN and EpiC  change very little when 
0b

E N and K  vary 

within a wide range and the value of EpiN  is relatively small, which means the 
epistasis of the LLF is very weaker and the fitness value of a possible solution is almost 
determined independently by each bit of the solution vector. Therefore greedy heuristic 
method may be very efficient local search algorithm for OMD problem [3][5]. 

4   Multi-Start Greedy Algorithm for Multiuser Detection 

4.1   Multi-Start Greedy Algorithm 

The MSG algorithm consists of three phases. Phase 1, generate n  initial solutions 
distributed in the whole solution space randomly. This phase is consider as multi-start 
process which imitates the population of evolutionary algorithms (EAs). Phase 2, 
perform greedy local search algorithm on each solution and produce n  local optima. 
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This phase is a local search process. Phase 3, choose the best one (based on their 
fitness) from these local optima as the global optimum solution. 

The greedy local search algorithm in phase 2 can be described as follows. Without 

loss the generality, for a current solution vector 1 1 1 1

1 2
[ , , ..., ]t t t t T

N
b b b− − − −=b , where N is 

the length of the solution vector, denote the vector with only the thj bit different from 

1t −b  by 
1 1 1 1

dif 1[ , ..., , ..., ]
t t t t T

j j Nb b b
− − − −= −b . Calculate the gain 1

j

tg −  

1 1 1

dif
( ) ( )

j

t t t

j
g f f− − −= −b b  (11) 

for 1, 2, ...,j N= , here f  is defined in equation (5). Then each bit of the next solution 

vector tb  can be updated as 

1 1 1

1

if arg{max } and 0

otherwise

t t t

k j j
t j
k

t

k

b k g g
b

b

− − −

−

− = >
=  (12) 

This process is repeated until a local optimal is obtained (there are no better solutions 
that are in its neighborhood).  

4.2   Simulation Results 

The BER performance of the conventional detector (CD), evolutionary programming 
detector (EP) [4], gradient guided detector (GGD) [5], parallel interference 
cancellation (PIC) detector [14] and the proposed MSG is illustrated in Fig.1 by the 

curves of BER versus
0b

E N . The number of users is 10 and 20 ( 10, 20K = ) in 

Fig.1(a) and (b) respectively and the packet size is 3 ( 3M = ). It is obvious that MSG 
detector outperforms other detectors. 

 

Fig. 1. BER against 
0b

E N  performance of MSG, GGD, EP, PIC and CD for 3M =  
(a) 10K =  and (b) 20K =  
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The computational complexity of MSG can be determined easily. The initialization 

is to generate n random vector and requires computations of ( )nO . Each local 

optimal requires ( 1) 2n n× −  fitness value computations. So the computational 

complexity of a local optimal is 2( )nO  and the computational complexity of MSG 

is 3( )nO . A fast greedy heuristic is proposed in [15]. With this method, a local 

optimal can be obtained in ( )nO . Then the computational complexity of MSG can be 

reduced to 2( )nO . 

5   Conclusions 

This paper studies the important statistic properties of the fitness landscape of the 
OMD problem and proposes a multi-start greedy algorithm based multiuser detector. 
The analysis results about the fitness landscape explain why some heuristics multiuser 
detector are effective and give hints how to design more efficient randomized search 
heuristics for the OMD problem. The multi-start greedy algorithm which is founded 
on these analysis results can provide good performance for cases where other 
suboptimum algorithms perform poorly. 

Acknowledgement. This work is supported by the National Natural Science 
Foundation of China (No. 60473081). 
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Abstract. A parallel algorithm for solving complex hermitian Toeplitz
linear systems is presented. The parallel algorithm exploits the special
structure of Toeplitz matrices to obtain the solution in a quadratic as-
ymptotical cost. Our parallel algorithm transfors the Toeplitz matrix
into a Cauchy–like matrix. Working on a Cauchy–like system lets to
work with real arithmetic. The parallel algorithm for the solution of a
Cauchy–like matrix has a low amount of communication cost regarding
other parallel algorithms that work directly on the Toeplitz system. We
use a message–passing programming model. The experimental tests are
obtained in a cluster of personal computers.

1 Introduction

In this work we propose a parallel algorithm for the solution of

Tx = b , (1)

with T = (tij) = (t|i−j|)0≤i,j<n ∈ Cn×n hermitian and being b, x ∈ Cn the
independent and the solution vectors, respectively.

There exist the so called fast algorithms to obtain the solution to this problem
with an order of magnitude lower than the classical algorithms. These algorithms
are based on the displacement rank property of the structured matrices. Nev-
ertheless, there are two main drawbacks. Firstly, if the Toeplitz matrix is not
strongly regular, fast algorithms can break down or can produce poor results
regarding the accuracy of the solution. The other one deals with its paralleliza-
tion because due to the dependency between operations causes a large number
of point–to–point and broadcast–type communications when a message passing
model programming is used [1].

The parallel algorithm presented in this paper transforms the Toeplitz ma-
trix into a another type of structured matrix called Cauchy–like. This reduces
significantly the execution time with the number of processors thanks to the
use of just only one broadcast–type communication per iteration. In addition,

� Supported by Spanish MCYT and FEDER under Grant TIC 2003-08238-C02-02.
�� Funded by Secretaŕıa de Estado de Universidades e Investigación del Ministerio de
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working on Cauchy–like matrices avoids the algorithm to break down although
it can still produce inaccuracy results. However, a refinement technique can be
incorporated to improve the precision of the solution like it is done in [2] for
the real non–symmetric case. Furthermore, we have used a blocking factor that
minimizes the execution time overlapping computational and communication
operations.

The parallel algorithm constitutes a particular improvement for hermitian
matrices. The more general non–hermitian case can be found in [3]. Other related
works based on the same idea applied to the real symmetric case was presented
in [4].

Standard libraries like LAPACK [5] and ScaLAPACK [6] are used to achieve
a more easy and portable implementation. The fftpack library [7, 8] is also used
together with our own implementation by using the Chirp-z factorization [9].

The next two sections includes a brief revision of the mathematical back-
ground and the sequential algorithm. Afterward, Sect. 4 and Sect. 5 shows the
parallel algorithm and the experimental results, respectively.

2 Rank Displacement and Cauchy–Like Matrices

The concept of rank displacement [10] describes the special structure of struc-
tured matrices. The definition uses the displacement equation of a given n × n
matrix. If the rank r of the displacement equation is considerably lower than n
(r � n), it is said that the matrix is structured.

Given the Toeplitz matrix of (1) its displacement equation can be defined in
several ways. A useful form for our purposes is

F T − T F = G H G∗ , (2)

where F = Z + ZT , being Z the one position down shift matrix, and being
G ∈ Cn×4 and H ∈ C4×4 the so called generator pair.

It is said that matrix C = (cij)1≤i,j≤n is a hermitian Cauchy matrix, if for a
complex vector λ = (λi)n

1 , the matrix

∇λC = ((λi − λj)cij)n
1 , (λi − λj)cij = 1 , (3)

has a very low rank with respect to n. If (λi − λj)cij �= 1, matrix ∇λC is said
to be a Cauchy–like matrix.

Both Toeplitz and Cauchy–like matrices as defined in (1) and (3), respectively,
are structured matrices. Furthermore, there exists a direct relation between both
classes of matrices by means of linear transformations. However, it is possible to
avoid working in the complex plane in the hermitian case as follows.

Let S be the normalized Discrete Sine Transform (DST-I) [11, 12] matrix

S =

√
2

n+ 1

(
sin

ijπ

n+ 1

)
, i, j = 1, . . . , n , (4)
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where S = ST and SST = STS = I, being I the identity matrix, and let P be
a odd–even permutation matrix so P

(
x1 x2 x3 x4 . . .

)
=

(
x1 x3 . . . x2 x4 . . .

)
.

Let �(T ) and !(T ) be the real and imaginary part of T , then

PS�(T )SP T =
(
M1 0
0 M2

)
, and PS!(T )SPT =

(
0 −MT

3
M3 0

)
,

whereM1,M2 andM3 are all real symmetric Cauchy–like matrices of size "n/2#×
"n/2#, $n/2% × $n/2% and "n/2# × $n/2%, respectively.

Being matrix D defined as

D =
(
I�n/2�

iI	n/2


)
,

where i =
√−1, the following transformation allows to convert a hermitian

Toeplitz matrix into a real symmetric Cauchy–like matrix

C = DPSTSP TD∗ =
(
M1 −MT

3
M3 M2

)
. (5)

Applying the previous transformation to the displacement equation (2) the dis-
placement equation of the real Cauchy–like matrix in (5) is obtained

Λ C − C Λ = Ĝ H ĜT , (6)

where

Ĝ =
(�(G) !(G)

)
and G =

1√
n+ 1

DPSG:,1:2 . (7)

Thus, the solution of a hermitian Toeplitz linear system (1) is approached by
solving the real symmetric Cauchy–like system

Cx̂ = b̂ , (8)

where b̂ = DPSb and x̂ = DPSx so the solution of (1) is x = D∗PTSx̂.
The Cauchy–like linear system (8) is solved performing the factorization C =

LDLT with L lower triangular and D diagonal. This factorization can be done
in a “fast” way due to the displacement rank property of structured matrices.

3 Triangular Factorization of Cauchy–Like Matrices

Gohberg, Kailath and Olshevsky [13] proposed an algorithm (GKO) to factorize
non–hermitian Cauchy–like matrices. Following the same idea is not hard to
derive a fast algorithm for the triangular factorization of real symmetric Cauchy–
like matrices that exploits its displacement rank property.
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Given the following partitions of matrices C and Λ (6),

C =
(
d lT

l C1

)
, Λ =

(
λ1 0
0 Λ1

)
,

where
(
d lT

)T is a one dimensional array, and being X =
(

1 0
l/d In−1

)
, if the

transformation X−1(.)X−T is applied to (6), we have

(X−1ΛX)(X−1CX−T )− (X−1CX−T )(XTΛX−T ) =(
λ1 0

Λ1l−λ1l
d Λ1

)(
d 0
0 Csc

)
−

(
d 0
0 Csc

)(
λ1

lT Λ1−λ1lT

d
0 Λ1

)
= (X−1Ĝ)H(X−1Ĝ)T .

Equating element (2, 2) of the previous expression it is obtained

Λ1 Csc − Csc Λ1 = Ĝ1 H ĜT
1 ,

that is, the displacement equation of the Schur complement Csc of C with respect
to its first element d. Matrix Ĝ1 = X−1Ĝ is the generator of Csc. This property
about that the Schur complements of a structured matrix are also structured is
used to derive a triangular factorization fast algorithm.

The computation of the first column of C and the computation of Ĝ1 defines
the first step of the algorithm. The LDLT factorization ofC is obtained repeating
this process n iterations on the successive arising Schur complements (Alg. 1).

Algorithm 1 (LDLT factorization of a real symmetric Cauchy–like ma-
trix): Given Ĝ, H, Λ (6) and diagonal entries of C, this algorithm returns the
unit lower triangular factor L and the diagonal matrix D such that C = LDLT .

for j = 1, . . . , n
Dj,j = Cj,j

for i = j + 1, . . . , n
1. Li,j = (Ĝi,: H ĜT

j,:)/(Dj,j (λi − λj))
2. Ci,i ← Ci,i −Dj,jL

2
i,j

3. Ĝi,: ← Ĝi,: − Li,jĜj,:
end for

end for

All elements of each Schur complement of C can be computed by solving the
Lyapunov equation shown in step 1 of Alg. 1 except diagonal entries. That
is why these elements must be computed a priori before calling Alg. 1. There
exist several fast algorithms to do that like the one in [14]. However, we have
developed a new one that lets to obtain diagonal entries of the Cauchy–like
matrix arising from C = STLS where TL is lower triangular Toeplitz. This is
useful to obtain diagonal entries of different symmetric Cauchy–like matrices of
the form C = SMS whereM can be either symmetric or non–symmetric or even
the product of two Toeplitz matrices. Furthermore, the algorithm uses a minimal
amount of memory avoiding to use of some vectors arising in the description of
the algorithm by other authors.
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P0 Ĝ0 L0,0

P1 Ĝ1 L1,0 L1,1

P2 Ĝ2 L2,0 L2,1 L2,2

P0 Ĝ3 L3,0 L3,1 L3,2 L3,3

P1 Ĝ4 L4,0 L4,1 L4,2 L4,3 L4,4

...
...

...
...

...
...

...
. . .

Fig. 1. Example of data distribution with 3 processors

4 The Parallel Algorithm

The central part of the parallel algorithm falls in the factorization of C. The
generator Ĝ is partitioned in n/η blocks of size η × 4 and distributed using
the BLACS model. Under this model a logical unidimensional mesh with p × 1
processors is built. Blocks of Ĝ are cyclically distributed among the p processors
such that block Ĝk, k = 0, . . . , n/η − 1, belongs to processor Pj mod p. The
ith row of Ĝ belongs to block Ĝi/η. Matrix Λ and the diagonal of C are both
partitioned and distributed in the same way. Alg. 2 is the parallel version of
Alg. 1. An example of distribution of Ĝ and L with 3 processors can be seen in
Fig. 1.

Algorithm 2 (Parallel LDLT factorization of a symmetric Cauchy–like
matrix): Given Ĝ, H, Λ (6) and the diagonal of C cyclically distributed for a
given block size η ≥ 1, this algorithm returns the unit lower triangular factor L
and the diagonal matrix D such that C = LDLT both partitioned in blocks of η
rows cyclically distributed as the argument matrices.

Each processor Pj, j = 0, . . . , p− 1, performs:

for k = 0, . . . , n/η − 1

Let Ck
sc =

(
C1 C

T
3

C3 C2

)
, C1 ∈ IRη×η, be the Schur complement of C

with respect to the leading submatrix of order kη.
if (Ĝk ∈ Pj)

Compute C1 = LkkDkL
T
kk by using Alg. 1 and broadcast Ĝk and Λk.

else Receive Ĝk and Λk.
end if
for i = k + 1, . . . , n/η − 1

if (Ĝi ∈ Pj)
Compute Lik and update Ĝi and the diagonal entries of Cii.

end if
end for

end for
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Updating blocks Ĝi and diagonal entries of Cii, k < i < n/η, can be easily derive
from the operations described in Alg. 1 if only η iterations are applied. In each
step of Alg. 2 the following factorization is obtained

Ck
sc =

(
Lk,k

Lk+1:n/η−1,k

)(
Dk,k 0

0 0

)(
LT

k,k L
T
k+1:n/η−1,k

)
+

(
0 0
0 Ck+1

sc

)
,

being Ck+1
sc implicitly known throughout the generator.

The main advantage of Alg. 2 is that it performs only one broadcast per it-
eration on the contrary that other parallel algorithms for the solution of the
same problem. The size and the number of messages are both a function of η.
Different values of η changes the overlapping between communications and com-
putations and also the weight of both factors in the total cost of the algorithm.
The optimum value of η depends on the machine and is experimentally tuned.

The complete parallel algorithm is summarized in Alg. 3.

Algorithm 3 (Parallel solution of a hermitian Toeplitz linear system):
Given a hermitian Toeplitz matrix T ∈ Cn×n and a right hand side vector b ∈ Cn,
this algorithm returns the solution vector x of the linear system Tx = b.
On each processor Pj, for j = 0, . . . , p− 1:

1. Every processor computes matrices Ĝ (7), Λ (6) and vector b̂ (8), and
distribute them cyclically by blocks of size η × 4.

2. Apply Alg. 2 to obtain C = LDLT .
3. Solve LDLT x̂ = b̂ in parallel by using PBLAS routines.

P0 gathers x̂ from the rest of processors and computes x = D∗PTSx̂.

Another improvement used is the efficient computation of the DST (4). The time
used by the fftpack routine to apply a DST to a vector highly depends on the
value of the prime numbers in which n+ 1 is factorised. This routine is faster as
these prime numbers are small. We have implement a DST routine based on the
Chirp–z factorization used in the computation of DFT’s whose computational
cost is independent of the size of these prime numbers (Table 1).

5 Experimental Results

The experimental results have been obtained in a cluster of 10 two–processor
boards with two Intel Xeon at 2 GHz. and with 1 Gb. of RAM. The

Table 1. Excution time of Ĝ with and without using the Chirp–z factorization

n 6998 7498 7998 8498 8998 9998 10498 10998
p. d. 3 · 2333 7499 19 · 421 3 · 2833 8999 32 · 11 · 101 10499 17 · 647

fftpack 0.64 2.93 0.33 0.96 4.25 0.45 5.76 0.64
Chirp–z 0.36 0.38 0.41 0.60 0.64 0.72 0.77 0.81
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Fig. 2. Time versus different values of η and number of processors for n = 12000
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Fig. 3. Time for different size problems and different number of processors.

interconnection network is a SCI with a 2D torus topology. In the experiments,
each MPI process is mapped onto only one processor of each node.

The first test consists of tuning the block size η used in the partition of Ĝ.
Fig. 2 shows the execution time of Alg. 2, that is the second step of Alg. 3, so
it can be concluded that there exists a range of values for η that can be used to
get the best performance. We have chosen a size of η = 24 independently of the
number of processors in our target machine. A more detailed study with other
problem sizes shows that this is always the best choice despite of some a very
slight variation of time in the different values of η.
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Once the optimal value of η is fixed, the next experiment deal with the total
cost of the parallel algorithm with different problem sizes. Figure 3 shows a large
reduction in time achieved with the increment in the number of processors. This
is specially significant because this result means the parallel algorithm can be
useful in applications with real time constraints.

6 Conclusions

We have presented a parallel algorithm that exploits the displacement struc-
ture of Toeplitz and Cauchy–like matrices as the sequential algorithms do. The
algorithm does not break down if the Toeplitz matrix is not strongly regular,
uses real arithmetic and reduces the execution time with the use of up to 10
processors. This is a challenge taking into account how difficult it is to improve
the performance of this type of fast algorithms due to the operation dependency
and the large cost of a message communication regarding the time of a flop.
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Abstract. An effective speech event detector is presented in this work
for improving the performance of speech processing systems working in
noisy environment. The proposed method is based on a trained support
vector machine (SVM) that defines an optimized non-linear decision rule
involving the subband SNRs of the input speech. It is analyzed the clas-
sification rule in the input space and the ability of the SVM model to
learn how the signal is masked by the background noise. The algorithm
also incorporates a noise reduction block working in tandem with the
voice activity detector (VAD) that has shown to be very effective in high
noise environments. The experimental analysis carried out on the Span-
ish SpeechDat-Car database shows clear improvements over standard
VADs including ITU G.729, ETSI AMR and ETSI AFE for distributed
speech recognition (DSR), and other recently reported VADs.

1 Introduction

With the advent of wireless communications, new speech services are being de-
ployed with the development of modern robust speech processing technology.
An important obstacle affecting these systems is the environmental noise and
its harmful effect on the system performance. Most of the noise reduction al-
gorithms often require a precise voice activity detector (VAD). The detection
task is not as trivial as it appears since the increasing level of background noise
degrades the classifier effectiveness.

Since their introduction in the late seventies [1], Support Vector Machines
(SVMs) marked the beginning of a new era in the learning from examples para-
digm. SVMs have attracted recent attention from the pattern recognition com-
munity due to a number of theoretical and computational merits derived from
the Statistical Learning Theory [2, 3] developed by Vladimir Vapnik at AT&T.
Enqing [4] applied SVMs to the VAD problem showing promising results when
the standardized ITU-T G.729 VAD [5] speech features were used as the inputs
to the classification module. Later, this VAD was incorporated to a variable low
bit-rate speech codec [6] using the local cosine transform. Recently, Qi et al.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 356–363, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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[7] has extended these ideas to the problem of classifying speech into voiced,
unvoiced and silence frames. Again the SVM-based classifier operated on the
G.729 speech features including the full-band energy difference, the low-band
energy difference, the spectral distortion and the zero-crossing rate. This pa-
per shows an effective SVM-based speech event detector for low-delay speech
processing. The proposed method combines a noise robust speech processing
feature extraction process together with a trained SVM model for classifica-
tion. The results show improvements in speech/pause discrimination when com-
pared to standardized VADs [5, 8, 9] and other recently published VAD methods
[10, 11, 12, 13].

2 Support Vector Machines

SVMs have recently been proposed for pattern recognition in a wide range of
applications by its ability for learning from experimental data. The reason is
that SVMs are much more effective than other conventional parametric clas-
sifiers. In SVM-based pattern recognition, the objective is to build a function
f : RN −→ {±1} using training data that is, N -dimensional patterns xi and
class labels yi:

(x1, y1), (x2, y2), ..., (x�, y�) ∈ RN × {±1} (1)

so that f will correctly classify new examples (x, y).
Hyperplane classifiers are based on the class of decision functions:

f(x) = sign{(w · x) + b} (2)

It can be shown that the optimal hyperplane is defined as the one with the
maximal margin of separation between the two classes. The solution w of a
constrained quadratic optimization process can be expanded in terms of a subset
of the training patterns called support vectors that lie on the margin:

w =
�∑

i=1

νixi (3)

Thus, the decision rule depends only on dot products between patterns:

f(x) = sign{
�∑

i=1

νi(xi · x) + b} (4)

The use of kernels in SVM enables to map the data into some other dot
product space (called feature space) F via a nonlinear transformationΦ : RN −→
F and perform the above linear algorithm in F. Figure 1 illustrates this process
where the 2-D input space is mapped to a 3-D feature space where the data is
linearly separable. The kernel is related to the Φ function by k(x,y) = (Φ(x) ·
Φ(y)) In the input space, the hyperplane corresponds to a nonlinear decision
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function whose form is determined by the kernel. There are three common kernels
that are used by SVM practitioners for the nonlinear feature mapping:

– Polynomial
k(x,y) = [γ(x · y) + c]d (5)

– Radial basis function (RBF)

k(x,y) = exp(−γ||x− y||2) (6)

– Sigmoid
k(x,y) = tanh(γ(x · y) + c) (7)

Thus, the decision function is nonlinear in the input space

f(x) = sign{
�∑

i=1

νik(xi,x) + b} (8)

and the parameters νi are the solution of a quadratic programming problem
that are usually determined by the well known Sequential Minimal Optimization
(SMO) algorithm [14]. Many classification problems are always separable in the
feature space and are able to obtain better results by using RBF kernels instead
of linear and polynomial kernel functions [15, 16].

x(1)

x(2)

Input space Feature space

Ö(·)

F(1)

F(2)

F(3)

Fig. 1. Effect of the map from input to feature space where the separation boundary
becomes linear

3 Speech Event Detection

The first step in defining the classification rule is the training process on the
training data set and the associated class labels. The signal is preprocessed
and a feature vector is extracted for training. Once the SMV model has been
trained, the proposed speech event detector is described as follows: i) the input
signal is decomposed into speech frames and feature extraction is conducted for
classification, and ii) the speech features x are processed by the SVM decision
function f defined in equation 8.
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Fig. 2. Block diagram of the proposed SVM-based VAD

3.1 Feature Extraction

The algorithm for feature extraction is stated as follows. The input signal x(n)
sampled at 8 kHz is decomposed into 25-ms overlapped frames with a 10-ms
window shift. The current frame consisting of 200 samples is zero padded to 256
samples and power spectral magnitude X(ω) is computed through the discrete
Fourier transform (DFT). A denoising process based on a two-stage Wiener filter
is applied to improve the performance of the VAD in high noise environments.
It is described as follows:

1. Spectral subtraction.

S1(ω) = LsXf (ω) + (1− Ls)max(X(ω)− αN(ω), βX(ω)) (9)

2. First WF design and filtering.

µ1(ω) = S1(ω)/N(ω)
W1(ω) = µ1(ω)/(1 + µ1(ω))

S2(ω) = W1(ω)X(ω)
(10)

3. Second WF design and filtering.

µ2(ω) = S2(ω)/N(ω)
W2(ω) = max(µ2(ω)/(1 + µ2(ω)), β)

Xf (ω) = W2(ω)X(ω)
(11)

where Ls = 0.99, α = 1 and β = 10(−22/10) is selected to ensure a -22dB maxi-
mum attenuation for the filter in order to reduce the high variance musical noise
that normally appears due to rapid changes across adjacent frequency bins. Once
the input signal has been denoised, a filterbank reduces the dimensionality of
the feature vector to a representation including broadband spectral information
suitable for detection. Thus, the signal and the residual noise is passed through
a K-band filterbank which is defined by

EB(k) =
ωk+1∑
ω=ωk

Xf (ω); NB(k) =
ωk+1∑
ω=ωk

N(ω)

ωk = π
K k k = 0, 1, ...,K − 1

(12)

and the subband SNRs are computed as

SNR(k) = 20 log10

(
EB(k)
NB(k)

)
k = 1, 2, ...,K − 1 (13)



360 P. Yélamos et al.

−20
0

20
40

60

−20

0

20

40

60
−20

0

20

40

60

Lower band SNR

Training data

Medium band SNR

U
pp

er
 b

an
d 

S
N

R

(a)

−10

0

10

20

−10

0

10

20
−10

−5

0

5

10

15

20

Lower band SNR

SVM decision rule

Medium band SNR

U
pp

er
 b

an
d 

S
N

R

(b)

Fig. 3. Classification rule in the input space after training a 3-band SVM model. a)
Training data set, b) SVM classification rule.
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3.2 Training

The SVM model has been trained using LIBSVM software tool [17]. A training
set consisting of 12 utterances of the AURORA 3 Spanish SpeechDat-Car (SDC)
was used. This database contains 4914 recordings using close-talking and distant
microphones from more than 160 speakers. The files are categorized into three
noisy conditions: quiet, low noisy and highly noisy conditions, which represent
different driving conditions with average SNR values between 25dB, and 5dB.
The recordings used for training the SVM are selected to deal with different
noisy conditions. Fig. 3.1.a shows the training data set in the 3-band input
space. After the training process, the SVM decision rule defined by equation 8
is graphically shown in Fig 3.1.b where the non-speech and speech classes are
clearly distinguished in the 3-D space. Note that, the SVM model learns how
the signal is masked by the noise and automatically defines the decision rules in
the input space.

The SVM formulation is based on C -Support Vector Classification [18, 3] while
the decision rule is defined by equation 8. An RBF kernel is used and the training
process consists in finding the solution of a primal problem

minα
1
2α

T Qα− eTα
0 ≤ αi ≤ C, i = 1, 2, ..., �
subject to yα = 0

(14)

by using LIBSVM [17], where e= [1 1 ... 1], C > 0 is the upper bound and
Qij = yiyjk(xi,xj). After this process, the support vectors xi and coefficients
αi required to evaluate the decision rule defined in equation 8 are selected where
νi = yiαi. Note that, b can be used as a decision threshold for the VAD in the
sense that the working point of the VAD can be shifted in order to meet the
application requirements.

4 Experimental Framework

This section analyzes the proposed VAD and compares its performance to other
algorithms used as a reference. The analysis is based on the ROC curves, a
frequently used methodology to describe the VAD error rate. The AURORA
subset of the original Spanish SDC database [19] was used again in this analysis.
The non-speech hit rate (HR0) and the false alarm rate (FAR0= 100-HR1)
were determined for each noisy condition being the actual speech frames and
actual speech pauses determined by hand-labelling the database on the close-
talking microphone. Thus, the objetive is to work as close as possible to the
ideal [0%,100%] point where both speech and non-speech are determined with
no error. Preliminary experiments determined that increasing the number of
subbands up to four subbands improved the performance of the proposed VAD
by shifting the ROC curves in the ROC space.

Fig. 4 compares the ROC curve of the proposed VAD to frequently referred
algorithms [11, 12, 13, 10] for recordings from the distant microphone high noisy
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conditions. The working points of the ITU-T G.729, ETSI AMR and AFE VADs
are also included. The results show improvements in detection accuracy. Thus,
among all the VAD examined, our VAD yields the lowest false alarm rate for a
fixed non-speech hit rate and also, the highest non-speech hit rate for a given false
alarm rate. The benefits are especially important over ITU-T G.729 [5], which
is used along with a speech codec for discontinuous transmission, and over the
Li’s algorithm [12], that is based on an optimum linear filter for edge detection.
The proposed VAD also improves Marzinzik’s VAD [13] that tracks the power
spectral envelopes, and the Sohn’s VAD [10], that formulates the decision rule
by means of a model-based statistical likelihood ratio test.
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Fig. 4. Comparative results to other VAD methods

5 Conclusions

This paper has shown an effective speech event detector combining spectral noise
reduction and support vector machine learning tools. The use of kernels enables
defining a non-linear decision rule in the input space which is defined in terms of
subbands SNRs. It is also shown the ability of SVM tools to learn how the speech
is masked by the acoustic noise. With these and other innovations the proposed
method has shown to be more effective than VADs that define the decision rule
in terms of an average SNR values. The proposed algorithm also outperformed
ITU G.729, ETSI AMR1 and AMR2 and ETSI AFE standards and recently
reported VAD methods in speech/non-speech detection performance.
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Abstract. This paper presents a novel buffer management technique
for spatial database management systems. Much research has been per-
formed on various buffer management techniques in order to reduce disk
I/O. However, many of the proposed techniques utilize the temporal lo-
cality of access patterns. In spatial database environments, there exists
not only the temporal locality, where a recently access object will be
accessed again in near future, but also spatial locality, where the objects
in the recently accessed regions will be accessed again in the near future.
Thus, in this paper, we present a buffer management technique, called
BRUST, which utilizes both the temporal locality and spatial locality in
spatial database environments.

1 Introduction

Spatial database management is an active area of research over the past ten
years [1] since the applications using the spatial information such as geographic
information systems (GIS), computer aided design (CAD), multimedia systems,
satellite image databases, and location based service (LBS), have proliferated.
In order to improve the performance of spatial database management systems
(SDBMSs), much of the work on SDBMSs has focused on spatial indices [2, 3]
and query processing methods [4, 5].

Since data volume is larger than current memory sizes, it is inevitable that
disk I/O will be incurred. In order to reduce disk I/O, a buffer is used. Since
efficient management of the buffer is closely related to the performance of data-
bases, many researchers have proposed diverse and efficient buffer management
techniques.

Well known buffer management techniques utilize temporal locality, where re-
cently accessed data will be accessed in the near future. With SDBMSs, there also
exists spatial locality which is the property where objects in recently accessed
regions will be accessed in the near future. Therefore, spatial locality should be
also considered in buffer management techniques. However, traditional buffer
management techniques consider the temporal locality only.
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In this paper, we present a novel buffer management algorithm, called BRUST
(Buffer Replacement Using Spatial and Temporal locality). In BRUST, using a
spatially interesting point (SIP), the buffer management selects a victim which
is replaced with a newly access object.

We implemented BRUST and performed an experimental study over vari-
ous buffer sizes and workloads. The experimental results confirm that BRUST
is more efficient than the existing buffer replacement algorithms on SDBMSs
environments.

2 Related Work

When the buffer is full, buffer management methods find a victim to be replaced
with a newly loaded object by analyzing the access pattern using the buffer
replacement algorithm. There is a long and rich history of the research performed
on buffer management. The core of buffer management techniques is the buffer
replacement algorithm. In this section, we present the diverse buffer replacement
algorithms.

2.1 Traditional Buffer Replacement Algorithm

The most well known buffer replacement algorithm among the various buffer re-
placement algorithms is LRU [6] (Least Recently Used). The LRU buffer replaces
the object which has not been accessed for the longest time (i.e., least recently
accessed object). Since the LRU algorithm is based on the simple heuristic rule
such that the recently accessed object will be accessed in the near future, the
LRU algorithm cannot support diverse data access patterns efficiently.

To overcome this problem, LRU-k [7] was proposed. LRU-k keeps track of the
times for the last k references to a object, and the object with the least recent
last k-th access will then be replaced. Of particular interest, LRU-2 replaces the
object whose penultimate (second to last) access is least recent. LRU-2 improves
upon LRU because the second to last access is a better indicator of the inter-
arrival time between accesses than the most recent access. LRU-k keeps k-access
history for each object and so the process of finding a victim is expensive.

Thus, John and Shasha [8] proposed 2Q which behaves like LRU-2 but is more
efficient. 2Q handles the buffer using two separate queues: A1IN and AM. A1IN
acts as a first-in-first-out queue and AMQ acts as an LRU queue. When an object
not used in the near past is loaded, the object is inserted into A1IN. Otherwise,
the object is inserted into AMQ. In 2Q, the history of object replacement is
maintained by A1OUT. A1OUT does not contain the object itself. Thus, using
the contents of A1OUT, the decision of whether the object was used in the near
past or not is made. A disadvantage of 2Q is that the performance of 2Q is
determined by the sizes of the queues: A1IN, AM, A1OUT.

The frequency counter and recency history are the major indications of tem-
poral locality. LRFU [9] integrates the two indications. In LRFU, each object x
in the buffer has the following value C(x).
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C(x) =

{
1 + 2−λC(x) if x is referenced at t time
2−λC(x) otherwise

(1)

In the above formula, λ is a tunable parameter. For newly loaded objects, C(x)
is 0. When a buffer replacement is required, LRFU selects the object whose C(x)
value is smallest as the victim. In LRFU, when λ approaches 1, LRFU gives more
weight to more recent reference. Thus, the behavior of LRFU is similar to that
of LRU. When λ is equal to 0, C(x) simply counts the number of accesses. Thus,
LRFU acts as LFU. Therefore, the performance of LRFU is determined by λ.

Practically, it is hard to determine the optimal values for tunable parameters
such as λ of LRFU and the queue sizes of 2Q. Megiddo and Modha suggested
ARC [10] which dynamically changes the behavior of the algorithm with respect
to the access pattern. Like 2Q, ARC separates a buffer whose size is c into queues:
B1 whose size is p and B2 whose size is c − p. B1 and B2 are LRU queues. A
newly accessed object is loaded into B1, and an accessed object which is in B1
or B2 is moved into B2. The behavior of ARC is determined by parameter p. If
a hit occurs on B1, p increases. Otherwise, p decreases. Note that p is not the
actual size of B1 but target size of B1. So, the size of B1 may not be equal to p.
When a buffer replacement occurs, if the size of B1 is greater than p, a victim
is chosen from B1. Otherwise, a victim is chosen from B2. In this approach, the
incremental ratio of p may vary according to the learning rate. In other words,
the main goal of eliminating tunable parameters is not accomplished.

Also, LFU-k [11] which is a generalization of LFU has been proposed. And,
TNPR [12] which estimates the interval time of accesses for each object was
presented. In addition, for buffering an index instead of data, ILRU [13] and
GHOST [14] has been suggested.

2.2 Buffer Management Techniques for SDBMSs

The buffer replacement algorithms presented in Section 2.1 consider only tem-
poral locality. However, some buffer management techniques for SDBMSs has
been proposed.

Papadopoulos and Manolopoulous proposed LRD-Manhattan [15]. In general,
a spatial object is represented as an MBR (Minimum Bounded Rectangle) to
reduce the computational overhead. Probabilistically, when a point is selected
in a unit space, the probability of a large sized object that contains the point is
greater than that of a small sized object in the uniform assumption [16]. In other
words, large sized spatial objects may be accessed more than small sized spatial
objects. LRD-Manhattan computes the average of the access density (i.e., access
ratio of each object) and the normalized MBR size of each spatial object. Then,
LRD-Manhattan selects a spatial object whose average value is the minimum
among all objects in the buffer as a victim.

Recently, ASB [17] which considers the LRU heuristic and the sizes of spatial
objects together was proposed. In this technique, a buffer consists of two logi-
cally separated buffers, like ARC. The buffer B1 is maintained using the LRU
heuristic and the buffer B2 is maintained using the sizes of spatial objects. A
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newly accessed object is loaded into B1. When the size of the buffer B1 is insuf-
ficient, the least recently used object is moved into the buffer B2. When buffer
replacement is required, the object whose MBR size is smallest is selected from
B2 as a victim. Also, the sizes of B1 and B2 are incrementally changed with
respect to the property of a newly accessed object (see details in [17]).

The techniques presented above utilize a static property (i.e., the size of
MBR). Thus, these techniques do not suggest efficient buffer management with
respect to dynamic access patterns.

3 Behavior of BRUST

In spatial database environments, not only the temporal locality but also spatial
locality [18] where spatial queries converge on a specific area of the work space
within a certain period exists since user’s interest focus on a certain area. In
other words, if a certain area is frequently accessed, then the spatial objects
near that area have high probability of being accessed.

When considering only temporal locality, a spatial object in the frequently
accessed area may be a victim. In this case, the efficiency of the buffer is de-
graded. Also, if we only consider spatial locality, some access patterns such as
random access and liner scan are not efficiently supported.

Therefore, in contrast to the previous techniques, the proposed buffer man-
agement technique, BRUST, considers temporal locality and spatial locality to-
gether. The basic heuristic rule of BRUST is that a spatial object near the
frequently used area will be used in the near future.

First, in order to utilize the spatial locality, we estimate a spatially interesting
point (SIP) with respect to the spatial locations of accessed objects. The initial
location of a SIP is the center point of workspace. Let the currently estimated
SIP be < xsip, ysip > and a spatial object whose center point p < xp, yp > is be
accessed. Then a SIP should be modified in order the reflect the change of user’s
interest. The following formula is for the estimation of a new SIP.

xsip = xsip + wx · (xsip − xp)
ysip = ysip + wy · (ysip − yp)

(2)

During the estimating phase of a SIP, we consider outliers since, in general, a
user interesting location is gradually changed. Thus, as presented in equation (2),
the weight factors wx and wy are multiplied. As distance between the current
SIP and a newly accessed object increases, the probability that the location
of a newly accessed object is a user interesting location dramatically decreases.
Thus, we use a simple decrease function (1/e)λ. As described in equation (3), wx

decreases as the distance between the current SIP and a newly accessed object
increases.

wx = (1
e )|xsip−xp|/Domainx

where e is the base of natural logarithm,
and Domainx is the length of workspace on x-coordinate

(3)
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Fig. 1. The behavior of BRUST

The behavior of BRUST is described in Figure 1. As depicted in Figure 1,
there are three queues in BRUST. Among the queues, LQueue contains the ob-
jects which have been accessed once recently. SQueue contains the objects which
have been accessed at least twice recently. Conceptually, LQueue maintains the
recently accessed objects and SQueue maintains the frequently accessed objects.
The sizes of LQueue and SQueue are adaptively changed like ARC. OQueue does
not contain objects like AOUT queue in 2Q but keeps the replacement history.
The size of OQueue is 30% of the size of SQueue.

If a buffer replacement is required, BRUST finds the farthest object from a
SIP in SQueue and makes the farthest object a victim. To find out the farthest
object in SQueue, all objects in SQueue should be evaluated. It degrades the
efficiency of the buffer management. Thus, in BRUST, a victim is selected from
the portion of SQueue, called candidates. The gray box in Figure 1 represents
candidates.

Now we have an important question which concerns the size of candidates.
The basic idea of the problem is that the size of candidates is changed with
respect to the access pattern.

Note that BRUST selects a object in candidates as a victim. The case that a
replaced object in the near past is re-referenced means the influence of tempo-
ral locality is larger than that of spatial locality. Recall that OQueue exists in
BRUST in order to keep the replace history. Thus, if a newly access object is
found in OQueue, BRUST reduces the size of candidates in order to reduce the
effect of spatial locality. Otherwise, BRUST increases the size of candidates.

4 Experiments

In this section, we show the effectiveness of BRUST compared with the diverse
buffer management techniques: LRU, 2Q, ARC and ASB. As mentioned earlier,
LRU, 2Q and ARC consider only temporal locality. And ASB consider temporal
locality and the property of s spatial object (i.e., the size of MBR). We evaluated
the hit ratio of BRUST using the real-life and synthetic data over various sized
buffers. However, due to the space limitation, we show only the experimental
result of the real-life data when buffer sizes are 5%, 10% and 20% of total size of
objects. The real-life data in our experiments were extracted from TIGER/Line
data of US Bureau of the Census [19]. We used the road segment data of Kings
county of the California State. The number of spatial objects is 21,853 and the
size of work space is 840,681×700,366.
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To evaluate the effectiveness of BRUST, we made 3 kinds of access pattern.
First, we made an uniform access pattern (termed Uniform) where all spatial
objects have same access probability. In order to measure the effect of tempo-
ral locality, we made a temporally skewed access pattern (termed Time Skew)
using Zipf distribution. In temporally skewed access pattern, 80% of the refer-
ences accesses 20% of spatial objects. Finally, we made a spatially skewed access
pattern (termed Spatial Skew). In this pattern, 90% of the references access the
spatial objects which are in a 10% sized region of the work space. Thus, in the
spatially skewed access pattern, temporal locality and spatial locality appear
intermixedly. In each access pattern, 1,000,000 accesses of spatial objects occur.

The following figures presents the experimental results over diverse sized
buffers.
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Fig. 2. The results on the 5% sized buffer
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Fig. 3. The results on the 10% sized buffer
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Fig. 4. The results on the 20% sized buffer
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As shown in Figure 2, Figure 3, and Figure 4, BRUST shows the best hit ratio
over most of all cases. Of particular, BRUST outperforms LRU, 2Q, ARC, and
ASB on the Time Skew workload over diverse sized buffers even though BRUST
considers temporal locality and spatial locality together.

ASB shows the worst performance over most of cases since a victim is selected
with respect to a static property (i.e., MBR size). LRU does not show the most
efficient performance but not show the worst performance over all cases. 2Q and
ARC show good performance on the Time Skew workload since 2Q and ARC is
devised for the temporally skewed accesses.

BRUST shows the better performance than ARC on the Time Skew workload
with the real-life data.Recall thatBRUSTdynamically changes the sizes of SQueue
and OQueue like ARC. In addition, BRUST adaptively changes the sizes of candi-
dates with respect to the effect of a SIP. In the real-life data set, locations of spatial
objects are clustered. Thus, spatial locality occurs in the Time Skew workload al-
though it is not intended. Therefore, BRUST is superior to ARC.

Consequently, BRUST is shown to provide best performance over diverse ac-
cess patterns with various sized buffers. Of particular, BRUST is superior to
the other buffer replacement algorithm in spatial database environments (i.e.,
Spatial Skew workload).

5 Conclusion

In this paper, we present a novel buffer management technique, called BRUST
(Buffer Replacement Using Spatial and Temporal locality) which consider spa-
tial and temporal locality together. BRUST handles a buffer using two queues:
LQueue and SQueue. And, OQueue is used to keep the object replacement his-
tory. The sizes of queues are dynamically changed. In BRUST, a spatial inter-
esting point (SIP) is estimated in order to utilize the spatial locality. A victim,
which is the farthest object from a SIP, is selected from a portion of SQueue,
called candidates. The size of candidate is adaptively changed with respect to
the influence of the spatial and temporal locality.

To show the effectiveness of BRUST, we conducted an extensive experimental
study with the synthetic and real-life data. The experimental results demonstrate
that BRUST is superior to existing buffer management techniques in spatial
databases environments.
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Abstract. In this study, we report density functional theory calculations to 
examine the effects of O3 adsorption on the field emission properties of capped 
C(5,5) single-wall carbon nanotubes.  Structural changes, adsorption energies, 
and the first ionization potential for possible adsorption sites are discussed, 
including an applied field in the calculations.  The results suggest a suppression 
of the emission upon O3 adsorption, explained by the charge transfer, while the 
favored adsorption for the etched structures rationalizes enhancement due to 
sharper tips upon opening of the carbon nanotube when ozonized, consistent 
with experimental observations.   

1   Introduction 

Applications of single-wall carbon nanotubes (SWCNTs) could be enhanced, or 
adversely affected, by surface adsorption, through non-covalent or covalent 
interactions (covalent surface chemistry was recently reviewed [1]).  In this work we 
focus on the effects of surface adsorption on the field emission properties of carbon 
nanotubes, which attracted considerable attention for use in applications such as 
microwave amplifiers, X-ray sources, and flat panel displays, summarized [2], and 
improved upon [3].  It is notable, however, that despite significant technological 
developments, there are still unanswered questions, because the I-V characteristics 
often deviate from Fowler-Nordheim’s relationship: 

2 exp( / )eff effI E Eα β= −  (1) 

where α  is a constant related to the geometry, effE  is the effective field at the emitter 

tip, and β  is proportional to the work function.   
                                                           
* Corresponding author. 
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Indeed, changes in the field emission of SWCNTs due to geometrical and local 
field effects were previously examined theoretically [4], while in our ongoing interest 
to enhance field emission characteristics of SWCNTs, we investigated the effects of 
Cs surface adsorption [5,6], which decreases the ionization potential (IP) of the 
SWCNT.  Most recently, enhanced field emission was observed for HfC-coated 
carbon nanotubes, also attributed to the lower work function of HfC [7].   

On the other hand, upon O2 adsorption, a decrease in the output current was noted 
experimentally [8], consistent with our density functional theory (DFT) IP results [9], 
demonstrating a suppression of the field emission, particularly when including the 
effects of an electric field.  At the same time, the effects of O3 adsorption at a 
SWCNT tip have not yet been addressed theoretically, even though ozonized carbon 
nanotubes are often present in samples due to purification procedures [1].  The field 
emission characteristics upon ozonation were explored experimentally [10], 
suggesting that the observed enhancement with a longer time treatment by ozone of 
the sample, may be due to an opening of the carbon nanotube upon etching, resulting 
in sharper tips, thus leading to a higher emission current.  In this study we carried out 
DFT calculations to study the effects of O3 on the adsorption and field emission 
properties of SWCNTs.   

2   Computational Details 

2.1   Models 

Calculations were performed by an all-electron linear combination of atomic orbitals 
DFT approach, applying DMOL3 [11], with the Perdew-Burke-Ernzerhof (PBE) [12] 
exchange-correlation functional within the generalized gradient approximation 
(GGA).  A double numerical polarized basis set was used.  The studied C(5,5) models 
are shown in Figure 1 (70 C; 10 H, saturating the SWCNT at one end), with the 
following adsorption sites: physisorption (config.-a); adsorption@h—h (config.-b); 
adsorption@h—p (config.-c); etched structure of adsorption@h—p (config.-d).  An 
electric field was directed from above the tip to mimic the emission environment.   

2.2   Computational Efficiency 

DFT-based electronic structure calculations for molecular/periodic systems scale as 
ca. O(N3), where N is the number of basis functions (bf).  We carried out timings for 
carbon nanotube model compounds, for one SCF iteration applying Gaussian03 [13] 
(defined as: molecular geometry; guess density matrix; evaluate integrals; solve KS 
equation) on a Compaq ES45, with up to 8100 bf.  Calculations were carried out on 8 
processors, and assuming linear scalability in this case, an O(N3.45) scaling was noted.  
The serial efficiency of about 13% for an 180 atoms model (2700 bf’s), when running 
on a 2GFlop processor, was consistent with NWChem results [14]. 

The bottlenecks in DFT include the electronic Coulomb problem, (x-c) quadrature, 
and the diagonalization of the Kohn-Sham (KS) matrix.  Recent advances in 
achieving “linear scaling” in DFT consist, for example, of methods to tackle the 
Coulomb problem, based on the FMM, as reviewed [15], also by Beck [16], 
summarizing real-space techniques in DFT.  An O(N) real space technique has been 
applied by Bernholc’s group [17]. 
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3   Results and Discussion 

3.1   Structural Parameters 

Structural parameters of configurations (a)-(d) (Figure 1) are listed in Table 1.  The 
increase in the C—C bond length at the adsorption site by 15% and 16%, for the h—h 
and h—p sites, respectively, demonstrated a weakening of the bonds upon O3 

adsorption, being similar to our results for sidewall ozonation [18], but larger than for 
O2 [9], which is consistent with the well known reactivity of ozone [19].  In addition, 
a decrease of the bond angle in O3 by 16% upon adsorption was notable.  In the etched 
configuration, the dissociation of O3 forms two adsorption sites (config.-d), an etched 
and an epoxide-type structure, for which an increase in the C—C bond distance of 
about 10% was noted.  Small structural changes were shown upon physisorption, and 
the distance of O3 to the SWCNTs was calculated to be ca. 3.2Å.  These results are 
comparable to the results for the adsorption at the sidewall of a SWCNT [18]. 

Table 1.  Structural parameters 

 Field 
(eV/Å) 

Pristine config.-a config.-b config.-c config.-d 

O—O—Oº 0.0  117 100 101  
 0.5   100 101  
 1.0   100 100  
O—O (Å) 0.0  1.30 1.46 1.47  
 0.5   1.47 1.48  
 1.0   1.46 1.50  
C—O (Å) 0.0  3.19 1.45 1.44 epoxide.43 

ketone: 1.22 
 0.5   1.46 1.47 epoxide: 1.45  

ketone: 1.23 
 1.0   1.48 1.51 epoxide: 1.48 

ketone: 1.25 
C—C (Å) 0.0 1.45 (h—p) 

1.40 (h—h) 
1.45 (h—p) 
1.40 (h—h) 

 
1.62 (h—h) 

1.66 (h—p) 
 

epoxide: 1.60 
ketone: 2.75 

 0.5 1.46 (h—p) 
1.41 (h—h) 

  
1.62 (h—h) 

 epoxide: 1.57 
ketone: 2.76 

 1.0 1.46 (h—p) 
1.41 (h—h) 

  
1.62 (h—h) 

1.66 (h—p) 
 

epoxide: 1.55 
ketone: 2.76  

3.2   Adsorption Energies 

Our results showed a strong chemisorption of O3, with binding energies of -1.4 eV 
and -0.74 eV for the h—h and h—p adsorption sites, respectively (Table 2).  Most 
notable is the stronger adsorption upon etching, namely for config.-d, characterized 
by a higher adsorption energy (Ead=-2.77 eV), as compared to O2 adsorption (Ead=-
1.17 eV) [9].  These results are consistent with the O3 reactivity, and may explain the 
enhancement of field emission for the etched sharp tips of the ozone treated carbon  
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pristine SWCNT 
 

h—p

h—h

h—p

h—h

 
 

config. a 
 

 
 

 
config.-b 
 

 
 

config.-c 
 

 
 

config.-d 
 

epoxide structure

etched structure

epoxide structure

etched structure  

Fig. 1. C(5,5) SWCNT models 
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Table 2. Ionization potentials and adsorption energies (eV). The percentage values indicate the 
increase of the IPs in comparison to the value in a pristine SWCNT. 

eV Field 
(eV/Å) 

Pristine 
SWCNT 

config.-a config.-b 2O3@h-h 
config.-b’ 

config.-c 2O3@h-p 
config.-c’ 

config.-d 

IP  0.0 6.17 6.24 6.25 (1%) 6.34 (3%) 6.28 
(1.6%) 

6.35 (3%) 6.31 

 0.5 6.17  6.21  6.32  6.55 
 1.0 6.17  6.18  6.60  6.90 
Ead  0.0  -0.17 -1.40 -1.36 -0.74 -0.63 -2.77 
 0.5   -1.72  -1.50  -3.93 
 1.0   -2.20  -2.83  -5.62  

nanotubes, as observed experimentally [10].  Indeed, in the presence of the electric 
field, higher adsorption energies were obtained (Table 2), once again, consistent with 
the experimental trend [10].  

3.3   Ionization Potentials 

The IP results indicate a slight increase upon ozonation, of about 1—2%, 
comparable to our previous results for O2 adsorption [8], as well as for –COOH 
modification [20].  We note that although only small changes were calculated in the 
IPs upon O3 adsorption, a slightly larger effect could be expected with an increase 
in O3 uptake.  This was demonstrated by the IP results for 2O3@h—p and 2O3@h—
h (Figure 2), showing an increase of about 3%.  In the presence of an applied field, 
although the changes in the IPs for config.-c and config.–d were larger than for 
config.-b (Table 2), variations are small overall, and the emission enhancement is 
mostly due to the etching of the carbon nanotube tips [10].  The changes in the 
HOMO values (Table 3) are consistent with the trend obtained for IPs, while 
variations observed for the two different adsorption sites are being further  
examined [18]. 

Table 3. HOMO, LUMO energies as a function of field strength for configurations –b and –c 

 
E (eV/Å) 

HOMO 
(eV) 

LUMO 
(eV) 

Band-Gap 
(eV) 

0.0 -4.879 -4.484 0.40 
0.5 -4.835 -4.526 0.31 

O3@h—h 

1.0 -4.811 -4.695 0.12 
0.0 -4.912 -4.737 0.16 
0.5 -4.944 -4.702 0.24 

O3@h—p 

1.0 -5.208 -4.802 0.41 

Mulliken population analyses show charge transfer to the adsorbed O3 moiety, 
explaining the increase of the IP, as compared to pristine SWCNTs (Figure 2). A 
larger charge transfer was obtained for two O3 adducts [18].   
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Fig. 2. Mulliken partial atomic charges (e) for O3 adsorption @h—h and h—p sites; 0 (1) eV/Å 
applied electric field (corresponding values are given in parentheses) 

4   Conclusions 

In this study, we report DFT calculations to examine the effects of O3 adsorption on 
the field emission properties of capped C(5,5) single-wall carbon nanotubes.  The first 
ionization potential results, including an applied field in the calculations, for possible 
adsorption sites, have shown a suppression of the emission upon O3 adsorption, 
explained in terms of charge transfer, while the favored adsorption for the etched 
structures rationalizes the enhancement due to sharper tips upon opening of the 
carbon nanotube when treated with ozone for a long period of time, consistent with 
experimental observations. 
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Abstract. In a web-based scientific computing, the creation of parameter 
studies of scientific applications is required to conduct a large number of 
experiments through the dynamic graphic user interface, without paying the 
expense of great difficulty of use. The generated parameter spaces which 
include various problems are incorporated with the computation of the 
application in the computational environments on the grid. Simultaneously, for 
the grid-based computing, scientific applications are geographically distributed 
as the computing resources. In order to run a particular application on the 
certain site, we need a meaningful metadata model for applications as the 
adaptive application metadata service used by the job submission service. In 
this paper, we present how general XML approach and our design for the 
generation process of input parameters are deployed on the certain scientific 
application as the example and how application metadata is incorporated with 
the job submission service in SYNSEIS (SYNthetic SEISmogram generation) 
tool. 

1   Introduction 

The Grid project [1] is essentially a giant research effort among loosely federated 
groups to build a seamless computing infrastructure for distributed computing, for 
example, the cyberinfrastructure for geosciences, GEON [2], national computational 
grids, TeraGrid [3]. The ultimate vision of Grid computing is that it will be able to 
provide seamless access to politically and geographically distributed computing 
resources: a researcher somewhere potentially has access to all the computing power 
he/she needs to solve a particular problem (assuming he/she can afford this), and all 
resources are accessed in a homogeneous manner using Grid technologies [4]. 

In a grid computing environments, scientific applications are deployed into the Grid 
as resources. For interacting with applications on the Grid, the information of actual 
applications is necessary. For example, an actual application may be wrapped by XML 
objects as the application proxy, which can be used to invoke the application, either 
directly or through submission to a queuing system without modifying the application 
source code. Thus, we need a general purpose set of schemas that describes how to use 
a particular application. Having a general application description mechanism allows 
                                                           
* This research was funded by NSF grants EAR-0353590 and EAR 0225673. 
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user interfaces to be developed independently of the service deployment. And the 
application metadata may be discovered and bound dynamically through XML 
database for storing and querying. For this, we reuse and extend the Application XML 
Descriptors developed by the Community Grids Lab, Indiana University, Bloomington 
(More detailed description is available from [5]) as the information repository. 

Going beyond simple submission and management of running jobs, for the 
repeated execution of the same application with different input parameters resulting in 
different outputs, the creating process of the parameter studies manually is a tedious, 
time-consuming, and error-prone. Scientists want to simplify the complex parameter 
study process for obtaining the solutions from their applications using wide varieties 
of input parameter values. Those parameter studies of high-performance distributed, 
scientific applications have been a more challenging problem for conducting a large 
number of experimental simulations. The parameter spaces are related to the 
individual problem sizes which is obtained through several successive stages on the 
portal. 

In this paper, we describe our designs and initial efforts for building interacting 
metadata services for the parameter studies and the discovery of applications in 
SYNSEIS application tool. Using GEON grid environments [6] and national-scale 
TeraGrid supercomputer centers [3] for high performance computing, the SYNSEIS 
application tool is developed as a portlet object that can provide the hosting 
environments interacting with the codes and the data retrieval systems [7]. It is built 
using a service-based architecture for reusability and interoperability of each 
constituent service components which are exposed as Web services as well. The 
SYNSEIS targets a well-tested, parallel finite difference code, e3d developed by 
Lawrence Livermore National Laboratory [8], with a wide variety of input 
parameters. Input file data formats in e3d application are described in the various 
forms depending on the user’s selection. We obviously want to support a more 
scaleable system with common data formats that may be shared between the legacy 
input file data formats which the code uses. The common data format may be 
translated in a variety of the legacy input formats. Also, from the portal architecture 
point of view, it becomes possible to develop general purpose tools for manipulating 
the common data elements and a well-defined framework for adding new 
applications. Using the meta-language approach, XML, we present XML schema and 
our design for related data services for describing the code input parameters. This 
XML object simply interacts with the hosting environments of the code, converting it 
to the legacy input data formats, and then allowing the code to be executed, submitted 
to batch queuing systems, and monitored by users. 

2   Related Work 

We briefly review here some motivating examples for the parameter studies. Nimrod 
[9] a tool for managing the execution of parameterized simulations on distributed 
workstations and combining the advantages of remote queue management systems 
with those of distributed applications. This tool builds a simple description of the 
parameters and the necessary control scripts about a particular application for running 
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the code and generates a job for each set from the parameter creation. And then this 
job is submitted to the remote host and any required files are also transferred to the 
host. 

Unlike Nimrod, users have the ability to access multiple job submission 
environments including any combination of queue systems such as PBS, LSF, 
Condor, and so on. In order to continue the job submission autonomously without the 
continued presence of the parameter study tool, ILab [10] has constructed the GUI for 
controlling parameter studies using the perl script and Tk tool kit. After creating input 
files from the parameter studies the job launching process is initiated. 

Nimrod and ILab’s parameter studies tool is restricted to the parameterization of 
the input files. On the contrary, ZENTURIO [11] uses a direct-based language to 
annotate arbitrary files and specify arbitrary application parameters as well as 
performance metrics. Using this language-based approach, a large number of 
experiments are potentially generated and submitted to the host. 

QuakeSim project developed by the Community Grids Lab, Indiana University, 
Bloomington [12] is science portal for the earthquake simulation modeling codes. It 
provides the unifying hosting environment for managing the various applications. The 
applications are wrapped as XML objects that can provide simple interactions with 
the hosting environments of the codes, allowing the codes to be executed, submitted 
to batch queuing systems, and monitored by users through the browser. For support 
interactions between simulation codes, there are common formats, well-defined XML 
tags for making legacy input and output parameters using Web service approach.   

3   XML Schema for Code Input 

XML is an important information technology as it can build and organize metadata to 
describe resources and the raw data generated either by codes or by scientific 
instruments. This metadata will enable more precise search methods as envisaged by 
the Semantic Web. XML has the advantage of being human-readable and 
hierarchically organized, but is verbose and thus not ideal for very large datasets. 
Instead, it is more often useful to have the XML metadata description point to the 
location of the data and describe how that data is formatted, compressed, and to be 
handled. It may also be transmitted easily between distributed components by using 
Web service. XML may be used to encode and provide the data structure to code 
input data files in a structured way. We may thus be quite specific about which 
definitions of location, resolution, geology, the external source, surfaces, volumes, 
stations, layers, or other parameters we are actually using within a particular XML 
document. We do not expect that our definitions will be a final standard adopted by 
all, but it is useful to qualify all our definitions. 

When we examined the inputs for the e3d application which is using in SYNSEIS 
tool currently, it became apparent that the data may be split into two portions in 
Figure 1: the code-basic data definitions, and code-optional data definitions for 
incorporating various code parameters, such as number of stations, and layers. We 
highlight the major elements here. We structure our XML dialect definitions as being 
composed of the following:  
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• Grid Dimension: describes the location, dimension, and the grid spacing for the 
grid. 

• Time Stepping: includes the number of time steps and the time step increment. 
• Velocity Model: includes various parameters needed to characterize the griddled 

velocity model such as p, s, r, or attenuation coefficients. 
• Source: includes type, location, amplitude, frequency, fault parameters.  
• Seismogram Output: includes location, output name, and mode for writing the 

seismogram in SAC format [16]. 
• Image Output: includes the number of time steps for producing a series of mapview 

images through the surface grid nodes. 
• Volume Output: includes the number of time steps for outputting individual data 

volumes at selected time steps. 
• Layer: includes parameters for the crustal model format. 

 

Fig. 1. The main block diagram of the e3d XML Schema 

Note that we are not modifying the codes to take directly the XML input. Rather, 
we use XML descriptions as an independent format that may be used to generate input 
files for the codes in the proper legacy format. This XML schema simply defines the 
information necessary to implement the input files in a particular application. 

4   Implementing User Interfaces 

In the design of user interface, it is very difficult to be faithful to one's functions as 
well as be beautiful. If the user interface design is too functional, it is stiff and formal. 
And if that design places great emphasis on the beauty, it is easy to be decorative as 
well. So, our goal of user interface design is to get the benefit at both functions and 
the beauty at the same time. 
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Fig. 2. SYNSEIS’s interactive graphic user interface 

More or less the e3d application has more complex parameter creation process. We 
have developed to construct our SYNSEIS Graphic User Interface using the flash 
application [13] as shown in Figure 2 for minimizing the difficulty of building a set of 
parameterized input files. Our aim in our SYNSEIS tool is also to provide users with a 
nice and a variety of user-centric and dynamic environments on the web for 
representing the input parameters of the earthquake experiments. In Figure 2, as one 
of scenarios, users are able to select some certain area in US map using the mapping 
tool and compose the location, several event points and station locations by using the 
data retrieval Web service [7], and the selected points for the experiment within the 
boundary area. And then another window specifies other input parameters to allow 
users to do the graphical selection of the appropriate parameter data fields and 
designate the set of values by using data model Web service [7]. If users set up the 
“Distance Resolution” field in Figure 2, “Time Resolution” and “Source Frequency” 
have been parameterized automatically because of unsuccessful run of the scientific 
program under the consideration. After the text selection of the appropriate fields, 
finally the XML input file is generated for running the experiments. Because the 
parameter creation process is integrated within SYNSEIS GUI, its use is quite easy, 
intuitive, and trivial. 

5   Interactions of the Metadata Service for the Application  

We describe how SYNSEIS system exports the XML input file to the specific input 
data formats of the code and integrate the metadata for the application. In Figure 3, 
we may express the input file for e3d application using XML format. XML generator 
collects and composes some data needed for running the code from the user interface, 
for example, map services, data model Web service, and data descriptors. Using our 
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specific job submission Web service [7], this generated XML input file is saved into 
the XML data repository for archival reference, re-use, and modification. Users may 
independently modify this user XML file for their own experiment purposes and 
resubmit it for running the application code on the archival session provided by 
SYNSEIS archival service for domain experts. This input XML file is therefore 
recyclable, if desired. For this experiment, this XML input file is transferred into the 
targeted remote host via the grid file transfer protocol. Simultaneously, RSL 
(Resource Specification Language) [14] generator creates the job script based on the 
application metadata for running the Globus job through the gatekeeper. This 
application metadata consists of mainly three parts: application descriptors, host 
descriptors, and queue descriptors. We use and integrate application information Web 
service [5] as the information repository describing e3d application for the seismic 
simulation and other system commands for dealing with the job files. 

Through the gatekeeper, this job script that describes the remote perl script which 
takes XML input file as the argument is executed. When the gatekeeper runs this 
script on the remote host, the “Input File” generator creates several input files which 
are for actually running the code and the queue script in a remote certain directory for 
this experiment. At this stage, we must export the XML to the legacy input format for 
a particular application. 

 

Fig. 3. Processing steps for interactions with the metadata for the application 

We assume that a cluster of machines has the job scheduler such as PBS, or 
Condor. That is, in order for the job submitter to launch jobs run, we need the local or 
remote compute environments that may require any of Globus, PBS, and other job 
scheduler. This job scheduler which is accessed from Globus interface [15] is used for 
queuing and starting jobs. Finally, this batch queue script containing PBS directives 
followed by shell commands is submitted to the job scheduler by executing the 
remote perl script. 
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6   Conclusion and Future Directions 

We have built an application-specific tool called SYNSEIS using Web services 
approach. Since this architecture is based on the service-oriented, those useful 
services can be plugged into any general frameworks and be put together on the 
workbench. At the implementation phase of those services, some computing services 
are required for integrating with the metadata services on the framework. For 
example, we provide a job submission Web Service to run the relevant applications in 
a computational and hosting environment, TeraGrid or GEONgrid using Grid 
technologies, especially Globus interface, including a file transfer. So, we have 
presented the application XML metadata for constructing the job script for running 
the code within this service. This application metadata for describing the actual 
application which we suggested can be used by application web service, having 
providing the application interfaces as the application proxy. The application 
descriptor schema contains the “HostBinding” element that indicates the host 
descriptor, which describes the hosting environment, especially the location, type, 
parameters of the queuing system. In our application tool, more system commands are 
required for doing the job and data handling. So, for a more general way, we will keep 
extending this schema to put the system environments. 

In the design of the user interface, we have also implemented the easy-to-use 
parameterization process for complex earthquake simulations using SYNSEIS SWF 
(the file format used by Macromedia Flash) code. Through the dynamic graphic user 
interface, users can select and compose the data items. And then XML input data 
object is generated for the user experiments on the computational environments. 
Currently, since we provide simply the event-station pair and point source case  
for this experiment, we will take into consideration providing event-multiple  
stations situations, a line source implementation, and multiple seismogram plots  
additionally. 

On the back end, at the time of submitting the job that contains users’ XML file, 
the remote perl script consists of mainly two parts: the converting the XML file 
into the legacy input file and the job launching process. Because its process is 
tightly coupled, if both parts are not run successfully, for example, the converting 
process is done, but the job submission is failed, the remote perl script running is 
not useful even if the converting process is successful. For more modularity and 
reusability, those steps are redesigned. Creating the input files and the job 
directory for this experiment from the XML file will be generated by using Web 
service. For example, the QuakeSim portal [12] has the capability for exporting 
and importing the XML input file into the legacy format between applications 
running. Using the common XML format, QuakeSim applications are able to 
communicate each other via the Data hub. The current job submission is used for 
the job scheduler directly. That is, the job is submitted to the job scheduler 
directly. As the effective way, in order to get full functionalities provided by 
Globus interface, the launching and monitoring job will be performed through the 
Globus metacomputing middleware. 
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Abstract. Malaria is one of the most dangerous diseases affecting primarily 
poor people of tropical and subtropical regions. The search for novel drugs 
against specific parasites is an important goal for antimalarial drug discovery. 
This study describes how 3D pharmacophores for antimalarial activity could be 
developed from known antimalarials and be used as screening tools for virtual 
compound libraries to identify new antimalarial candidates with examples of 
indolo[2,1-b]quinazoline-6,12-diones (tryptanthrins) that exhibited in vitro ac-
tivity below 100 ng/mL.  These models mapped on the potent analogues and 
also onto other well-known antimalarial drugs of different chemical classes in-
cluding quinolines, chalcones, rhodamine dyes, Pfmrk CDK inhibitors, malarial 
KASIII inhibitors, and plasmepsin inhibitors. The pharmacophores allowed 
search and identification of new antimalarials from in-house multi-conformer 
3D CIS database and enabled custom designed synthesis of new potent ana-
logues that are found to be potent against in vitro W2, D6, and TM91C235 
strains of P. falciparum. 

1   Introduction 

Malaria, one of the most severe of the human parasitic diseases, causes about 500 
million infections worldwide and approximately 3-5 million deaths every year. The 
search for novel antimalarial drugs against specific parasitic targets is an important 
goal for antimalarial drug discovery. [1] The situation is rapidly worsening mainly 
due to non-availability of effective drugs and development of drug resistance of a 
large number of non-immune people in areas where malaria is frequently transmitted. 
[1] Chloroquine, mefloquine, and other frontline drugs for the treatment and preven-
tion of malaria, are becoming increasingly ineffective. [1] Artemisinin analogues such 
as artesunate and arteether were later introduced and found to be quite effective, par-
ticularly against drug-resistant P. falciparum, but observations of drug-induced and 
dose-related neurotoxicity in animals have raised concern about the safety of these 
compounds for human use.[2,3] Therefore, much effort and attention are needed for 
discovery and development of new and less toxic antimalarial drugs. 

Indolo[2,1-b]quinazoline-6,12-dione, known as tryptanthrin, is an alkaloid isolated 
from the Taiwanese medicinal plant Strobilanthes cusia, and its substituted  
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derivatives (Table 1) were recently studied at the Walter Reed Army Institute of Re-
search, Silver Spring, Maryland, U.S.A.[4] and found to have remarkable in vitro 
antimalarial activity against P. falciparum, both sensitive and multidrug-resistant 
strains. The more potent analogs exhibit IC50 values in the range 0.43 to 10 ng/mL, 
about one one-thousandth of the concentrations necessary to inhibit bacteria. Fur-
thermore, the compounds are also found to be highly potent against strains of P. falci-
parum that are up to 5000-fold resistant to atovoquone, 50-fold resistant to chloro-
quine, and 20-fold resistant to mefloquine. Thus, this novel class of compounds has 
opened a new chapter for study in the chemotherapy of malaria. 

Computer assisted molecular modeling (CAMM) has made remarkable progress in 
recent years in the design and discovery of new potential bioactive chemical enti-
ties.[5] The current advances in these methodologies allow direct applications ranging 
from accurate ab initio quantum chemical calculations of stereoelectronic properties, 
generation of three-dimensional pharmacophores, virtual database searches to identify 
potent bioactive agents, to simulate and dock drug molecules in the binding pockets 
of proteins that are crucial and directly related to biomedical research. 

In continuation of our efforts to design and discover new antimalarial therapeutic 
agents using computational methodologies [6,7], we present here our reported [4] 3D 
chemical feature based pharmacophore model and its utility as a tool for 3D database 
searches for identification of new structurally different classes of compounds for 
further study. 

2   Results and Discussion 

Three-dimensional pharmacophore for antimalarial activity was found to contain two 
hydrogen bond acceptor (lipid) functions and two aromatic hydrophobic functions at a 
specific geometric positions (Fig. 1) of the tryptanthrins was reported by us earlier. 
[5] The pharmacophore was developed using the CATALYST methodology [8] from 
a set of 17 structurally diverse tryptanthrin derivatives including the parent compound 
as the training set shown in Table 1. The correlation between the experimental and 
predicted activity of these compounds were found to be as R = 0.89. The more potent 
analogs of the training set (Table 1) such as 1 and 4 map well with the pharmacophore 
(Fig. 2a & 2b) whereas, the less potent analogues such as 11 and 16 do not map ade-
quately with the hypothesis (Fig. 2c & 2d). Cross-validation of the generated pharma-
cophore was carried out by preparing a “test set” of 15 additional tryptanthrin com-
pounds (Table 1) that were tested for in vitro antimalarial activity against D6 and W2 
clones of P. falciparum identical to the original training set. The predicted and the 
experimental IC50 values for the test set tryptanthrins are found reasonably well re-
produced [4], correlation as R = 0.92, within the limits of uncertainty [3], thus dem-
onstrating the predictive power of the original pharmacophore. As observed in the 
training set, the more potent analogues of the test set such as 4’ and 11’ map well 
(Fig. 3a & 3b) with the pharmacophore whereas, the less potent analogues of the test 
set do not map adequately.  

To further examine the validity of the pharmacophores, its features were  
mapped onto a series of eight antimalarial drugs that are currently used in the United 
States [3]; viz., quinine, chloroquine, mefloquine, primaquine, hydroxychloroquine, 
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pyrimethamine, sulfadoxine, and doxycycline (Fig. 4). The mapping indicates that 
quinine completely satisfies the requirement with the pharmacophore (Fig. 4a) 
whereas, the other drugs map in varying degrees. It may be worthwhile to mention 
here that quinine and other quinoline-containing antimalarials including chloroquine 
have shown varying capacity to inhibit malaria heme polymerase extracted from P. 
falciparum tropozoites. [9] In particular, the interaction of quinine with heme has 
been well documented. [10] Since the pharmacophore maps well on quinine and in 
varying degrees on the other quinoline-containing antimalarials, it may be reasonable 
to speculate that the tryptanthrin compounds may target heme polymerase from the P. 
falciparum tropozoites. Preliminary results from NMR experiments on select tryptan-
thrin analogues have shown positive indications toward inhibition of the hemin po-
lymerization process (unpublished results). In addition, we have also mapped the 
pharmacophore on a few recently reported potent antimalarials such as the chal-
cones11 and rhodacyanine dyes. [12] Surprisingly again, the more potent chalcone 
analogues such as, 2’,3’,4’-trimethoxy-4-trifluoromethyl and 2’,4’-dimethoxy-4-ethyl 
chalcones (Fig 5a & 5b) and the rhodacyanine dye MKT-077 and its para analogue 
map well on to the tryptanthrin pharmacophore (Fig 6a & Fig 6b).  In addition, the 
pharmacophore led to a search of the in-house multiconformer 3D databases that led 
to the identification of a fairly potent plasmepsin inhibitor: 6-diethylamino-2,3-
diphenylbenzofuran, two excellent Pfmrk inhibitors from the tryptanthrin classes, 
such the 8-nitro- and 7-chloro-4-azatryptanthrins, and a moderately good inhibitor, 4-
(benzenesulfonamido)-salicylic acid for the malarial KASIII enzyme. [4] 

Table 1. Structure of Tryptanthrins 
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Table 1. (continued) 
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Table 1. (continued) 

13’ CH -N= CH CH C=O CH CH C-Br CH 

14’ CH CH CNCH3(C

H2)2OH 

CH C=O CH CH C-Cl CH 

15’ CH C-

CH3 

CH CH C=O CH CH CH CH 

 

Fig. 1. Pharmacophore for antimalarial activity of the tryptanthrins 

 

Fig. 2. Mapping of the more potent analogues: (a) 1 and (b) 4, and less potent analogues:  (c) 11 
and (d) 16, onto the pharmacophore model 

 

Fig. 3. Mapping of the more potent analogues: (a) 4’ and (b) 11’ of the test set onto the phar-
macophore 
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Fig. 4. Mapping of the pharmacophore onto eight commonly used antimalarial drugs in the 
United States: (a) quinine, (b) mefloquine, (c) primaquine, (d) hydroxyxhloroquine, (e) sul-
fadoxine, (f) doxycycline, (g) chloroquine, and (h) pyrimethamine 

A B

 

Fig. 5. Mapping of the pharmacophore on (a) 4,-trifluoromethyl-2’,3’,4’-trimethoxychalcone, 
and (b) 4-ethyl-2’,4’-dimethoxychalcone 

A B

 

Fig. 6. Mapping of the pharmacophore on (a) rhodacyanine dye MKT-077 and (b) para-
rhodacyanine dye MKT-077 
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3   Conclusions 

The study demonstrates how the chemical features such as the hydrogen bond donors, 
acceptors, hydrophobicity etc. of potent compounds can be organized to develop 
pharmacophores for activity and utilize them for virtual in silico search of new class 
of compounds to open new chapters for chemotherapeutic study. Specifically, in this 
investigation we have shown how molecular characteristics from a set of diverse 
tryptanthrin derivatives may be organized to be both statistically and mechanistically 
significant for potent antimalarial activity that may have universal applicability. In 
addition, the resulting model can be used to unravel a possible rationale for the target-
specific antimalarial activity of these compounds. The validity of the pharmacophore 
extends to structurally different class of compounds, and thereby provides a powerful 
template from which novel drug candidates may be identified for extended study. 
Since the identity of the target for antimalarial activity of these compounds is un-
known, the three-dimensional QSAR pharmacophore should aid in the design of  
well-tolerated target-specific antimalarial agents. 

4   Experimental Section 

Biological testing and procedure adopted for the pharmacophore generation utilizing 
the CATALYST [8] methodology is described earlier. [5] 
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Abstract. This paper shows a fuzzy logic speech/non-speech discrimi-
nation method for improving the performance of speech processing sys-
tems working in noise environments. The fuzzy system is based on a
Sugeno inference engine with membership functions defined as combi-
nation of two Gaussian functions. The rule base consists of ten fuzzy
if then statements defined in terms of the denoised subband signal-to-
noise ratios (SNRs) and the zero crossing rates (ZCRs). Its operation is
optimized by means of a hybrid training algorithm combining the least-
squares method and the backpropagation gradient descent method for
training membership function parameters. The experiments conducted
on the Spanish SpeechDat-Car database shows that the proposed method
yields clear improvements over a set of standardized VADs for discontin-
uous transmission (DTX) and distributed speech recognition (DSR) and
also over recently published VAD methods.

1 Introduction

The deployment of new wireless speech communication services finds a serious
implementation barrier in the harmful effect of the acoustic noise present in
the operating environment. These systems often benefits from voice activity
detectors (VADs) which are frequently used in such application scenarios for
different purposes.

Detecting the presence of speech in a noisy signal is a problem affecting numer-
ous applications including robust speech recognition [1, 2], discontinuous trans-
mission (DTX) in voice communications [3, 4] or real-time speech transmission
on the Internet [5]. The classification task is not as trivial as it appears, and
most of the VAD algorithms often fail in high noise conditions. During the last
decade, numerous researchers have developed different strategies for detecting
speech in a noisy signal [6, 7, 8, 9] and have evaluated the influence of the VAD
effectiveness on the performance of speech processing systems [10, 11, 12, 13].

Since its introduction in the late sixties [14], fuzzy logic has enabled defin-
ing the behavior of many systems by means of qualitative expressions in a
more natural way than mathematical equations. Thus, an effective approach
for speech/non-speech discrimination in noisy environments is to use these tech-
niques that enables describing the decision rule by means of if-then clauses which

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 395–402, 2006.
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are selected based on the knowledge of the problem. Beritelli [15] showed a ro-
bust VAD with a pattern matching process consisting of a set of six fuzzy rules.
However, no specific optimization was performed at the signal level since the
system operated on feature vectors defined by the popular ITU-T G.729 speech
coding standard [4]. This paper shows an effective VAD based on fuzzy logic rules
for low-delay speech communications. The proposed method combines a noise
robust speech processing feature extraction process together with a trained fuzzy
logic pattern matching module for classification. The experiments conducted on
speech databases shows that the proposed method yields improvements over dif-
ferent standardized VADs for DTX and distributed speech recognition (DSR)
and other VAD methods.

2 Fuzzy Logic

Fuzzy logic [16] is much closer in spirit to human thinking and natural language
than traditional logic systems. Basically, it provides an effective means of cap-
turing the approximate, inexact nature of the real world. Viewed in perspective,
the essential part of a fuzzy logic system is a set of linguistic rules related by
the dual concepts of fuzzy implication and the compositional rule of inference.

Fuzzy logic consists of a mapping between an input space and an output space
by means of a list of if-then statements called rules. These rules are useful because
they refer to variables and the adjectives that describe these variables. The map-
ping is performed in the fuzzy inference stage, a method that interprets the values
in the input vector and, based on some set of rules, assigns values to the output.

Fuzzy logic starts with the concept of a fuzzy set. A fuzzy set F defined on
a discourse universe U is characterized by a membership function µF (x) which
takes values in the interval [0, 1]. A fuzzy set is a generalization of a crisp set. A
membership function provides the degree of similarity of an element in U to the
fuzzy set. A fuzzy set F in U may be represented as a set of ordered pairs of a
generic element x and its grade of membership function: F = {(x, µF (x))|x ∈ U}.

The concept of linguistic variable was first proposed by Zadeh who considered
them as variables whose values are not numbers but words or sentences in a
natural or artificial language. A membership function µF (x) is a curve that
defines how each point in the input space is mapped to a membership value (or
degree of membership) between 0 and 1. The most commonly used shapes for
membership functions are triangular, trapezoidal, piecewise linear and Gaussian.
Membership functions were chosen by the user arbitrarily in the past, based
on the user’s experience. Now, membership functions are commonly designed
using optimization procedures. The number of membership functions improves
the resolution at the cost of greater computational complexity. They normally
overlap expressing the degree of membership of a value to different attributes.

Fuzzy sets and fuzzy operators are the subjects and verbs of fuzzy logic. Fuzzy
logic rules based on if-then statements are used to formulate the conditional
statements that comprise fuzzy logic. A single fuzzy if-then rule assumes the
form if x is F then y is G where F and G are linguistic values defined by fuzzy
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sets. The if-part of the rule is called the antecedent or premise, while the then-
part of the rule is called the consequent or conclusion. Interpreting an if-then rule
involves distinct parts: i) evaluating the antecedent (which involves fuzzifying
the input and applying any necessary fuzzy operators), and ii) applying that
result to the consequent.

3 Voice Activity Detection

Figure 1 shows the basic configuration of a fuzzy logic VAD which comprises five
principal components: i) the feature extraction process that prepares discrimi-
native speech feature for the fuzzy logic classifier, ii) the fuzzification interface
performs a scale mapping, that transfers the range of values into the correspond-
ing universe of discourse and performs the function of fuzzification, that converts
input data into suitable linguistic variables viewed as labels of fuzzy sets, iii)
the knowledge base comprises a knowledge of the application domain and the
objective of the VAD. It consists of a database, which provides necessary defin-
itions which are used to define linguistic VAD rules and a linguistic (fuzzy) rule
base, which characterizes the VAD goal by means of a set of linguistic rules and
the user experience, iv) the decision making logic is the kernel of the fuzzy logic
VAD. It has the capability of simulating human decision making based on fuzzy
concepts and of inferring actions employing fuzzy implication and the inference
rules, and v) the defuzzification interface performs a scale mapping, which con-
verts the range of output values into the corresponding universe of discourse,
and defuzzification, which yields a nonfuzzy VAD flag.

3.1 Feature Extraction

The feature vector consists of the Zero Crossing Rates (ZCR) defined by:

ZCR =
∑N−1

n=1 | sign(x(n)) − sign(x(n − 1))|
2

(1)

and the K -band signal-to-noise ratios (SNR) that are calculated after a previous
denoising process by means of a uniformly distributed filter bank on the discrete
Fourier spectrum of the denoised signal.
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Fig. 2. Membership functions for subband SNRs

3.2 Inference Engine

A Sugeno inference engine was preferred over Mamdani’s method since: i) it is
computationally efficient, ii) it works well with linear techniques, iii) it works
well with optimization and adaptive techniques, iv) it has guaranteed continuity
of the output surface and v) it is well-suited to mathematical analysis. Once
the inputs have been fuzzified, we know the degree to which each part of the
antecedent has been satisfied for each rule. The input to the fuzzy operator is
two or more membership values from fuzzified input variables. Any number of
well-defined methods can fill in for the AND operation or the OR operation. We
have used the product for AND, the maximum for OR and the weighted average
as the defuzzification method. Finally, the output of the system is compared to
a fixed threshold η. If the output is greater than η, the current frame is classified
as speech (VAD flag= 1) otherwise it is classified as non-speech or silence (VAD
flag= 0). We will show later that modifying η enables the selection of the VAD
working point depending on the application requirements.

3.3 Membership Function Definition

The initial definition of the membership functions is based on the expert knowl-
edge and the observation of experimental data. After the initialization, a train-
ing algorithm updates the system in order to obtain a better definition of the
membership functions. Two-sided Gaussian membership functions were selected.
They are defined as a combination of Gaussian functions

f(x;µ1, σ1, µ2, σ2) = f1(x;µ1, σ1)f2(x;µ2, σ2)

fi(x;µi, σi) =

{
exp

(
− (x−µi)2

2σ2
i

)
x ≤ µi

1 x > µi

(2)

where the first function specified by σ1 and µ1, determines the shape of the
leftmost curve while the second function determines the shape of the rightmost



Fuzzy Logic Speech/Non-speech Discrimination 399

SNR1

SNR2

SNR3

SNR4

ZCR

Small

Small

Small

Small

Small

Medium

Medium

Medium

Medium

Medium

Large

Large

Large

Large

Large

Rule 1

Rule 2

Rule 3

Rule 4

Rule 5

Rule 6

Rule 7

Rule 8

Rule 9

Rule 10

Speech

Speech

Speech

Speech

Speech

Speech

Speech

Non-speech

Non-speech

OutputNon-speech

or

and

Fig. 3. Rule base

curve. Figure 2 shows the membership functions for the K = 4 subband SNRs
that are used together with the ZCR as inputs of the fuzzy logic VAD.

3.4 Rule Base

The rule base consists of ten fuzzy rules which were trained using ANFIS [17].
It applies a combination of the least-squares method and the backpropagation
gradient descent method for training membership function parameters to emu-
late a given training data set. An study of the better conditions for the train-
ing processed was carried out using utterances of the Spanish SpeechDat-Car
(SDC) database [18]. This database contains 4914 recordings using close-talking
(channel 0) and distant microphones (channel 1) from more than 160 speak-
ers. The files are categorized into three noisy conditions: quiet, low noisy and
highly noisy conditions, which represent different driving conditions. Four dif-
ferent training sets were used: i) quiet ch1, ii) low ch1 iii) high ch1, and iv)
a combination of utterances from the three previous subsets. Training with
data from the three categories yielded the best results in speech/pause
discrimination.

Figure 4 shows the operation of the VAD on an utterance of the SpeechDat-
Car database recorded with the close talking and distant microphones. It shows
the effectiveness of the fuzzy logic pattern matching for discriminating between
speech and non-speech even in a high noise environments.

4 Experiments

This section analyzes the proposed VAD and compares its performance to other
algorithms used as a reference. The analysis is based on the ROC curves [19],
a frequently used methodology to describe the VAD error rate. The Spanish
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Fig. 4. Operation of the fuzzy VAD on an utterance of the Spanish SpeechDat-Car
database. VAD decision for utterances recorded with close talking (a) and distant
microphones (b) and associated spectrograms.

SDC database [18] was used. The non-speech hit rate (HR0) and the false alarm
rate (FAR0= 100-HR1) were determined for each noisy condition being the ac-
tual speech frames and actual speech pauses determined by hand-labelling the
database on the close-talking microphone. Figure 5 shows the ROC curves of
the proposed VAD and other frequently referred algorithms [20, 21, 19, 6] for
recordings from the distant microphone in quiet and high noisy conditions. The
working points of the ITU-T G.729, ETSI AMR and ETSI AFE VADs are
also included. The results show improvements in speech detection accuracy over
standard VADs and a representative set of recently reported VAD algorithms
[20, 21, 19, 6].

5 Conclusion

This paper showed the effectiveness of fuzzy logic concepts for robust speech/
non-speech discrimination. The fuzzy system is based on a Sugeno inference
engine with membership functions defined as combination of two Gaussian func-
tions. The rule base consists of ten fuzzy if then statements defined in terms of
the denoised subband signal-to-noise ratios (SNRs) and the zero crossing rates
(ZCRs). Its operation is optimized by means of a hybrid training algorithm
combining the least-squares method and the backpropagation gradient descent
method for training membership function parameters. With these and other in-
novations the proposed algorithms unveils significant improvements over ITU-T
G.729, ETSI AMR and ETSI AFE standards as well as over VADs that define
the decision rule in terms of averaged subband speech features.
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Fig. 5. Comparative results. a) Quiet ch1, b) High ch1.
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Classification of Surimi Gel Strength Patterns
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Abstract. This paper proposes two practically and efficiently super-
vised and unsupervised classifications for surimi gel strength patterns.
An supervised learning method, backpropagation neural network with
three layers of 17-34-4 neurons for each later, is used. An unsupervised
classification method consists of the data dimensionality reduction step
via the PCA algorithm and classification step using correlation coeffi-
cient similarity measure. In the similarity measure step, each surimi gel
strength pattern is compared with the surimi eigen-gel patterns, pro-
duced by the PCA step. In this paper, we consider a datum pattern as
a datum dimension. The training data sets (12 patterns or 12 data di-
mensions) of surimi gel strength are collected from 4 experiments having
different fixed setting temperature at 35oC, 40oC, 45oC, and 50oC, re-
spectively. Testing data sets (48 patterns) are including original training
set and their added Gaussian noise with 1, 3 and 5 points, respectively.
From the experiments, two proposed methods can classify all testing data
sets into its proper class.

Keywords: Backpropagation neural network, Principal component
analysis, surimi eigen-gel patterns, backprogpagation neural network.

1 Introduction

Surimi is a concentrate of the myofibrillar proteins, primarily myosin and actin,
of fish muscle, that is mechanically deboned, water-washed fish meat. In order
to manufacture surimi-based products, the raw or frozen surimi is ground with
salt and other ingredients, and then passed through thermal processing to set
the shape and develop the texture [8]. During the thermal process, myofibrillar
protein is induced to form the actomyosin gel, mainly derived from the myosin
portions, which gives the unique elastic textural properties of the products [4].
Surimi is very well-known in food processing topics. Applications or surimi based
products are Crap-analog or Kani-kamabogo, Kamaboko, Chikuwa, Satsumage,
fish sausage and Shell fish-analog, etc. [8]
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Generally, surimi gel is formed following two heating-steps, a preheating pro-
cess below 50oC (setting step) prior to cooking at 80oC or 90oC to produce
an opaque, highly elastic and strengthened gel [8]. The setting period is an
important step in surimi gel development. This is because the setting at low
temperature prior to heating at a higher temperature allows slow ordering of
the protein molecule resulting in good gelation, fine structure and great elastic-
ity [6] [8]. Different temperatures in the setting step result in different confor-
mation of the proteins leading to different structure, and strength of the final
gel [7].

The qualities of surimi gel, notably gel strength and structure, can be affected
during gelation by various physical conditions such as high pressure, heating
temperature and heating period during setting. In this paper, we emphasize on
only surimi gel strength patterns which obtained from various setting temper-
atures and times. From the preliminary experiments, it can be observed that
all patterns of surimi gel strength have similar shape. The final gel strengths
increased to the maximum value and then decreased to the plateau in all set-
ting tempertures. It is difficult to determine classes of each surimi gel strenth.
In order to determine their proper classes, both supervised and unsupervised
classification learning methods are applied to identify the qualities of surimi gel
pattern.

The paper is organized as follows: Section 2 explains Cod surimi material,
backpropagation neural network, principal surimi gel strength construction, and
similarity method; Some experimental results are presented in Section 3 and
conclusions in Section 4, respectively.

2 Materials and Methods

2.1 Materials

Cod (Gadus morhua) fillets were purchased from Frosts Fish LTD, Reading, UK.
The fillets were skinned, rinsed with clean water, blended in a Lab Micronizer
(Waring Commercial), washed by the ratio of water: minced fish at 3:1 (v/w).
Then, the minced fish was dewatered by a basket centrifuge, then mixed with
6% sugar and 0.2% tetrasodium pyrophosphate and stored in an air blast freezer
at -18oC as a frozen surimi sample.

2.2 Gel Preparation

The frozen surimi was thawed at 4oC until the temperature of surimi reached
0oC and then, mixed with 2.5% salt by using a Lab Micronizer (Waring Com-
mercial). The sol obtained was stuffed into stainless-steel cylinders of 2.5 cm.
inner diameter and 2.5 cm. length. Surimi gels were prepared by heat setting at
35oC, 40oC, 45oC and 50oC for 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 120,
180, 240, and 300 minutes in a water bath (Grant Y28, type VFP). Then, the
gels were cooked at 90oC for 20 minutes, and cooled in ice water. The obtained
surimi gels were stored at 4oC for 24 hours before analysed.
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2.3 Gel Strength Analysis

The gel strengths of surimi gels were tested by using a TA-XT2 Texture Analyser
(Stable Micro Systems Ltd., Surrey, UK.). All the cooked gels were compressed to
15 mm at the speed of 1.1 mm/second using a cylindrical shaped probe of 2.5 cm
in diameter. Then, the changes in applied force were recorded. The gel strength
was obtained from the peak force multiplied by the compression distance at the
peak.

2.4 Proposed Classification Methods

The objective of the paper is to classify each surimi gel strength pattern into
a proper class. We propose both supervised and unsupervised learning methods
to identify the class or quality of surimi gel patterns.

Backpropagation Neural Network. Artificial neural network or neural net-
work is a parallel processing mechanism which similar to human brain learn-
ing system. There are both supervised, unsupervised and reinforcement learn-
ing systems [5]. The first and simple neural network structure is called the
Perceptron neural network. Perceptron consists of input neurons, connection
weight, adding function, activation function, and output as illustrated in
Fig. 1(a).

(a) (b)

Fig. 1. (a) Perceptron neural network and (b) Backpropagation neural network used
in the paper

where [x1, x2, · · · , xn]T are the input vectors, [w1, w2, · · · , wn]T are the connec-
tion weights, β is a bias, f() is an activation function and y is an output. y can
be written as follows:

net =
∑

(x1w1 + x2w2 + · · ·+ xnwn) + β (1)

y = f(net) (2)
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The backpropagation neural network [5] with three layers, input-hidden- out-
put, is used. The neurons in each layer are 17-34-4 for input-hidden-output layer,
respectively. Neural network learning algorithm starts with the random weight
whi and wjh. The input vectors [x1, x2, · · · , x17]T are fed to the hidden layer Z
using the weight whi. Then hidden vectors [z1, z2, · · · , z34]T are fed again by the
weight wjh in order to produce the output vectors [y1, · · · , y4]T . Backpropagation
network structure is shown in Fig. 1(b). Let t be a desired target. The objective
function is a summed squared error (SSE) as follows:

E =
1
2

∑
(y − t)2 (3)

And the activation function is a Sigmoidal function as follows:

f(net) =
1

1 + e−net
(4)

Principal Component Analysis to Surimi Gel Pattern. The second
method for classifying each surimi gel strength is the Principal component analy-
sis and the similarity measure method. An identifiable system consists of two
main parts, the construction of surimi gel eigen-patterns and similarity analysis.
First, the PCA method is used for searching an eigen-pattern by returning the
principal direction for each class of surimi gel quality. Second, correlation coef-
ficient similarity method between the eigen gel pattern and surimi gel strength
pattern is used for classifying a class of them. A structure chart of the overall
system is illustrated in Figure 2.

0 10 20
800

1000

1200

1400

1600

1800

2000

G
el

 S
tre

ng
th

0 10 20
500

1000

1500

2000

2500

Surimi Gel Patterns

0 10 20
800

1000

1200

1400

1600

1800

2000

0 10 20
1000

1200

1400

1600

1800

0 10 20
1500

2000

2500

3000

3500

4000

4500

Gel Eigen Pattern

G
el

 S
tre

ng
th

35c 40c 45c 50c 

PCA 

    Testing Procedure: 
Input Surimi Gel Patterns

Similarity Analysis 

Class of Surimi Gel 

Fig. 2. System Structures for Surimi Gel Pattern Identification

Constructing principal direction or eigen-pattern is presented in this section
[2]. Constructing procedures are composed of two main steps, surimi gel strength
matrix formation and computing an eigen-pattern. First, the surimi gel strength
matrix formation step, input data for modeling surimi gel eigen-patterns are
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surimi gel strength from 3 replications, detailed in Section 2.2. Then from the
previous conditions, three input vectors of surimi gel strength were obtained for
each setting temperature. And they are formed as a row major matrix with a
dimension of 3 by 17.

Second, computing an eigen-pattern step, the principal component analysis
can be carried out. The calculation of surimi gel eigen-pattern is given by the
solution to the following step [3]:

1. Compute the mean for each row meani

2. Generate the zero-mean matrix Mz for each row i,

Mzi,j = Mi,j −meani (5)

where 1 ≤ i ≤ 17.
3. Compute the covariance matrix Cov for Mz,

Cov(Mz) = E[(Mz)(Mz)T ] (6)

where E[.] is an expectation value and (Mz)T is a transpose matrix of Mz.
Then the dimensions of Cov(Mz) are 3 by 3.

4. Compute an eigenvalue, d, and eigenvector, v, for the covariance matrix Cov.
5. Project M onto new axis by eigen-vector v,

P = vT M (7)

where vT is a transpose matrix of v

Similarity Measure. The main objective of the classification problem is to
find a natural grouping in a set of data [3]. In other words, we want to say that
the samples in class ci are more like one another than like samples in other class
cj , where i �= j.

Correlation Coefficient Analysis, ρ. The correlation coefficient ρ between two
random variable x and y can be described as:

ρ(x, y) =
cov(x, y)√
var(x)var(y)

(8)

where cov(x, y) is the covariance between two random variables and var(.) is
the variance of a random variable. Correlation coefficient values are within
[−1, . . . , 1]. If x and y are completely correlated, ρ(x, y) is 1 or -1. If they are
absolutely uncorrelated, ρ(x, y) is 0.

3 Experimental Results

Some simulations have been made on surimi Gel Strength patterns, which con-
tain 17 data points for each pattern, details were given in Section 2.2. Testing
sets (12 data) include the original training set and their added Gaussian noise
with 1, 3 and 5 points, respectively. Then, in total, the testing sets have 48
patterns. Graphical representation of all testing sets are illustrated in
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Fig. 3. (a) Original surimi gel patterns created by 35oC, 40oC, 45oC and 50oC, (b)
Original surimi gel added one point of Gaussign noise, (c) Original surimi gel added
three points of Gaussign noise and (d) Original surimi gel added five points of Gaussign
noise

Figure 3 (a), (b), (c), and (d), respectively. It can be seen that it is very difficult
to identify a class for input pattern by hand. How can we do that?

3.1 Backpropagation Neural Network

In the learning step, we set ε ≤ 0.00001. The learning is terminated after 35
epochs. Tables 1(a), (b), (c), and (d) display the probability of each surimi gel
strength pattern to be each expected class. Probability values from Tables 1(a),
(b), (c), and (d) confirm that all testing set patterns can be classified into a
proper class even they have some noises. For example from Table 1(d), degree
of similarity between testing pattern 1 to expected class 1, class 2, class 3, and
class 4 are 0.9957, 0.0000, 0.0000, and 0.0000, respectively. Then, it is classified
to class 1 which is correct.

3.2 Principal Component Analysis

Tables 2(a), (b), (c) and (d) display the degree of similarity between testing
data sets and the principal direction of surimi gel strength using correlation
coefficient analysis. Degree of similarity among them from Tables 2(a), (b), (c)
and (d) confirm that all testing set patterns can be classifed into a proper class
even they have some noises. For example from Table 2(c), degree of similarity
between testing pattern 3 to expected class 1, class 2, class 3, and class 4 are
0.9462, 0.8789, 0.7765, and 0.4154, respectively. Then it is classified to class 1
which is correct.
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Table 1. Probability of the surimi gel strength pattern using backpropagation neural
network (a) original surimi gel patterns, (b) added 1 point of random gaussian noise,
(c) added 3 points of random gaussian noise and (d) added 5 points of random gaussian
noise

Testing Expected classes Expected classes Its Actual
pattern Class 1 Class 2 Class 3 Class 4 Class 1 Class 2 Class 3 Class 4 class

1 0.9998 0.0000 0.0000 0.0000 0.9999 0.0000 0.0000 0.0000 1
2 0.9999 0.0013 0.0000 0.0000 0.9998 0.0015 0.0000 0.0000 1
3 1.0000 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 1
4 0.0000 0.9994 0.0008 0.0000 0.0000 0.9994 0.0008 0.0000 2
5 0.0001 0.9996 0.0000 0.0000 0.0001 0.9996 0.0000 0.0000 2
6 0.0000 0.9984 0.0001 0.0000 0.0000 0.9814 0.0029 0.0000 2
7 0.0000 0.0000 0.9995 0.0000 0.0000 0.0000 0.9998 0.0000 3
8 0.0000 0.0000 0.9999 0.0000 0.0000 0.0000 0.9999 0.0000 3
9 0.0000 0.0008 0.9990 0.0000 0.0000 0.0008 0.9990 0.0000 3
10 0.0000 0.0000 0.0002 0.9999 0.0000 0.0000 0.2592 0.9930 4
11 0.0000 0.0000 0.0005 1.0000 0.0000 0.0000 0.0011 1.0000 4
12 0.0002 0.0000 0.0000 1.0000 0.0000 0.0000 0.0248 1.0000 4

(a) (b)
1 0.9989 0.0000 0.0000 0.0000 0.9957 0.0000 0.0000 0.0000 1
2 0.9643 0.0000 0.0000 0.0000 1.0000 0.0001 0.0000 0.0000 1
3 1.0000 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 1
4 0.0000 0.9992 0.0056 0.0000 0.0000 0.9960 0.0000 0.0000 2
5 0.0000 0.9997 0.0000 0.0000 0.0000 0.9996 0.0000 0.0000 2
6 0.0000 0.9984 0.0002 0.0000 0.0000 0.9988 0.0001 0.0000 2
7 0.0002 0.0074 0.9984 0.0000 0.0000 0.0000 0.9992 0.0000 3
8 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 0.9995 0.0000 3
9 0.0000 0.0005 0.9991 0.0000 0.0000 0.0005 0.9972 0.0000 3
10 0.0004 0.0000 0.0000 0.9995 0.0000 0.0000 0.0351 1.0000 4
11 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 1.0000 4
12 0.0002 0.0000 0.0001 0.9999 0.0000 0.0000 0.0027 1.0000 4

(c) (d)

Table 2. Correlation coefficient (ρ) between (a) original surimi gel patterns, (b) added
1 point of random gaussian noise, (c) added 3 points of random gaussian noise and (d)
added 5 points of random gaussian noise and the principal surimi gel eigen-patterns

Testing Expected classes Expected classes Its Actual
pattern Class 1 Class 2 Class 3 Class 4 Class 1 Class 2 Class 3 Class 4 class

1 0.9575 0.8661 0.7968 0.4126 0.9572 0.8421 0.8006 0.4142 1
2 0.9585 0.8258 0.8662 0.5848 0.9581 0.8264 0.8761 0.5949 1
3 0.9534 0.8567 0.7852 0.4321 0.9449 0.8334 0.7677 0.4182 1
4 0.8717 0.9805 0.7685 0.3218 0.8722 0.9806 0.7691 0.3227 2
5 0.8807 0.9896 0.7594 0.3489 0.8806 0.9898 0.7635 0.3531 2
6 0.8678 0.9894 0.7307 0.3105 0.8706 0.9857 0.7365 0.3229 2
7 0.7763 0.6666 0.9659 0.8288 0.7266 0.5869 0.9246 0.8297 3
8 0.8874 0.7663 0.9653 0.7679 0.8893 0.7673 0.9657 0.7679 3
9 0.7992 0.7661 0.9549 0.7524 0.7993 0.7670 0.9549 0.7524 3
10 0.5423 0.3323 0.8013 0.9819 0.5730 0.3794 0.8212 0.9741 4
11 0.4523 0.2820 0.7529 0.9717 0.4556 0.2649 0.7368 0.9587 4
12 0.4919 0.3613 0.8201 0.9713 0.4353 0.2792 0.7715 0.9652 4

(a) (b)
1 0.9565 0.8656 0.8003 0.4076 0.9425 0.8575 0.7916 0.4205 1
2 0.9659 0.8174 0.8384 0.5187 0.9501 0.8440 0.7805 0.4328 1
3 0.9462 0.8789 0.7765 0.4154 0.9338 0.8443 0.7172 0.3690 1
4 0.8617 0.9751 0.7702 0.3253 0.8698 0.9777 0.7382 0.2794 2
5 0.8993 0.9875 0.7875 0.3741 0.9005 0.9853 0.7622 0.3499 2
6 0.8635 0.9848 0.6980 0.2759 0.8597 0.9826 0.7261 0.3158 2
7 0.6937 0.6066 0.9313 0.8130 0.8094 0.6932 0.9713 0.8010 3
8 0.8871 0.7564 0.9542 0.7791 0.8875 0.7346 0.9383 0.7427 3
9 0.8061 0.7788 0.9432 0.7446 0.8568 0.8045 0.9708 0.7488 3
10 0.5288 0.3145 0.7921 0.9635 0.3667 0.1332 0.6376 0.9196 4
11 0.4302 0.2484 0.7185 0.9584 0.3782 0.2118 0.6627 0.9181 4
12 0.4894 0.4065 0.8076 0.9281 0.5128 0.4503 0.8260 0.9138 4

(c) (d)

4 Concluding Remarks

This paper reports some applications of Backpropagation neural network and
PCA (Principal Component Analysis). Backpropagation neural network is the



410 K. Chinnasarn, D.L. Pyle, and S. Chinnasarn

supervised learning method. But PCA is an unsupervised classification method
based on data information. Throughout the paper, the identification of surimi gel
patterns using Backpropagation neural network and eigen-pattern together with
the correlation coefficient has been outlined. Good identification is obtained from
the Backpropagation neural network but we need to know a class of each pattern
in advance. On the other hand, the advantages of the PCA method developed
in this paper are as follows. (1) Each class or principal direction of surimi gel
strengths is obtained by an unsupervised method, the PCA. Thus, for further
identification of the surimi gel strength class, we can easily do this by passing
surimi gel strength into the PCA. Then a new class of surimi gel strengths is
created. In other words, the principal direction of surimi gel strengths is dy-
namic based on data characteristics. (2) It can be concluded that the correlation
coefficient method gives an efficient result in the case where the testing patterns
have very similar shape.
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Abstract. In this paper1 we develop a new image retrieval method based on 
combined color feature and spatial feature. We introduce an ant colony cluster-
ing algorithm, which helps us develop a perceptually dominant color descriptor. 
The similarity between any two images is measured by combining the dominant 
color feature with its spatial feature. The optimal matching theory is employed 
to search the optimal matching pair of dominant color sets of any two images, 
and the similarity between the query image and the target image is computed by 
summing up all the distances of every matched pair of dominant colors. The al-
gorithm introduced in this paper is well suited for creating small spatial color 
descriptors and is efficient. It is also suitable for image representation, matching 
and retrieval. 

1   Introduction 

Color is a widely used low-level feature in content-based image retrieval systems  
[1, 4, 5, 6], because of its characteristic of invariance with respect to image scaling 
and orientation. Smith [1] proposed a method to quantize colors into 166 bins in the 
HSV color space. Zhang [2] gave a new dividing method to quantize the color space 
into 36 non-uniform bins. It has been observed that the color quantization schemes 
have a major and common drawback. That is similar colors might be quantized to 
different bins in the histogram, thus increasing the possibility of retrieving dissimilar 
images. 

Besides color histogram, another commonly used method is to apply clustering 
based techniques in quantizing the color space. Ma et al. utilized a vector quantization 
called Generalized Lloyd algorithm (GLA) [3] to quantize the RGB color space. Mo-
jsilovic [4] proposed a new quantization scheme in the Lab space based on spiral 
lattice. However, the problem of how to extract semantic information from the image 
still remains the biggest obstacle in the content-based image retrieval system [13, 14]. 
Rogowitz performed psychophysical experiments [6] analyzing human perception of 
image content, showing that visual features have a significant correlation with  
                                                           
1  The research was supported by No. 2004CB719403 from The National Basic Research  

Program of China (973 Program), No. 60473100�No. 60573151 from National Natural Sci-
ence Foundation of China. 
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semantically relevant information. Mojsilovic indicated that even with the absence of 
semantic cues, “semantically correct retrievals” [5] can also be achieved by perceptu-
ally based features. By exploiting the fact that the human eye cannot perceive a large 
number of colors at the same time, nor is it to distinguish close colors well, we aim to 
create a small color descriptor, which is suitable for image representation, matching 
and retrieval. 

In this paper we introduce a color feature extraction method based on ant colony 
clustering algorithm, which models the behavior of ants’ collecting corpses and is 
self-organizing. The algorithm extracts perceptually dominant colors as the basis for 
image matching. The spatial information of dominant colors is then taken into account 
in order to enlarge feature space and increase the retrieval precision. Similarity metric 
between any two images is established by using an optimal matching algorithm in 
graph theory. 

2   Dominant Color Feature Extraction 

Ant colony clustering algorithm [7, 8, 9] has been proposed and applied in various 
areas since 1990s, while it models the ants’ behavior of piling corpses. Researchers 
found that the ants can assemble the ant corpses into several piles in their studies. 
Deneubourg proposed a model that explains the ants’ behavior of piling corpses, 
which is commonly called BM (Basic Model) [7] to describe the ants’ clustering 
activity. The general idea is that when an unloaded ant encounters a corpse, it will 
pick it up with a probability that increases with the degree of isolation of the corpse; 
when an ant is carrying a corpse, it will drop the corpse with a probability that in-
creases with the number of corpses in the vicinity. The picking and dropping opera-
tions are biased by the similarity and density of data items within the ants’ local 
neighborhood.  

The step of dominant colors extraction based on ant colony clustering is as follows. 
First an input image is transformed into CIELAB color space. We get the training 

sequence consisting of M source vectors: 1 2{ , , , }MT x x x= . The source vector 

that is three-dimensional consists of L , a , b value in CIELAB color space. Then we 
utilize the ant colony clustering algorithm [7, 8] to extract the dominant colors from 
the training sequence T . The first step is to randomly project training sequence T  
onto a plane, and a few virtual ants are generated, randomly placed on the plane. Then 
the density measure of each ant is computed [8]. Each ant acts according to its current 
state and corresponding probability. Finally several clustering centers are visually 
formed through the ants’ collective actions. The algorithm is ended with a few 
clustering dominant colors generated. After using the ant colony clustering algorithm, 

we extract the dominant color set denoted as 1 2{ , , }KC c c c= , 

1 2{ , , }KP p p p= , where each dominant color { , , }i i i ic L a b=  is a three-

dimensional Lab  color value, and ip  is the corresponding size percentage. In our 

experiments the number of dominant colors K  is assigned the value 16. 
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3   Combined Color Feature and Spatial Feature 

In the procedure of color clustering, we only consider the color feature of each image. 
Thus it may lose color distribution information and lead to false retrieval. In order to 
prevent this problem, we introduce the color spatial information to enlarge the feature 
space of dominant colors. Moment [10, 11] is a simple and effective way for repre-
senting the spatial feature in images. It has the prominent property of being invariant 
to image rotation, shift and scale. We use the centroid of the dominant colors and the 
second-order central moment [11] to represent spatial features. The centroid repre-
sents the location of each dominant color, and the second-order central moment  
indicates the mass distributing information of dominant colors. 

In Statistics, moment represents fundament distributing properties of random vari-
ables. The p q+ th-order moments of a bounded function ( , )f x y  with two variables 

is defined as: 

                                         ( , )p q
pqM x y f x y dxdy=                                         (1) 

where p and q  are nonnegative integers [11]. 

Suppose the size of an image is m n× . After extracting dominant color features by 

ant colony clustering, the dominant color set is denoted as 1 2{ , , }KC c c c= the 

p q+ th-order moments of dominant color ic  can be defined as follows:  
1 1

0 0

( , , )
m n

i p q
pq

x y

M x y f x y i
− −

= =

=                                          (2) 

If the pixel at coordinates ( , )x y  belongs to the dominant color ic , 

then ( , , ) 1f x y i = ; otherwise ( , , ) 0f x y i = . 

Then the centroid coordinates ( , )i ix y  of each dominant color can be computed 

using the first-order moment, 10 01

00 00

,
i i

i ii i

M M
x y

M M
= = . The j k+ th-order central mo-

ments of dominant color ic can be defined as: 
1 1

0 0

( ) ( ) ( , , )
m n

j k
jk i i

x y

i x x y y f x y iµ
− −

= =

= − −                     (3) 

We use the second-order central moment 11µ  to describe the mass distributing feature 

of dominant colors. 

4   Similarity Measure 

In order to define the similarity metric between two images, we first give the formula 
of computing the distance between two dominant colors ic  and jc . Both the color 
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feature and spatial feature are considered in defining the distance. According to the 
dominant color feature and spatial feature defined in section 2 and section 3, we com-
pute four corresponding distances in section 4.1. 

4.1   Distance Computation 

Distance ,( )i jdCc c c  is the color difference of ic  and jc  in CIELAB color space. 

Distance ,( )i jdPt c c  is the area percentage difference of ic  and jc . Distance 

,( )i jdCt c c  is the centroid coordinates difference of ic  and jc . Distance ,( )i jd c cµ  is 

the second-order central moment difference of ic  and jc . The formulas of four dis-
tances are defined as follows: 

2 2 2
,( ) ( ) ( ) ( )i j i j i j i jdCc L L a a b bc c = − + − + −                    (4) 

,( ) | |i j i jtdP P Pc c = −                                                                      (5) 

2 2
,( ) ( ) ( )i j i ji jdCt c c x x y y= − + −                                        (6) 

,( ) | |i ji jd c cµ µ µ= −                                                                     (7) 

We define the overall distance between ic  and jc as follows: 

1 2 3 4, , , , ,( ) ( ) ( ) ( )( )i j i j i j i j i jdCc dPt dCt dD c c w c c w c c w c c w c cµ= + + +          (8) 

iw  is the weight assigned to the corresponding distance. We have assigned different 

weight to each distance, which is shown in Table 1 in Appendix. According to the 
weight in each group of Table 1, the performance of image retrieving is evaluated and 
the result is presented in Fig. 4. From Fig. 4, we can see that the weights assigned the 
values 1 0.4w = , 2 0.4w = , 3 0.15w = , 4 0.05w = , achieve the best retrieving per-
formance in our experiments. From analysis of Fig. 4, we can see the color feature 
(the dominant color and its area percentage) is still the most significant part in defin-
ing the distance, and the centroid also has more obvious influence on retrieval preci-
sion when compared with the second-order central moment.  

,( )i jD c c  is a normalized value so that the value of  similarity between ic  and jc  

can be defined as: 
, ,( ) 1 ( )i j i jSim c c D c c= −                                            (9) 

4.2   Optimal Matching 

Given two images, a query image A  and a target image B , each of them has the 

dominant color set 1 2{ , , }a a a a
KC c c c= and 1 2{ , , }b b b b

KC c c c=  respectively, where 

K  is the number of dominant colors of each image. In order to compute the similar-
ity of the two images, we first have to search the optimal matching dominant colors 
between the two dominant color sets aC  and bC . 
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We use the optimal matching method in graph theory [12] to solve the problem. 

We construct the bipartite graph as { , , }a bG C C E= , where aC  and bC  are domi-

nant color sets of two images. ,{ }i jE e=  is the edge sets, where a weight ,i jw  is 

assigned to the edge ,i je  in G . ,i jw  is the value of similarity between two dominant 

colors a
ic  and b

jc , computed by formula (9). Given the weighted bipartite graph G  

(An example is shown in Fig.1), the Kuhn-Munkres algorithm [12] can be used to 
solve the optimal matching problem. This algorithm has been applied in some re-
search such as content-based video retrieval [16] and document similarity search [17]. 

The computational complexity of Kuhn-Munkres algorithm is 3( )KO . Based on the 

optimal matching theory, the similarity measure of the query image and the target 
image can be computed by the sum of all distances between every matched pair of 
dominant colors. Then the retrieval result is ranked according to the value of  
similarity. 
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Fig. 1. (a) A bipartite graph of two dominant color sets. (b) The optimal matching result. 

5   Experimental Results 

We have developed a content-based image retrieval system called PKUQBIC to vali-
date the efficiency of proposed algorithms and techniques in our paper. The image 
database consists of 4000 images, distributed into 28 different categories. We present 
the retrieval result of the proposed algorithm in this paper and compare it with other 
two clustering based algorithms [3] and [4]. The proposed algorithm in this paper is 
called CSOP (Color-Spatial Optimal Matching). From Fig. 2 we can see the method 
proposed in this paper is well defined, and achieves much better retrieving results 
than the other two methods. 
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(a) Retrieval results of car image 

 
(b) Retrieval results of flower image 

Fig. 2. Retrieval results of three methods, with (1) Proposed method in [3], (2) Proposed 
method in [4], (3) CSOP method 

We also use average retrieval rate (ARR) and average normalized modified  
retrieval rank (ANMRR) [15] to evaluate the performance of our proposed technique 
in the 4000-image database, which is shown in Fig.3. ARR and ANMRR are the 
evaluation criterions used in all of the MPEG-7 color core experiments [15]. ANMRR 
measure coincides linearly with the results of subjective evaluation about retrieval 
accuracy. To get better performance, ARR should be larger and ANMRR should be 
smaller. We also give the ARR and ANMRR evaluation of the two methods [3] and 
[4] in order to compare them with CSOP algorithm. From Fig.3 we can see that CSOP 
gets a significant improvement in retrieval performance compared with the other two 
 

 

Fig. 3. ARR performance (left) and ANMRR performance (right) of the three methods 
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methods. The horizontal axes in Fig.3 (including Fig.4) denote corresponding image 
category, listed as: 1-fruit, 2-cup, 3-building, 4-sky, 5-face, 6-car, 7-hill, 8-fire, 9-bird, 
10-dog, 11-sea, and the vertical axes denote the ARR and ANMRR performance. 

6   Conclusion 

Along with the fact that visual features have a significant correlation with semantic 
information of image, this paper proposes an ant colony clustering scheme to extract 
the dominant color features that well match human perception of images. Spatial 
feature combined with the dominant color feature is taken into account to measure the 
similarity. Besides we develop a perceptually based image similarity metric based on 
optimal dominant color matching algorithm, which is used to search the optimal 
matching pair of dominant color sets of any two images. The future work is to extend 
the proposed algorithm CSOP to include other spatial information such as the texture 
feature or shape feature to measure similarity, and a larger image database should be 
employed to evaluate the performance of the proposed scheme.  
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Appendix 

Different weights are used to combine the color feature and spatial feature to compute the 
distance between any two images. We construct Table 1, in which five typical weight 
groups (T1, T2, T3, T4, T5) are assigned to coordinate the color feature and spatial fea-
ture. Retrieving performance of CSOP assigned with the five weight groups is evaluated 
using the 4000-image database of PKUQBIC, shown in Fig. 4. We can see weight group 
T3 achieves the best retrieving performance. The appendix shows that using combined 
features performs better than using either mainly spatial feature or only color feature. 

Table 1. Five typical weight groups 

1w  2w  3w  4w  

T1 0.1 0.1 0.4 0.4

T2 0.3 0.3 0.2 0.2

T3 0.4 0.4 0.15 0.05
T4 0.4 0.4 0.1 0.1
T5 0.5 0.5 0 0

 

  
Fig .4. ARR performance (left) and ANMRR performance (right) according to different 
weights assigned in Table 1 
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Abstract. Identifying the intrusion attempts of the monitored systems is 
extremely vital for the next generation intrusion detection system. In this paper, 
a novel network intrusion attempts prediction model (FNNIP) is developed, 
which is based on the observation of network packet sequences. A new fuzzy 
neural network based on a novel BP learning algorithm is designed and then 
applied to the network intrusion attempts predicting scheme. After given the 
analysis of the features of the experimental data sets, the experiment process is 
detailed. The experimental results show that the proposed Scheme has good 
accuracy of predicting the network intrusion attempts by observing the network 
packet sequences. 

Keywords: Intrusion Attempt Prediction, Intrusion Detection, Fuzzy Neural 
Network. 

1   Introduction 

Intrusion detection techniques have become an important research area in modern 
information security system. Denning first proposes a model for building a real time 
intrusion detection expert system by analyzing the profiles representing the system 
behavior from audit records [1]. S. Forrest and others propose an intrusion detection 
model based on short sequences of system calls [2]. W. Lee and others build a data-
mining framework for intrusion detection system [4, 5]. H. Jin and coworkers extends 
the W. Lee’s work by applying fuzzy data mining algorithm to intrusion detection [3]. 
Paper [6] and paper [7] apply neural networks to building intrusion detection models. 
The above methods are only able to detect intrusions after the attacks have occurred, 
either partially or fully, which makes it difficult to contain or stop the attack in real 
time [9]. So it is necessary to tap intrusion attempts prediction techniques into IDS.  

N. Ye and others proposed two methods of forecasting normal activities in 
computer systems for intrusion detection. Their method provides performance 
improvement on intrusion detection [8]. L. Feng and coworkers apply a plan 
recognition method for predicting the anomaly events and the intensions of possible 
intruders to a computer system based on the observation of system call sequences [9].  

This paper extends their works by observing network packet sequences to predict 
intrusion attempts. We develop a new intrusion attempts prediction model based on 
                                                           
* This research was supported by the National High Technology Development 863 program of 

China under Grant No. 2002AA142010. 
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fuzzy neural network (FNNIP) for network intrusion detection system. Only the 
critical features in the network connection records are employed to describe the 
actions of the normal or attacks. The experimental results show that the proposed 
Scheme has good accuracy of predicting the network intrusion attempts by observing 
the network packet sequences.  

The rest of this paper is organized as follows: How to construct the structure of the 
proposed FNNIP is discussed in section 2. In this section, a new BP learning 
algorithm is also designed for the proposed scheme. Section 3 details the description 
of the network traffic behaviors. Some experiments are described in section 4. In 
section 5, some conclusions and future works are given. 

2   The Structure of Fuzzy Neural Network for Network Intrusion 
Attempts Prediction  

The structure of the proposed fuzzy neural network based network intrusion attempts 
prediction (FNNIP) system is designed in Fig.1 [12].  
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Fig. 1. The Structure of The Proposed FNNIP 

The input layer consists of N input vectors NNii ,1,,2,1, −=x ; each vector ix  

has jt  elements. The total of the input nodes are jtN × . 

The fuzzification layer has Nt f = nodes. Each node in the fuzzification layer 

represents a fuzzy membership function for the jt  input variable in vector ix . The 

fuzzy membership function used is described in equation (1).  

= =

−
jt

j
ijijk xw

jikij ex 1

2)(

)(µ  
(1) 
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Where ijkµ  is the thk  output of the fuzzification layer, ijkw  is the weight between 

input nodes jix  and the thk  fuzzification nodes.  

For each node in the hidden layer, the inputs are ijkµ  and the outputs lh  are as 

follows [13]: 

=

==
ft

k
jikijkllll xvnetnetfh

1

)()( µ  (2) 

Where klv  are the weights between the fuzzification layer and the hidden layer. 

In the output layer, each output mo  is as follows: 

=

==
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l
llmmmm hznetnetfo

0

)(  (3) 

Where ht  is the number of nodes in the hidden layer, lmz  are the weights between the 

hidden layer and the output layer and xe
netf −+=

1
1)( . 

The error function of the FNNIP is: 

2
2
1 )( −=

m
mm otE  (4) 

Where mt  is the expected output for the thm  output node mo . The weights between 

hidden layer and output layer are adjusted by BP algorithm as follows [12]: 

)()1()( nznznz lmlmlm ∆+−=  (5) 

)1()(  Where −∆+=∆ nzhnz lmlmilm αηδ  (6) 

Where n is the iteration count, mmm ot −=δ . The weights between fuzzification 

layer and hidden layer are adjusted by the following equations [12]: 

)()1()( nvnvnv klklkl ∆+−=  (7) 

)1()( Where −∆+=∆ nvnv klijkklkl αµηδ  (8) 
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Where ot  is the total number of the output nodes. Similarly, the weights between 

input layer and fuzzification layer are adjusted as follows [12, 13]: 

)()1()( nwnwnw ijkijkijk ∆+−=  (10) 
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)1()( Where 0 −∆+=∆ nwnw ijkklijk αµηδ  (11) 
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In the formula above, “η ” is a learning rate, which controls the rate of convergence, 

in the beginning of training it has the larger value, then decrease quickly [13]. We set 

)/1(2 mttb −=η , 2b  is a constant value and in the range of [0,1] (it is set to 0.3 in 

this paper), mt  is the maximal training number in advance, t is the tht  training. The 

momentum constant “α ” (kept at 0.6 throughout) is able to add to speed up the 
training process and avoid local minima. The initial weights are randomly selected in 
the interval [-1, +1]. The training process is continued till ε<)(nE  at all points or 

the number of iteration reaches its maximum (e.g., 5000). The value of ε  is taken to 

be 41 −× e  during training.  

3   The Description of the Network Traffic Behaviors  

In this paper, we assume that the current state of network connection record 
dependents on the latest tBjB continuous network connection records sequences. So, the 
network intrusion prediction method is defined as: 

Definition 1. Given the latest tBjB continuous network connection records sequences 
X , each record xBiB in X has N-1 connection features and 1 label feature (normal or 
abnormal). The next network connection record xBnext B is predicted by the given latest tBjB 
serial network connection records, and the label feature (normal or abnormal) may 
also be predicted: 

nextt j
x)x,,x,(xX 21=  (13) 

According to definition 1, it is assumed that the next network action can be correctly 
predicted by the latest continuous network actions. 

To improve the performance of the FNNIP, we should reduce the dimensions of 
the input vector. Some important features for intrusion prediction system are 
employed. Before we analyze the data set, data standardization must be performed. 
The data standardization process is described as follows [3]: 

),,2,1,,,2,1(,' mkni
s
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ik ==−=  (14) 

Where kx  and ks  is the mean value and standard deviation of one feature or the kth 

dimension of data set [3].  
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This procedure transforms the mean of the set of feature values to zero and the 

standard deviation to one. But the '
ikx  may not be in the interval [0,1] and it is 

processed as follows [3]: 

),,2,1(,
}{min}{max

}{min
'

1
'

1

'
1

'
'' mk

xx

xx
x

ikniikni

ikniik
ik =

−
−=

≤≤≤≤

≤≤  (17) 

To select the important features, we calculate the correlation coefficient between ix  

and jx  as follows [3]: 
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It is strong negative correlation between ix  and jx  when 1−=ijr  and it is strong 

positive correlation between ix  and jx  when 1=ijr .  

In this paper, we compute the correlation coefficients between two features by the 

soft ware SPSS [3]. If the 7.0≥ijr , we select only one of them to represent these 

two fields. The selected features are describe as follows: 

),_____

,_____,___,__

,___,__,__,_,_

_,_,_,,__,_

_,_,_,log__,,,

_,_,_,,,(),,,( 21

labelratehostdiffsrvhostdst

rateportsrcsamehostdstcountsrvhostdstcounthostdst

ratehostdiffsrvratesrvsameratererrorsrvratererrorrate

serrorsrvrateserrorcountsrvcountfilesaccessnumcreationsfile

numrootnumattemptedsuinsfailednumhoturgentfragment

wrongbytesdstbytessrcflagservicedurationNxxx ==x

 (19) 

4   Experiments 

4.1   Training the FNNIP 

The proposed FNNIP are evaluated by the famous KDD’99 data sets [10]. There are 
four main categories attacks in the KDD’99 data sets: DoS, R2L, U2R and Probing. 

The training data is randomly collected from the original raw KDD’99 data sets, 
which contains all of four categories attacks (20%) and normal records (80%). 
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We select only 17 features from the total 41 features of each connection record and 

an additional label feature as the inputs of the FNNIP (N=18). The latest 5 ( jt =5 for the 

FNNIP) continuous connection records are employed to predict the next connection 
records. So, the total input nodes of the FNNIP are 90. A slide window (window size is 
5 records and the step is 1) employed covers the training data and its outputs are passed 
to the FNNIP. The total nodes of fuzzification and the total nodes of output layer are 18, 
respectively. The total nodes of hidden layer are selected as H=30,40,50, respectively.  

During training process, the training data set is exposed to the proposed FNNIP 
and the weights of the FNNIP are initialized randomly. To adjust the weights, the 
actual outputs are compared with desired targets, respectively. If the output and target 
match (in the same range), no change is made to the weights. However, if the output 
differs from the target (in the different range) a change must be made to the specific 
weight. The training process is continued till ε<)(nE  at all points or the number of 
iteration reaches its maximum (e.g., 10000). 

4.2   Testing the FNNIP 

Four groups test data sets are generated from the KDD’99 test data set. It contains a 
total of 24 attacks in training data and additional 14 types attacks in the test data only. 
The extracted test data sets contain 80% normal connection records and 20% attacks 
records but not including the training data set. The testing data is also normalized as 
described in section 3.2. We use the Euclidean distance to measure the similarity 

between the active output },,,{ 121 −= onooo oooo and the corresponding records 

},,,{ 121 −= tnttt oooo in the test data (except the label feature): 

−

=

−=
1

1

2)(
n

i
tioi ood  (20) 

If d is little than a specific value (e.g. 0.3) then the result of prediction of 
connection record is right, otherwise, the result of prediction is wrong.  

For the label feature, if its value of the prediction is larger than 0.5, the prediction 
record is abnormal; otherwise, the prediction record is normal.  

The hit occurs only when the connection record is correctly predicted and its 
corresponding label is rightly predicted. 

The FNNIP presented in this paper is evaluated using ROC charts. The 
experimental results are showed in Fig.2 to Fig.5, which are the average results for the 
four groups testing data set and when the Euclidean distance satisfies d<0.3. 

Given a specific number of hidden nodes for the FNNIP, we can obtain a pair of hit 
rate and false alarm for specific type of attacks. Fig.2 to Fig.5 show that the 
performance of the FNNIP increases with different numbers of hidden nodes, but the 
hit rate can only improve slightly after the number of hidden node is greater than 40. 
Fig.2 is the ROC of prediction of the DoS attacks. The hit-rate is greater than 80% 
when false alarm rate is 10% and the number of hidden nodes of FNNIP is greater 
than 40. If we allow the false alarm greater than 17%, the hit-rate is greater than 90%. 

Fig.3 is the ROC of prediction of the Probing attacks. The hit-rate is greater than 
80% when false alarm rate is 5% and the number of hidden nodes of FNNIP is  
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greater than 40. If we agree that the false alarm greater than 15%, the hit-rate is 
greater than 90%. 

Fig.4 is the ROC of prediction of the U2R attacks. The hit-rate is greater than 80% 
when false alarm rate is 5% and the number of hidden nodes of the FNNIP is greater than 
50%. If we permit the false alarm greater than 20%, the hit-rate is greater than 90%. 

Fig.5 is the ROC of predicting the R2L attacks. From Fig.5, The hit-rate is between 
70% and 75% when false alarm rate is 10% and the number of hidden nodes of the 
FNNIP is greater than 40. If we allow the false alarm greater than 30%, the hit-rate 
may be greater than 90%. 
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Fig. 2.  The ROC for the DoS attacks           Fig. 3. The ROC for the Probing attacks 
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Fig. 4. The ROC for the U2R attacks                 Fig. 5. The ROC for the R2L attacks 

From Fig.2 to Fig.5, we can conclude that the DoS and R2L attacks are more 
flexible than the other two type attacks during their intrusion procedure. It is more 
difficult to predict the Probing and U2R attacks correctly. 

5   Conclusions and Future Work 

A novel method of predicting intrusion intentions based on fuzzy neural network has 
been investigated in this paper. The proposed FNNIP use the latest continuous 
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connection records and their labels (“normal” or “intrusion”) to predict the next record 
and the corresponding label (“normal” or “intrusion”). It is evaluated by the famous 
KDD’99 dataset and the experiment results demonstrate that the proposed FNNIP has 
acceptable ability of predicting different type of attacks in network connection records.  

However there are some issues to be studied in the future. First, how much is the 
optimal number of the latest continuous records to predict the next records? Second, 
what features are more important to the FNNIP prediction scheme? Final, how much is 
optimal number of hidden nodes for FNNIP corresponding to the different parameters? 
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Abstract. The main purpose of this paper is to examine the distribu-
tion of the random amplitude error for the sampling problem in diverse
situations, and specific formulas are given, which reveal the connection
between the random errors of the sampled values and the amplitude error
caused by them. The information loss error is also included as a special
case.

1 Introduction and Preliminaries

Sampling theories are now widely used in many areas, especially in digital sig-
nal processing and transmitting. The most important feature of all sampling
theorems is that a continuous signal can be recovered from a sequence of sam-
pled values. The most famous sampling theorem which is usually attributed to
Shannon stated that

f(t) =
∑

n∈ZZ
f
( n

2σ

) sin 2πσ(t− n/2σ)
2πσ(t− n/2σ)

for any σ-bandlimited signals f(t), i.e., f(t) ∈ L2(IR) and its Fourier transform
f̂(ξ) :=

∫
IR f(t)e

−i2πξtdt supported on [−σ,+σ], where L2(IR) denote the space
of all square integrable signals. The classical sampling theorem has been extended
in many ways during the last five decades. The most important extension may
be nonuniform sampling and sampling in other signal spaces, such as spline-
like (shift-invariant) spaces and wavelet subspaces, e.g., see [1, 4, 5, 10]. Higher
dimensional sampling is also considered by many researchers because of its wide
application in image processing and many other areas.
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Now let us introduce some notations. We use IRd and ZZd to denote the d-
dimensional Euclidean space and unit lattice, respectively. L(IRd) and l2(ZZd)
denote the space of all square integrable signals defined on IRd and the space
of all square summable sequences defined on ZZd, respectively. With the inner
product 〈f, g〉 =

∫
IRd f(t)g(t)dt, L2(IRd) constitutes a Hilbert space. Obviously,

the sampling problem would be meaningless if no restriction is imposed on the
signal space and the set of sampling points. Throughout this paper we assume
that the signal space V ⊆ L2(IRd) and the set of sampling points X := {tj}j∈J ⊆
IRd satisfy the following conditions:

i). There exists a sequence {sn : n ∈ ZZd} of functions in V which is called a
sampling sequence of V such that

f(t) =
∑

n∈ZZd

f(tn)sn(t) (1)

for any f ∈ V , where the convergence is in the L2(IRd)-sense. In particular, if
there exist s ∈ V such that {s(·− tn) : n ∈ ZZd} constitutes a sampling sequence
of V , then s is said to be a sampling function.
ii). The sampling operator SX : V → l2(X) defined by SX f = (f(tj))j∈J is a
bounded linear operator, i.e.,∑

j∈J

|f(tj)|2 ≤ B‖f‖2
2 , for all f ∈ V ,

where B is a constant independent of f .
It is worthwhile pointing out that so far all the sampling theorems either in-

clude the above conditions as a assumption or include other assumptions from
which the above conditions can be obtained as a conclusion. Here we list the
sampling sequence or sampling functions for several well-known sampling prob-
lems:

I) Uniform sampling for band-limited functions. The signal space is Bσ, which
consists of all σ-bandlimited signals defined on IR, the system {sinc 2πσ(·−
n/2σ)}n∈ZZ constitutes a sampling sequence of Bσ, where sinc t := sin t/t.
Hence sinc 2πσ(·) is a sampling function of Bσ, the reconstruction formula
is exactly the Shannon sampling theorem.

II) If σ = 1, {tn}n∈ZZ is a sequence of real numbers such that |tn − n| ≤
L < 1/4 for all n, then by Kadec’s 1

4 -theorem (e.g., see [11]), the sequence
{Gn(t)}n∈ZZ constitutes a sampling sequence of Bσ, where

Gn(t) :=
G(t)

G′(tn)(t− tn)
, G(t) := t

∏
n∈ZZ

(
1− t2

t2n

)
.

III) If the signal space is a spline-like space V 2(ϕ) defined as follows

V 2(ϕ) :=

⎧⎨⎩ ∑
n∈ZZd

cnϕ(· − n) : c = (cn) ∈ l2(ZZd)

⎫⎬⎭ ,
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where ϕ satisfies

0 < c ≤ Gϕ(ξ) =
∑

j∈ZZd

|ϕ̂(ξ + j)|2 ≤ C , a.e. ξ ∈ IRd (2)

and some decay and smoothness condition, e.g., ϕ is continuous and satisfies

‖ϕ‖W (Lp(IRd)) :=

⎛⎝ ∑
k∈ZZd

sup
t∈[0,1]d

|ϕ(t + k)|p
⎞⎠1/p

<∞ ,

then the function s determined by

ŝ(ξ) =
ϕ̂(ξ)∑

j∈ZZd ϕ(j)e2πij·ξ (3)

is a sampling function of V 2(ϕ), and {s(· − n)}
n∈ZZd is a sampling se-

quence, e.g., see [1, 10]. If the sampling points are not uniformly distrib-
uted, we can also construct a sampling sequence of V 2(ϕ). Indeed, if we let
ϕ̃ be determined by ˆ̃ϕ(ξ) = ϕ̂(ξ)/Gϕ(ξ), where Gϕ(ξ) defined in (2), then
K(x, y) :=

∑
j∈ZZd ϕ(x − j)ϕ̃(y− j) is a reproducing kernel (e.g., see [16]),

namely,
f(t) = 〈f,K(t, ·)〉 , for all t ∈ IRd, f ∈ V 2(ϕ) . (4)

If the sampling points {tj} are dense enough, then {K(tj, ·)} constitutes a
frame for V 2(ϕ), and its dual frame { ˜K(tj, ·)} is what we try to find, e.g.,
see [1, 13, 14, 15].

IV) Let ϕ be a scaling function (e.g., see [5, 8, 9]) satisfying (2) and certain
decay and smoothness condition, {Vm : m ∈ ZZ} be the multi-resolution
analysis generated by ϕ (e.g., see [5]). If s be the function determined by
(3), then for each m the system {sm,n : n ∈ ZZ} constitutes a sampling
basis of Vm, where sm,n = ϕ(2m · −n). The reconstruction formula is

f(t) =
∑

n∈ZZd

f
( n

2m

)
sm,n(t) , for all f ∈ Vm .

There are several type of errors which occur in in the real application of
sampling theorems, e.g., see [6]. In [3], Atreas et al examined the truncation
error of the reconstruction formula in wavelet subspaces. It was not long before
Yang et al extended their results to higher dimensional cases and spline-like
spaces, e.g., see [12, 14]. In this paper we shall investigate the random amplitude
error for the above sampling expansions. Specifically, let f(tj) be the true value
of the signal f at the sample tj , and f̃(tj) be the sampled value obtained by
apparatus, of course it cannot be absolutely precise, since it is often noised by a
random error. Let λ(tj) be the relative error defined by

λ(tj) :=
f̃(tj)− f(tj)

f(tj)
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if f(tj) �= 0, otherwise λ(tj) = sgn(f̃(tj) − f(tj)) · ∞, where sgn(·) denotes the
sign function, i.e., sgn(x) = 1 if x > 0, sgn(x) = −1 if x < 0, and sgn(0) = 0,
and 0 · ∞ = 0 in the definition of λ(tj) by convention. Since the relative error is
determined by the inertia of the sampling apparatus and many other unknown
factors, it is impossible to find out its precise value, so we assume that all λ(tj)’s
are independent and identically distributed (i.i.d.) random variables with finite
first moments. The amplitude error is defined by

Am f(t) := Rec f(t; · · · , f̃(tj), · · ·)− f(t) ,

where Rec f(t; · · · , f̃(tj), · · ·) denotes the signal reconstructed from the sequence
{f̃(tj)} of measured samples.

2 Random Amplitude Error Estimation

In this section we assume that the L2(IRd)-norm of the original signal f(t) is
finite, and then examine the distribution of the amplitude error in terms of
this norm. We assume henceforth that the relative errors λ(tj) are i.i.d. random
variables with E[λ(tj)] = 0 and E[|λ(tj)|] = δ < ∞ if no other assumptions are
claimed, where E[X ] denotes the expectation (mean) of the random variable X .

2.1 Uniform Sampling

Without loss of generality, we assume that the unit lattice ZZd and the signal
space V ⊆ L2(IRd) satisfy the conditions i) and ii) given in Section 1. Let {s(· −
j) : j ∈ ZZd} be a sampling sequence of the signal space V . Then we have the
following reconstruction formula

f(t) =
∑

j∈ZZd

f(j)s(t− j) , (5)

and the amplitude error can be rewrite as

Am f(t) = Rec f(t; · · · , f̃(tj), · · ·)− f(t)
=

∑
j∈ZZd

f̃(j)s(t− j)−
∑

j∈ZZd

f(j)s(t− j)

=
∑

j∈ZZd

λ(j) · f(j)s(t− j) . (6)

Hence we have

E[Am f(t)] =
∑

j∈ZZd

E[λ(j)] · f(j)s(t− j) = 0 (7)
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and

E[|Am f(t)|] ≤ E

⎡⎣ ∑
j∈ZZd

|λ(j)| · |f(j)s(t− j)|
⎤⎦

= δ
∑

j∈ZZd

|f(j)s(t− j)|

≤ δ
⎛⎝ ∑

j∈ZZd

|f(j)|2
⎞⎠1/2

·
⎛⎝ ∑

j∈ZZd

|s(t− j)|2
⎞⎠1/2

≤ δ ·B1/2 · ‖f‖2 ·
⎛⎝ ∑

j∈ZZd

|s(t− j)|2
⎞⎠1/2

. (8)

Now by the Chebyshev’s inequality, from (7) and (8) we get that

Prob{|Am f(t)| < ε} ≥ 1− δ · B1/2

ε
‖f‖2 ·

⎛⎝ ∑
j∈ZZd

|s(t− j)|2
⎞⎠1/2

. (9)

Hence we have proved the first part of the following theorem.

Theorem 1. Let the set of sampling points ZZd and the signal space V satisfy
the conditions given in Section 1, and assume that there exists a sampling func-
tion s ∈ V such that the reconstruction formula (5) holds for all t. If s decays
fast enough such that

∑
j∈ZZd |s(t− j)|2 <∞, then the amplitude error satisfies

(9). In particular, if |s(t)| ≤ C(1 + |t|α)−1/2, where α > d, then we have

Prob{|Am f(t)| < ε} ≥ 1− C · δ · B
1/2 · α1/2 · 2(α+d)/2

ε · (α− d)1/2 ‖f‖2 (10)

for all t.

Proof. Only inequality (10) needs to prove. For each j ∈ ZZd, let Qj be a closed
ball centred at j with radius 1/2. For y ∈ Qj and t ∈ Qc

j , where Qc
j denotes the

complement of Qj , direct calculations show that

1 + |t− y|α
1 + |t− j|α ≤ 1 + (|t− j|+ |y − j|)α

1 + |t− j|α

≤ 1 + (|t− j|+ 1/2)α

1 + |t− j|α

≤
1 + |t− j|α

(
1 + 1

2|t−j|
)α

1 + |t− j|α
≤ 2α.
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For t ∈ Qj , we can also prove that (1 + |t − y|α)/(1 + |t − j|α) ≤ 2α. Hence
(1+ |t− j|α)−1 ≤ 2α · (1+ |t−y|α)−1 for all y ∈ Qj and all t ∈ IRd, and therefore∑

j∈ZZd

|s(t− j)|2 ≤ C2
∑

j∈ZZd

(1 + |t− j|α)−1

≤ C2 · 2α
∑

j∈ZZd

|Qj |−1
∫

Qj

(1 + |t− y|α)−1 dy

≤ C2 · 2α+d d

Sd

∫
IRd

(1 + |t− y|α)−1 dy

≤ C2 · 2α+d · d ·
(

1
d

+
1

α− d
)
, (11)

where |Qj| and Sd denote the volume of the closed ball Qj and the area of the
d-dimensional unit sphere, respectively. The inequalities (9) and (11) lead to the
conclusion immediately.

Note that for band-limited sampling theorems the sampling function can be
obtained by dilating the function sinc(·), therefore, obviously satisfies the decay
condition required in Theorem 1; for sampling theorems in the spline-like spaces,
the decay of the sampling function is guaranteed by the decay of the generator
ϕ. Indeed, Yang has proved that in the spline-like spaces the asymptotic rate of
decay of the sampling function is the same as that of the generator (see [12]). As
for the wavelet subspaces, it can be viewed as a spline-like space generated by the
dilated scaling function, so the amplitude error estimate obtained in spline-like
spaces can be easily extended to wavelet subspaces.

2.2 Nonuniform Sampling

Now let us consider the general case. Let the signal space V ⊆ L2(IRd) and the
set of sampling points {tj : j ∈ J} satisfy the conditions i) and ii) given in
Section 1. Then the amplitude error can be rewrite as

Am f(t) =
∑
j∈J

λ(tj) · f(tj)s(t− tj) .

By the same techniques we can prove the following results.

Theorem 2. Let the set of sampling points {tj : j ∈ J} and the signal space V
satisfy the conditions given in Section 1. If the sampling sequence {sj ∈ V : j ∈
J} satisfies that

∑
j∈J |sj(t)|2 <∞ uniformly, then we have

Prob{|Am f(t)| < ε} ≥ 1− δ ·B1/2

ε
‖f‖2 ·

⎛⎝∑
j∈J

|sj(t)|2
⎞⎠1/2

(12)
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for all t. In particular, if |sj(t)| ≤ C(1+ |t−tj |α)−1/2 for all j ∈ J , where α > d,
and the set of sampling points {tj : j ∈ J} are separated, i.e., infj,l∈J,j �=l |xj −
xl| = µ > 0, then we have

Prob{|Am f(t)| < ε} ≥ 1− C · δ · B
1/2 · α1/2 · 2(α+d)/2

ε · µd/2 · (α− d)1/2 ‖f‖2 (13)

for all t.

We point out that for nonuniform sampling in spline-like spaces, the decay of the
sampling sequence {sj : j ∈ J} is also guaranteed by the decay of the generator
ϕ, e.g., see [7]. Secondly, the constant B appearing in condition ii) in Section 1
depends on the density of the samples, and its existence is guaranteed by the
separateness of the samples.

3 Random Information Loss Error Estimation

If the relative errors are binary valued, namely, λ(tj) either takes the value 1 or
takes the value 0, no other value is allowed, then the corresponding amplitude
error is called the information loss error in [2]. In that paper, the error caused
by the missing of some sampled data are considered, where λ(tj) = 1 for the
sampling points tj at which the sampled values f(tj) are missing and λ(tj) = 0
otherwise. In the present paper we assume that the missing occurs randomly, and
λ(tj) are i.i.d. random variables with Prob{λ(tj) = 1} = p and Prob{λ(tj) =
0} = 1− p. Since the following results are just special cases of Theorem 2, so we
omit its proof.

Theorem 3. Let the set of sampling points {tj : j ∈ J} and the signal space V
satisfy the conditions given in Section 1, and λ(tj) be the corresponding relative
errors with all the properties stated above. If the sampling sequence {sj ∈ V :
j ∈ J} satisfies that

∑
j∈J |sj(t)|2 <∞ uniformly, then we have

Prob{|Am f(t)− p| < ε} ≥ 1− p · B1/2

ε
‖f‖2 ·

⎛⎝∑
j∈J

|sj(t)|2
⎞⎠1/2

(14)

for all t. In particular, if |sj(t)| ≤ C(1+ |t−tj |α)−1/2 for all j ∈ J , where α > d,
and the set of sampling points {tj : j ∈ J} are separated, i.e., infj,l∈J,j �=l |xj −
xl| = µ > 0, then we have

Prob{|Am f(t)− p| < ε} ≥ 1− C · p ·B1/2 · α1/2 · 2(α+d)/2

ε · µd/2 · (α − d)1/2 ‖f‖2 (15)

for all t.
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Abstract. This paper investigates the enhancement of identification
performance when using voice classifier to help 3D face recognition. 3D
face recognition is well known for its being superior to 2D due to the
invariance in illumination, make-ups and pose. However, it is still chal-
lenged by expression variance. The partial ICP method we used for 3D
face recognition could implicitly and dynamically extract the rigid parts
of facial surface and be able to get much better performance than other
methods in 3D face recognition under expression changes. This work
serves to further improve the performance of recognition by combining
a voiceprint classifier into partial ICP method. We implement 9 com-
bination schemes, and experiments on database of 360 models with 40
subjects, 9 3D face scans with four different kinds of expression and 9
sessions of utterance for each subject, shows improvement of performance
is very promising.

1 Introduction

Identity recognition has been received much attention during past two decades
and biometric technologies, such as fingerprint, iris, face and voice, has been
studied extensively. Though biometric technologies based on fingerprint and iris
can offer greater accuracy, they require much greater explicit cooperation from
the user. For example, fingerprint requires that the subject cooperate in making
physical contact with the sensor surface. Recognition through face and voice
are nature methods for their unlimited feature. Thus it appears that there is
significant potential application-driven demand for improved performance in face
and voice recognition system.

Most efforts have been made for face recognition from 2D images[1], but only
a few approaches exploited 3D information[5]. Although the 2D face recognition
system has good performance under constrained conditions, it is still challenged
by changes in illumination, pose and expression [1, 6]. Because the 2D image
is only a projection of the 3D human face essentially, the system performance
can be improved by utilizing 3D information which is the explicit representa-
tion of facial surface[6]. However, facial expression is still a big challenge even
� The authors are grateful for the grants from NSF of China (60503019, 60525202)

and Program for New Century Excellent Talents in University (NCET-04-0545).
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using 3D data in face recognition because in fact facial surface is a non-rigid ob-
ject. ”Different expressions between the gallery and probe sets degrade rank-one
recognition rates in 3D face by as much as 33%”, reported by [3].

Our previous work has explored facial expression effects in 3D face recognition
using partial ICP [7]. The partial ICP method could partly overcome the problem
of facial expression variance by dynamically extracting the rigid parts of facial
surfaces to match in face identification. This paper will evaluate the enhancement
of performance by partial ICP when combining a voice classifier into it. Since
Gaussian Mixture Models(GMM) provide a robust speaker representation for the
difficult task of speaker identification using corrupted , unconstrained speech [8],
we use GMM-based method as a voiceprint component in combination.

The paper is organized as follows: Sec. 2 and Sec. 3 introduce the partial ICP
and GMM classifiers respectively. Sec. 4 describe the combining schemes used
in the experiments. The experimental results and conclusions are in Sec. 5 and
Sec. 6 respectively.

2 3D Face Recognition Component

Our previous work has provided detailed description about partial ICP in 3D
face recognition [7]. We briefly review it as follows.

The famous ICP algorithm, developed by Besl and Mckay [4], is used to reg-
ister the point sets by an iterative procedure which is widely used in field of 3D
rigid object registration. Let point set P1 = {p11, · · · , p1M} and point set P2 =
{p21, · · · , p2N}. The ICP algorithm can be summarized as:

1. P2(0) = P2, l=0
2. Do
3. For each point p2i in P2(l)
4. Find the closest point yi in P1
5. End For
6. The closest points yi form a new point set Y(l) where the pairs of points
7. {(p21, y1), · · · , (p2N , yN )} describe the correspondences between P1 and
8. P2(l).
9. If registration error E between P1 and P2(l) is too large
10. Compute transformation T(l) between (P2(l), Y(l)),
11. Apply transformation P2(l + 1) = T (l) • P2(l),l=l+1
12. Else
13. Stop
14. End If
15. While ‖P2(l + 1)− P2(l)‖ >threshold

where point yk in set Y(l) denotes the closest point in P1 to the point p2k(l) in
P2(l) and the registration error between P1 and P2(l) is

E =
1
N

N∑
k

‖yk − p2k(l)‖2 (1)
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For convergence of ICP, the coarse registration usually is carried out before
the iterative process.

In general, when utilization of ICP in 3D face recognition, two facial surfaces
are registered by the above method. Then the value of E computed in the last
time of iterative steps is treated as dissimilarity measure of two faces.

When matching two facial surfaces with different expressions, the difference
between the pairs of nearest points may become large due to shape deformation
which may have a large effect when performing least-squares minimization and
E is no longer accurate as a dissimilarity metric. If only those pairs of points
with relatively less deformation are selected as input of calculation of E, the
registration error E may be still able to distinguish different subjects while
remain small when matching models of same subjects with different expression.

Neutral
face

Sad

Surpris

Smile

p-rate=0.9
Deformation

Image

Range
ImageTexture

p-rate=0.7
p-rate=0.2

Non-Neutral
face

Fig. 1. Discarded area in facial surface with different p-rate(in red)

While the traditional ICP-based method in 3D face recognition uses all point
pairs in computing transformation T (l) and E [3], we do it by selecting parts
of the point pairs. After sorting the distances of pairs of points in increasing
order, we reject the worst n% of pairs based on distance in each pair. That is,
only first (1-n%) part of distances and corresponding point pairs from sorted
distances are chosen to compute transformation E and T (l). Considering the
last E that is used as dissimilarity measure of matching, discarding n% of pairs
means removing those points in non-rigid region of facial surface. Thus, it is an
implicit method to extract points in rigid parts of facial surface to register and
match and the rigid parts extracted are varied according to deformation of facial
surface among different matching models. We denote it partial ICP for 3D face
recognition approach and call (1-n%) p-rate.

Fig. 1 shows some deformation images in which the darker indicates more
deformation and the lighter means less deformation and areas in red indicate
regions discarded by setting certain p-rate.
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3 Speaker Recognition Component

3.1 GMM Description

A Gaussian mixture density is a weighted sum of M component densities which
provide a smooth approximation to the underlying long-term sample distribu-
tion of observations obtained from utterances by a given speaker [8]. It can be
formalized as:

p(−→x |λ) =
M∑
i=1

(pi ∗ bi(−→x )) (2)

bi(−→x ) =
1

(2π)D/2|Σi|1/2 exp{−
1
2
(−→x −−→ui)′Σ−1

i (−→x −−→ui)} (3)

where −→x is a D-dimensional random vector, bi(−→x ), i = 1, ...,M , are the compo-
nent densities and pi, i = 1, ...,M , are the mixture weights, Σi, i = 1, ...,M , are
the covariance matrices, −→ui , i = 1, ...,M , are the mean vectors and

∑M
i=1 pi = 1.

Given pi, −→ui and Σi, a Gaussian mixture density can be completely parameter-
ized as:

λ = {pi,−→ui , Σi}, i = 1, ...,M. (4)

In speaker recognition based on GMM, each speaker has a corresponding GMM
represented by λ.

3.2 GMM Parameter Estimation and Speaker Recognition

Given some utterances of several speakers, the purpose of GMM training is
to estimate the parameter of the GMM for each speakers. Suppose vector set
X = {−→x1, ...,−→xT } is the feature vectors from a speaker, we use maximum likeli-
hood estimation to calculate the parameters of the speaker’s GMM. The GMM
likelihood function is as

p(X |λ) =
T∏

t=1

p(−→xt |λ) (5)

For p(X |λ) is a nonlinear function of λ, we use an expectation-maximization
algorithm(EM) to compute the parameters [10].

Suppose S speakers labelled as 1, ..., S are trained, each has corresponding
GMM with parameters λ1, ..., λS and X are feature vector from a test speaker,
identification can be performed by finding the speaker model with label Ŝ which
has the maximum posteriori probability. It can be formalized as:

Ŝ = arg(max1≤k≤SPr(λk|X)) = arg(max1≤k≤S
p(X |λk)Pr(λk)

p(X)
) (6)

4 Combining Schemes

Following fusion schemes are used in our experiments:

1. Minimum, Maximum, Average and Product scheme
2. Sum, Weighted Sum and Scores Difference-based Weighted Sum
3. “Naive”-Bayes Combination(NB) and Behavior-Knowledge Space
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Let x ∈ Rn be a feature vector, {1, 2, ..., c} be the label set of c classes,
Di(x) = [di,1(x), ..., di,c(x)]T , i = 1, 2, be the output of the classifier Di and
di,j(x) be the degree of ”support” given by classifier Di to the hypothesis that
x comes from class j. The fusion result can be presented as

D̂(x) = ζ(D1(x), D2(x)) (7)

where ζ denotes fusion scheme. Thus, the class label L̂D of feature vector x can
be decided by:

L̂D = arg(max1≤i≤c(di)), di ∈ D̂ (8)

The decision profile(DP) of two classifier’s outputs can be organized as:

DP (x) =
[
d1,1(x), ..., d1,j(x), ...d1,c(x)
d2,1(x), ..., d2,j(x), ...d2,c(x)

]
(9)

• Minimum, Maximum, Average and Product Scheme

Minimum : D̂(x) = {di(x)|di(x) = min(d1,i(x), d2,i(x))}, (10)

Maximum : D̂(x) = {di(x)|di(x) = max(d1,i(x), d2,i(x))}, (11)

Average : D̂(x) = {di(x)|di(x) = (d1,i(x) + d2,i(x))/2}, (12)

Product : D̂(x) = {di(x)|di(x) = d1,i(x) ∗ d2,i(x)}, (13)

where, d1,i(x) ∈ D1(x), d2,i(x) ∈ D2(x), i = 1, ..., c,min(•, •),max(•, •) denotes
the smaller and larger element of two given elements respectively.

• Sum, Weighted Sum and Scores Difference-Based Weighted Sum

Sum : D̂(x) = {di(x)|di(x) = d1,i(x) + d2,i(x)}, (14)

WeightedSum : D̂(x) = {di(x)|di(x) = w1 ∗ d1,i(x) + w2 ∗ d2,i(x)}, (15)

where,

wi =
1− 2Ei

2− 2
∑2

j=1(Ej)
, i = 1, 2, j = 1, 2, i �= j (16)

and Ej is the error rate of classifier j.
Scores Difference-based Weighted Sum (SDWS) is a trained fusion method

based on Weighted Sum rule which using training data and the error rates of
classifiers to compute the weights. The detail of SDWS can be seen in [11].

• ”Naive”-Bayes Combination(NB) and Behavior-Knowledge Space.
These two schemes tested in our experiments are both trained fusion methods.
Using the label results of different classifiers on training data, both ”Naive”-
Bayes Combination(NB) and Behavior-Knowledge Space schemes compute the
probability of each kind of labels combination. When given a testing model, NB
and BKS decide the class of the model by indexing into the probability using
current labels combination. The detailed description of these techniques can be
found in [9].
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5 Experimental Results

5.1 Data Acquisition

The data used in our experiments include two parts for partial ICP classifier
and GMM classifier respectively. One is facial range data set and the other is
the utterance set. The database consists of total 40 different persons.

The facial range data set includes 360 scans in which there are 9 scans for
each subject, 2 scans with smile expression, 2 scans with surprise expression,
2 scans with sad expression, 3 scans with neutral expression. All face models
are acquired by InSpeck 3D MEGA Capturor DF. Fig. 2 shows some examples
of face models. We put one neutral expression face model for each subject into
gallery and the other 320 scans are put into probe.

Fig. 2. Face models acquired by InSpeck 3D MEGA Capturor DF

The speech data of each person is divided into 9 sessions with different text.
One session is used to train GMM to get the subject’s model parameter λ. In
the other 8 sessions, 10 prompts are asked to read per session for each subject
which are used for testing.

5.2 Results

In the paper, two experiments are conducted to evaluate the enhancement of
combining GMM classifier into partial ICP. For those fusion schemes that must
be trained, we used leave-one-out method to train them before combination.
Before combination, the output of each classifier are normalized so that each
matching process issues a support score in [0,1].

Firstly, 5 different values of p-rate { 0.6, 0.7, 0.8, 0.9, 1} and 9 fusion methods
are tested in our experiments. Rank-1 recognition rates are shown in table 1.

From the table, it can be seen that:

(1) Rank-1 recognition rates can be enhanced remarkly by combining GMM
classifier into partial ICP classifier with following fusion method: Minimum,
Average, Product, Sum, Weighted Sum and SDWS. The largest improvement
of performance is done by SDWS. An average improvement of SDWS, about
5.283%, is reached.

(2) While the schemes Average, Product, Sum and Weighted Sum achieve similar
improvement of performance, the methods, Maximum, NB and BKS, have
some decline in rank-1 recognition rate. With each p-rate, we do not see any
evidence, in this study, of increasing recognition rate with these three fusion
schemes under leave-one-out training method when necessary.
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Table 1. Recognition performance varied by different p-rate and fusion schemes

Fusion Rank-1 Recognition Rate
Scheme p-rate=100% p-rate=90% p-rate=80% p-rate=70% p-rate=60%

partial ICP 90.63% 94.06% 96.56% 95% 94.69%
GMM 91.25%

Minimum 91.87% 96.88% 95.31% 96.88% 96.88%
Maximum 91.25% 92.19% 94.69% 93.13% 93.13%
Average 96.25% 96.88% 97.5% 98.12% 98.12%
Product 96.88% 96.88% 97.5% 98.12% 98.12%

Sum 96.25% 96.88% 97.5% 98.12% 98.12%
Weighted Sum 96.25% 96.88% 97.5% 97.81% 98.12%

SDWS 97.19% 97.5% 98.44% 98.44% 98.44%
NB 90.94% 91.87% 94.37% 92.81% 92.5%
BKS 90.63% 91.87% 94.37% 92.81% 92.5%

Fig. 3. Performance results by different fusion methods

(3) When p-rate=60% or 70%, the rank-1 recognition rates are maintained bet-
ter than other p-rate. With SDWS fusion method, the experiment yields
98.44% rank-1 recognition rate.

Secondly, setting p-rate = 60%, we also plot several Cumulative Match Char-
acteristics (CMC) Curves with different fusion methods, shown in Fig. 3.

From the figure, when considering first 5 best matching models instead of only
rank-one model in recognition, identification rate are above 99% using almost
all fusion methods except BKS and NB(Experimental results of fusion scheme
Average and Sum are not shown in Fig. 3 because their curve will be overlayed
by others).
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6 Conclusion

The paper explores the improvement of identity recognition rate when combining
a voice classifier, GMM-based method, into a 3D face classifier, partial ICP-
based method. Several fusion methods are tested and the experimental results
are compared with each other. 6 fusion methods can improve the performance of
identification. The best average improvement of rank-1 recognition rate, about
5.283%, demonstrates that voice classifier can enhance the performance of 3D
face recognition remarkly.
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Abstract. We made a physical model for investigation of laser-induced
breakdown of glass. To estimate the laser energy absorption through
electron heating, we derive a power transfer rate equation and an electron
number density equation for a steady state as a function of temperature
and electric field. Numerical simulations using the derived equations show
that the laser power absorption dependence of glass on temperature and
electric field strength.

1 Introduction

Laser ablation has emerged as one of promising techniques for material process-
ing such as thin film depositions, nanoparticle fabrications, etc. Laser ablation
has proven its advantages in material processing because it does not contami-
nates materials during the process. The foundations of laser ablation, however,
lie in the old field of laser-material interactions where many materials were irra-
diated with high power laser pulses. Therefore, studies about the laser-material
interactions have been required to investigate the laser-material interactions.

In this paper, we form a physical model to analyze the laser-induced break-
down of glass, provide simple equations for numerical analysis using experimental
results published from other groups, and show simulation results about energy
absorption, electron number density in terms of temperature and electric field
using the derived equations.

2 Theoretical Background

The interaction between the laser field and free electrons can explain the high
power laser breakdown mechanism. Electron avalanche theory [1, 2, 3] has been
accepted to explain the high power laser breakdown of transparent(wide band
gap) solids at both visible and near-infrared wavelengths. This theory assumes
that breakdown starts above the critical laser intensity where the energy gain
� Corresponding author.
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rate from the laser field by a few electrons exceeds the energy loss rate due to
lattice phonon scattering. These starting electrons with density n0 increase their
kinetic energies in the high electric field, and initiate impact ionization leading
to an exponential increase of the free electron density.

S.C. Jones et al. [3] found discrepancies in this theory for explaining laser
induced breakdown of wide band gap materials such as ultrapure alkali halides
and SiO2 at visible and near-infrared wavelengths. In one experiment, they
measured a lattice temperature that increased gradually as the laser intensity
increased and found that breakdown occurred around the melting temperature.
They observed that the lattice temperature gradually increased with increasing
laser intensity. They explained this phenomenon as a multiphoton absorption
process rather than impact ionization process.

Lattice heating was caused by simultaneous free-electron mediated energy
transfer from the laser field to the lattice, free-electron heating [4, 5]. B. Gorshkov,
et al. [5], investigated carrier generation processes, both impact ionization and
multiphoton absorption, for laser-induced breakdown and concluded that the
breakdown mechanism begins to change from an impact ionization process to a
multiphoton generation process at near infrared wavelengths such that, at visible
wavelengths, the multiphoton absorption mechanism is dominant in wide band
gap materials.

Pulse width is also an important parameter because electron density increases
exponentially with time for impact ionization while linearly for multiphoton ab-
sorption. At wavelengths longer than 2 µm, the electron multiplication rate and
energy transfer rate approach the dc limit, since as the laser frequency decreases,
the momentum relaxation rate becomes larger than the laser frequency. In this
region, the photon field of the laser is assumed to be a sinusoidal electric field in
which the electrons move. This implies that photon energy is small compared to
the electron kinetic energy such that energy change from the field can be con-
tinuous in time. At short wavelengths(< 500 nm), impact ionization and free-
electron heating are less dominant because the impact ionization threshold moves
to higher electric fields, making multiphoton absorption the dominant mecha-
nism. At these wavelengths, even though the multiphoton absorption mechanism
is dominant, free electron heating is another efficient mechanism to contribute
to lattice heating and melting at laser intensities below the impact ionization
threshold.

3 Physical Model for Numerical Analysis

In the case of glass, D. Arnold et al. [6], showed that neither the quantum-
mechanical approach nor the standard classical approach followed their exact
derivation of the power transfer rate from the laser field to electrons at a wave-
length of 1 µm. The power transfer rate at this wavelength lay between these
two approaches.

In our numerical simulation of irradiation with a 1 µm laser, the exact power
transfer rate of D. Arnold and E. Cartier [6] was used. This approach eliminated
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additional complex calculations, such as the laser field to free electron interaction
equation, to get the power transfer rate. Equation 1 was devised to imitate their
result for energy transfer from electrons to the lattice. In Figure 1, the equation 1
is plotted.

G(E) = 5× 10−14 × E2, if E < 107[V/cm]
= 3× ln(E + 2106)− 39.7, if E > 107[V/cm] (1)

The evolution of the free-electron density, ne(t), is essential to modeling a
microsphere ablated by a high power laser pulse. Generation and recombination
processes are included in the ionization rate equation as shown below,

∂n

∂t
= Pgen − Ploss + Ptherm (2)

where Pgen is laser induced ionization generation rate, Ploss is loss rate due
to electron hole recombination, and Ptherm is thermal ionization rate. These
equations can be described by

Pgen = γ(E)× ne (3)
Ploss = σ(E) × ve × ne × nh (4)

Ptherm = Nc(T ) exp
(
− Eg

2kT

)
(5)

where γ(E) is the electric field dependent ionization coefficient, E is electric field,
σ(E) is the Coulombic capture cross section with field dependence. The quantity
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ve is the effective velocity. In the dc case at low electric fields, ve approaches the
drift velocity. In the simulation, the hole density, nh, is assumed to be the same
as the electron density, ne. Nc(T ) is density of states and Eg is the band gap
energy of the material.

D. Buchanan, et al. [7] compared experimental capture cross sections with
numerical simulations using a classical Monte Carlo calculation and a quan-
tum Monte Carlo calculation. The capture cross section decreases from 10−12

to 3 × 10−15 cm2 as the electric fields goes from 2 × 105 to 3 × 106 V/cm.
Above the threshold electric field(≈ 1.2 × 106 V/cm), the field dependence of
the capture cross section is a power law with an exponent of −1.5, and below this
threshold, it has an exponent of −3.0. The ionization rate, γ(E), is expressed
as,

γ = α(E)Vdrift (6)

where Vdrift is the drift velocity of electrons. The ionization coefficient, α(E), is
given by D. Du [8] as

α(E) =
eE

Ui
exp

(
− Ei

E(1 +E/Ep) + EkT

)
(7)

The constants EkT , Ep, and Ei are threshold electric fields for electrons to
overcome the decelerating effects of thermal, phonon, and ionization scattering,
respectively. For the laser fluences used in this simulation, the ionization rate,
equation 2, reaches steady state in much less than 1 ns. Therefore, it is solved
for a steady state carrier density at each time step of the simulation. Solving
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Fig. 3. Electron number density vs. laser E field for three temperatures

these equation for the electron number density, n(E, T ) results in the following
equation,

n(E, T ) =
1

2σ(E)vdrift

(
α(E)Vdrift +

√
(α(E)Vdrift)2 + [2σ(E)Vdriftn(T )]2

)
(8)

where n(T ) is the thermal generation given by eq. 5.
The electron number density, given by eq. 8 is shown in Figs. 2, and 3. In our

simulation, the average charge number, Z, was obtained by dividing the electron
number density by the atom number density which was calculated by dividing
the mass density by the average atomic mass.

Figure 3 shows that thermal generation of electrons is dominant in the low
electric field region, while in the low temperature region electrons are excited
by the laser electric field. In the shockwave experiment reported in this disser-
tation, the highest electric field was 8 MV/cm which corresponds to the laser
energy at the highest enhancement factor with an applied fluence of 12 J/cm2.
Temperature in this simulation was up to a few 10,000 K. For this case, the
maximum electron number density was about 3 - 5 1022 cm−3.

4 Conclusion

To investigate the laser power absorption via electron heating, we form a physical
model of laser energy absorption of glass through electron and derive the power
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transfer rate equation and the electron number density equation for a steady
state as a function of temperature and electric field.

Numerical simulations show that the electron number density is strongly de-
pends on the electric field strength and temperature at low temperature(100K)
and low electric filed strength(0.1MV/cm). At high temperature and electric
field regions, the dependency of the electron number density on electric field and
temperature decreases. Further experimental and theoretical analysis is required
for the breakdown conditions of glass through laser energy absorption.
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Abstract. There are certain correlation between two persons’ emotional
states in communication, but none of previous work has focused on it. In
this paper, a novel conversation database in Chinese was collected and
an emotion interaction matrix was proposed to embody the discourse in-
formation in conversation. Based on discourse information, an enhanced
speech emotion recognition system was presented to improve the recog-
nition accuracy. Some modifications were performed on traditional KNN
classification, which could reduce the interruption of noise. Experiment
result shows that our system makes 3% - 5% relative improvement com-
pared with the traditional method.

1 Introduction

Researches on understanding and modelling human emotions have attracted in-
creasing attention in the artificial intelligence field. As a major indicator of hu-
man emotions, speech plays an important role in detecting affective states. Ac-
curate emotion recognition from speech signals will benefit the human-machine
interaction [1]. It has broadly potential applications in areas such as education,
consumer service and entertainment.

There are lots of researches that attempt to characterize emotional states of
human speech. Most previous efforts involving speech emotion recognition have
tended to focus on either lexical [2, 3] or acoustic information [4, 5, 6]. These
studies usually used non-natural speech, including short isolated utterances, ex-
pressed by professional actors. Systems embedding lexical features into emotion
recognition assumed that certain words correlated with emotional states. But as
we know, the relationship between words and emotions is fuzzy and sometimes
confused. One word may indicate several possible emotions and one emotional
state can be conveyed by different words. Besides, lexical information always
needs manual transcription for each utterance, which is difficult to be realized
automatically.

On the other hand, researches on emotion detection of spoken dialog system
tried to classify more natural occurring emotion of actual users. In order to
achieve better performance, lexical and acoustic feature sets were augmented
with additional features such as context and discourse information[7, 8, 9, 10].
Contextual factors really have influences on emotion identification, which can
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be found in the work of Crystal[11, 12, 13]. Liscombe[7] et al. included prosodic
context, lexical context and discourse context as contextual features in emotion
prediction and increased classification accuracy by 2.6%. Contributions made by
context information indicate that emotion is expressed in a language environ-
ment. Traditional operation extracting prosodic features from isolated utterances
is inconsistent with emotion perception of human beings. Contextual features fo-
cus on utterances of single person, but dialogs appear frequently in daily life.
Many studies paid attention to dialog system and added discourse information
into emotion recognition[8, 9, 10]. Ang et al.[8] included discourse features such as
turn location within the conversation and dialog acts of the current turn (repeat,
repair, neither). Lee et al.[9] labeled dialog acts as rejection, repeat, rephrase,
ask-start over or none of the above. The addition of discourse information added
approximately 3% relative improvement over using lexical and prosodic features
alone. But the discourse features considered were only based on the categoriza-
tion of users’ responses when interacting with machine. Few work paid attention
to the dialog between two persons. But it is known that the emotions of two
talkers have certain correlation.

This paper presents research on simultaneously recognizing two talkers’ emo-
tional states using discourse information. In addition to extracting typical
acoustic features, we combined emotional correlation between two persons in di-
alog into speech emotion recognition. Using this extended method, we observed
an increase in prediction accuracy.

2 Conversation Corpus and Discourse Information

In the field of emotion recognition, there are ongoing debates concerning how to
define basic emotion categories. Different researchers have different opinions and
some psychologists even argue against the categorical labels for human emotions.
In this paper, we just focus on the archetypal emotions - happy, sad, fear, angry,
surprise and neutral. Besides, how to obtain amount of realistic data for research
is another hard task. Most studies in speech emotion recognition asked subjects
to simulate certain emotions with neutral semantic content[14]. Since those data
sets are limited to utterances of single person in archetypal emotions, results
based on them may still have distance to real-life scenarios. On the other hand,
it’s hard for real data to cover all the emotion categories needed and the noise in
real environment is also a problem. With aforementioned analysis, we should turn
to sources containing conversations and happening in a relatively quiet back-
ground. The living theater and broadcast drama are suitable sources for dialog
corpus in controlled environment. They also embody most emotional correlation
of conversation in daily life. As the beginning of dialog corpus collection, we tried
to extract 4000 conversations from Chinese drama lasting hundreds of hours to-
tally. Our data corpus covers the six archetypal emotions mentioned above and
contains dialogs covering man to man, man to woman and woman to woman.

In table 1, we mark two persons having conversation as A and B. A represents
the first person and B denotes the second one. The left part of table 1 presents
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Table 1. Distribution of The Other’s Emotion When Given One Person’s Emotional
State (The abbreviated emotion labels in line are same to those in column)

A Ne.(%) An. Fe. Ha. Sa. Su. B Ne. An. Fe. Ha. Sa. Su.
Neutral 26.67 22.22 6.67 6.67 11.11 26.67 Neutral 23.53 27.45 13.73 11.76 5.88 17.65
Angry 32.56 46.51 2.33 2.33 4.65 11.63 Angry 20.83 41.67 12.5 0 8.33 16.67
Fear 41.18 35.29 5.88 0 11.76 5.88 Fear 50 16.67 16.67 16.67 0 0

Happy 30 0 5 40 5 20 Happy 16.67 5.56 0 44.44 0 33.33
Sad 20 26.67 0 0 40 13.33 Sad 29.41 11.76 11.76 5.88 35.29 5.88

Surprise 36 32 0 24 4 4 Surprise 48 20 4 16 8 4

A’s emotion distribution when given the emotional state of B. Similarly, emotion
distribution of B is shown at the right part of table 1. As an example, we look
into the first line of part A. This line exhibits A’s emotion distribution when the
emotional state of B is neutral. From the listed numbers, we find that when B is
neutral, the probability of A on neutral is 26.67%. Probabilities of A on angry,
fear, happy, sad and surprise are 22.22%, 6.67%, 6.67%, 11.11% and 26.67%,
respectively. Different probability on each emotion category implies that B will
affect the emotional state of A in dialog and vice versa. For example, when
B is happy, A is likely to be also happy considering the corresponding high
probability. We were wondering if we could embed this information into speech
emotion recognition in order to improve the recognition accuracy. A detailed
experiment is designed in the following section.

3 An Enhanced Speech Emotion Recognition

Based on the analysis above, we propose an enhanced speech emotion recogni-
tion system in Figure 1. The system is composed of two parts - training and

Fig. 1. System Overview
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testing. In the off-line training phase, we collected 4000 dialogs into the con-
versation database. The corpus includes thousands of people instead of two in
Figure 1 which is just for simplification. An initialized emotion interaction ma-
trix was trained to embody the emotion correlation between people in dialog in
the training course. When new data came into the system for testing, acoustic
features were extracted and gender classification was performed based on pitch
analysis. Then a method combining emotion interaction matrix was proposed
to recognize emotional states of both persons using those acoustic features. The
whole process can be divided into three steps mentioned below.

3.1 Acoustic Features Extraction

The conversation corpus we collected is sampled at 16kHZ frequency and 16 bits
resolution with monophonic Windows PCM format. In this study, we extracted
48 prosodic and 16 formant frequency features. Prosody is mainly related to the
rhythmic aspects of speech, and believed to be the primary indicator of speakers’
emotion state. The extracted prosodic features include: max, min, mean, median
of Pitch (Energy); mean, median of Pitch (Energy) rising/ falling slopes; max,
mean, median duration of Pitch (Energy) rising/ falling slopes; mean, median
of Pitch (Energy) plateaux at maxima/ minima; max, mean, median duration
of Pitch (Energy) plateaux at maxima/ minima. Here, if the first derivative is
approximately zero and the second derivative is positive, the point belongs to a
plateau at a local minimum. If the second derivative is negative, it belongs to
a plateau at a local maximum. We also investigated formant frequency features
which are widely used in speech processing applications. Statistical properties
including max, min, mean, median of the first, second, third, and fourth formant
were extracted.

3.2 Dimensionality Reduction

Because high dimensional data can dramatically raise computational complex-
ity and decrease classification accuracy in speech emotion recognition, the 64-
dimensional acoustic features extracted above should be compressed. Principal
Component Analysis (PCA) was employed as dimensionality reduction method
in our study. PCA tends to find a t-dimensional subspace whose basis vectors
correspond to the maximum variance direction in the original s-dimensional
space(t � s). Original data set is projected into the t-dimensional subspace
with projection matrix WPCA.

In the experiment, speaker independent emotion recognition was investigated
because of the thousands of speakers involved in conversation database. But gen-
der classification was still performed on speech data because of the difference of
acoustic features between female and male. 10-fold cross-validation method was
adopted considering the confidence of recognition results. So, 7200(90%*4000*2)
64-dimensional vectors were used to train PCA. We used a 7200*64 matrix X to
represent these vectors. After X was normalized and mean-subtracted, we got
matrix Y. Y TY formed a covariance matrix M which was 64*64. Eigenvalues and
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eigenvectors were computed for M. Eigenvectors corresponding to the largest t
eigenvalues were selected to create the PCA projection matrix WPCA. t was
the number of eigenvalues that guaranteed energy E was greater than 0.9. Here
energy E was defined in equation(1):

Et =
t∑

j=1

λj/

64∑
j=1

λj (1)

where λj was the jth eigenvalue. In our experiment, t equaled to 27. 3600(7200/2)
training conversations and 400(800/2) testing ones were both projected into
subspace using WPCA.

3.3 Emotion Recognition Based on Discourse Information

Having the low dimensional features, K-Nearest-Neighbor(KNN) was adopted
to classify the data into six emotional states. K-Nearest-Neighbor is a simple
classification which range the testing data into the class most of its k nearest
neighbors belonging to. It is the classical implementation of KNN. We made
some modifications to KNN for the sake of our enhanced recognition system.
K nearest neighbors were calculated for testing utterance which was same to
KNN classification. In the process of K nearest neighbors’ calculation, Euclidean
distance was adopted as the distance measurement between feature vectors of
training utterance and testing utterance. K nearest neighbors belonged to M
classes {C1, C2, · · · , CM}. The probability of belonging to Ci was defined by:
Pi = Ni/Nk where Ni denoted the number of nodes belonging to Ci and Nk

equaled to k which was the total number of nodes. So the probabilities for M
classes was {P1, P2, · · · , PM} and we used Pm1 to be the highest probability
and Pm2 to be the second. In classical KNN, Cm1 with Pm1 is selected as the
recognition result for test utterance. However, we’d like to make our decision
based on Pm1 and Pm2 instead of depending on Pm1 alone.

Different from conventional methods, the emotional states of two persons in
dialog were recognized together in our system. Let us use MA to stand for the
emotion interaction matrix of A when given emotional state of B and MB to
stand for that of B. PA

m1
and PA

m2
were the largest two distribution probabilities

of person A’s neighbors and PB
m1

and PB
m2

were those of B’s. There were four
situations based on different PA

m1
, PA

m2
, PB

m1
and PB

m2
listed below. We used a

constant Th to represent the threshold of comparison.

(1) PA
m1

− PA
m2

≥ Th and PB
m1

− PB
m2

≥ Th
In this case, we believed CA

m1
corresponding to PA

m1
and CB

m1
corresponding to

PB
m1

were outstanding ones among those candidates. So we just chose CA
m1

as
the emotion recognition result for person A and CB

m1
for person B.

(2) PA
m1

− PA
m2
< Th and PB

m1
− PB

m2
≥ Th

In this case, CB
m1

corresponding to PB
m1

was selected as the recognition result
of person B just as situation(1). But for person A, there wasn’t such class with
prominent performance, in other words, it was not sure which class should be
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selected as the result. In our system, we selected CA
mi

corresponding to PA
mi

defined in equation(2) as the recognition result for person A.

PA
mi

= arg
2

max
i=1

(PA
mi
× (MA)mA

i mB
1
× PB

m1
) (2)

Here, we embedded emotion interaction information mentioned above into the
speech emotion recognition system. Such method could save those candidates
in {C1, C2, · · · , CM} which might have lower probabilities because of noise. As
human beings, we also use this rule in emotion perception. If we are not sure
about the other’s emotional state, we’d like to judge it by our experience on
what emotion would be most likely.

(3) PA
m1

− PA
m2

≥ Th and PB
m1

− PB
m2
< Th

This case is similar to situation(2) excepting for using matrix MB instead of
MA. Here we omit the detailed operations.

(4) PA
m1

− PA
m2
< Th and PB

m1
− PB

m2
< Th

In this case, both A and B could not find sure recognition results. When recogniz-
ing emotional state of person A, CA

mi
corresponding to PA

mi
defined in equation(3)

was selected as the result.

PA
mi

= arg
2

max
i,j=1

(PA
mi
× (MA)mA

i mB
j
× PB

mj
) (3)

Similarly, person B’s recognition result depended on PB
mj

defined in equa-
tion(4).

PB
mj

= arg
2

max
i,j=1

(PA
mi
× (MB)mA

i mB
j
× PB

mj
) (4)

4 Experiment Result

In our experiment, we set k to 10 in K-Nearest-Neighbor searching and Thresh-
old Th to 20%. In order to evaluate the performance of our new method, we

Fig. 2. Recognition Accuracy for person A and person B in our method (Accuracy in
Conversational X) and traditional method (Accuracy in Single X)
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Fig. 3. Recognition Accuracy on Different Choice of k

also included a traditional emotion recognition process. In the traditional way,
emotions of two persons in dialog were recognized separately and classical KNN
classification was employed. The recognition accuracy of six emotions using our
enhanced emotion recognition method and the traditional method is shown in
Figure 2. From the figure, we can find out that the enhanced speech emotion
recognition system outperforms traditional method on almost all of the basic
emotions. On the average, our system is observed 5% relative improvement on
person A and 3% on person B compared with traditional method. For person
A, traditional method has different performance on different emotion. The accu-
racy on emotion fear is 30% lower than that on neutral, which will impact on the
system performance. Our method balances the performance on each emotional
state and improve the recognition accuracy totally.

Besides, the performance on different choice of k in K-Nearest-Neighbor
searching is compared in Figure 3. None of the k achieves outstanding result
compared with other choices. But k = 10 always has acceptable performance,
especially on the emotion fear of person A. In addition to performance, simple
computation is also an advantage of k = 10.

5 Conclusion and Future Work

This paper presents an enhanced speech emotion recognition system based on
discourse information between human beings. Instead of hurriedly choosing one
class as the recognition result, all possible classes were investigated. Experiment
result shows that the enhanced method makes improvements at almost all of
the emotional states and balanced the performance on every emotion. As we
expected, interaction information used in the communication of humans did
help the emotion recognition of computers.

The emotion interaction matrix we collected is only a beginning work. Because
of the small conversation database, the correlation of emotional states between
talking people can not be well indicated. More efforts should be put on the
collection of conversation database and the discovery of emotional relationship
between talking people.
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Abstract. A novel approach to simulate Cellular Neural Networks (CNN)  
is presented in this paper. The approach, time-multiplexing simulation, is 
prompted by the need to simulate hardware models and test hardware imple-
mentations of CNN. For practical applications, due to hardware limitations, it is 
impossible to have a one-to-one mapping between the CNN hardware proces-
sors and all the pixels of the image. This simulator provides a solution by  
processing the input image block by block, with the number of pixels in a block 
being the same as the number of CNN processors in the    hardware. The algo-
rithm for implementing this simulator is presented along with popular numeri-
cal integration algorithms. Some simulation results and comparisons are also  
presented.  

1   Introduction 

Cellular Neural Networks (CNNs) are analog, time-continuous, nonlinear dynamical 
systems and formally belong to the class of recurrent neural networks. Since their 
introduction in 1988 (by Chua and Yang [2-3]), it has been the subject of intense 
research. Initial applications include image processing, signal processing, pattern 
recognition and solving partial differential equations etc. 

Lee and Pineda de Gyvez [4] introduced Euler, Improved Euler and Fourth-Order 
Runge-Kutta algorithms in time-multiplexing CNN simulation. In this article, we 
consider the same problem (discussed by Chi-Chien Lee and Jose Pineda de Gyvez 
[4]) but presenting a different approach using the algorithms such as Euler, RK-Gill 
and RK-Butcher with more accuracy.  

2   Cellular Neural Networks 

The basic circuit unit of CNN is called a cell. It contains linear and nonlinear 
circuit elements. Any cell, ( )jiC , , is connected only to its neighbouring cells i.e. 

adjacent cells interact directly with each other. This intuitive concept is called 
neighbourhood and is denoted as ( )jiN , . Cells not in the immediate neighbour-

hood have indirect effect because of the propagation effects of the dynamics of 
the network. Each cell has a state x, input u, and output y. The state of each cell is 
bounded for all time t > 0 and, after the transient has settled down, a cellular  
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neural network always  approaches one of its stable equilibrium points. This fact 
is relevant because it    implies that the circuit will not oscillate. The dynamics of 
a CNN has both output feedback (A) and input control (B) mechanisms. The first 
order nonlinear differential equation defining the dynamics of a cellular neural 
network cell can be written as follows 

( ) ( )
( ) ( )

( ) ( )
( ) ( )

IulkjiBtylkjiAtx
Rdt

dx
C kl

jiNlkC
kj

jiNlkC
ij

ij +++−=
∈∈ ,,,,

,;,,;,
1       (1) 

  ( ) ( ) ( )( )11
2

1 −−+= txtxty ijijij
 

where ijx  is the state of cell ( )jiC , , ijx (0) is the initial condition of the cell, C is a 

linear capacitor, R is a linear resistor, I is an independent current source, 
( ) klylkjiA ,;, and ( ) klulkjiB ,;,  are voltage controlled current sources for all cells 

( )lkC ,  in the neighbourhood ( )jiN ,  of cell ( )jiC , , and ijy represents the output 

equation. 
It is to be noted from the summation operators that each cell is affected by its 

neighbour cells. A(.) acts on the output of neighbouring cells and is referred to as the 
feedback operator. B(.) in turn affects the input control and is referred to as the control 
operator. Specific entry values of matrices A(.) and B(.), are application dependent, 
are space invariant and are called cloning templates. A current bias I and the cloning 
templates determine the transient behavior of the cellular nonlinear network.  

For software simulation purposes, equation (1) is solved within each cell, in a  
discretized form, to simulate its state dynamics. One common way of processing a 
large complex image is using a raster CNN approach discussed by Murugesh and 
Murugesan [7]. This approach implies that each pixel of the image is mapped onto a 
CNN processor. That is, we have an image processing function in the spatial domain 
that can be expressed as: 

( ) ( )( )yxfTyxg ,, =                      (2) 

where  f(.) is the input image, g(.) the processed image, and T is an operator on f(.) 

defined over the neighbourhood of ( )yx, . From the hardware implementation’s 

point of view, this is a very exhaustive approach. For practical applications, in the 
order of 2,50,000 pixels, the hardware would require an enormous amount of proces-
sors which would make its implementation unfeasible. An alternative to this scenario 
is time-multiplexing simulation. 

3   Time-Multiplexing Simulation 

Image sizes may be in the order of thousands of pixels which mean a large CNN 
array is required. This is because the mapping between the image and CNN is 
one-to-one and each pixel in the image has a corresponding cell in the CNN array. 
Practically this is unfeasible. Multiplexing the image processing operator is a 
suitable method to overcome this problem. In this approach, the image is  
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processed block by block and the block size is equal to the used CNN array  
dimension. This approach leads to two errors in the calculation of border pixels of 
any block since they are calculated without the effect of their neighbours. The 
following two equations state these errors using a neighbourhood radius equal to 
one: 

( )1

3

1
1 +

=

=
+= ij

i

i
ij

B
ij usignbε                     (3) 

( )tya
i

i
ijij

A
ij

=

=
++=

3

1
11ε                                      (4) 

Equation (4) represents the error A
ijε caused in the calculation of a border cell ijC in 

the current block due to loosing the feedback effect of neighbouring cells and        

neglecting the feed-forward effect. Equation (3) represents the error B
ijε caused in the 

calculation of a border cell ijC  due to loosing the feed-forward effect of its   

neighbouring cells and neglecting the feedback effect. Both the equations (3) and (4) 
are written for two horizontally adjacent blocks. 

3.1   Overlap and Belt Approaches 

To calculate the border cells more accurately, the following two approaches are used: 

(i) To eliminate the error
B
ijε , a belt of width equal to the neighbourhood radius 

of CNN from the original image is used around the block, as shown in the  
Fig. 1(a). 

(ii) An overlap between every two adjacent blocks iblock and 1+iblock is used to 

minimize the error
A
ijε , as shown in Fig. 1(b). This overlap is proportional to 

twice the neighbourhood radius of the CNN. The result of simulating iblock  

is stored except the outer row or column in the overlap area between the two 

blocks that belongs to 1+iblock is set to the final state of iblock . 

 
(a)                                       (b) 

Fig. 1. (a) Belt of inputs   (b) Overlapped pixels 
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For the purpose of understanding the overall idea of this simulation approach  
better, the simplified algorithm is presented below: 

Algorithm: (Time-Multiplexing CNN simulation) 

( )yblockjxblockiCB ij _,...,1^_,...,1\ ===  

=⊂ BP set of border cells (lower left corner) 

overlap = number of cell overlaps 
belt = width of input cells 
M = number of rows of the image 
N = number of columns of the image  
for (i=0; i<M; I+=block_x - overlap) 
    for(j=0;j<N;j+=block_y - overlap) 
     { 

  /* load initial conditions for the cells in the block    
     except for those in the borders */ 
       
       for ( p=-belt,q<block_x+belt;p++) 
          for(q=-belt;q<block_y+belt;q++) { 

                ( )
−

∈∀= ++++

1

1 ,, BC

u

tx jjpi

ij

njjpi
 

                 } /*end for */ 
              /* if the block is all white or black  
              don’t Process it*/ 

              if ( )Bcxx qjpiqjpiqjpi ∈∀=∨−= ++++++ ,,, 11  

                 { 
                   Obtain the final states from  
                   memory  
                   continue; 
                  } 
              do { /*normal raster simulation*/   
                for (p=0; p<block_x; p++) { 
                    for (q=0; q<block_y; q++)  
            
                   {/* calculation of the next state  
                      excluding the belt of inputs */ 

                    ( ) ( ) ( )( )dttxftxtx
n

n

t

t

nqjpinqjpinqjpi

+

+++++++ +=
1

,,1,
 

                     Bc qjpi ∈∀ ++ ,  

                    /* convergence criteria */ 

                  if =++ 0
)(,

dt

tdx nqjpi
 and  
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                     1±=kly  

              ( ) ( )qjpiNlkC r ++∈∀ ,, { 

                        
                 converged_cells++; 
                  } /* end for */ 
                 /* update the state values */

         

   ( ) ( ) Bctxtx qjpinqjpinqjpi ∈∀+= ++++++ ,,, 1 ; 

    }while(converged_cells<(block_x*blovk_y)); 
  /* store new state values excluding the ones   
             corresponding to the border cells*/ 

          PBCxA ijij \∈∀←  

        } /*end for */ 

4   Numerical Integration Algorithms 

The CNN is described by a system of nonlinear differential equations. Therefore, it is 
necessary to discretize the differential equation for performing simulations. For com-
putational purpose, a normalized time differential equations describing CNN is used 
by Nossek et al. [10]. 

 ( )( ) ( ) ( ) ( )
( ) ( )

( )πτπτ
πτ

πτ kl
jiNlkC

ij
ij ylkjiAx
dt

dx
xf

r∈

+−==
,,

,;,:'     

              ( )
( ) ( )

IulkjiB kl
jiNlkC r

++
∈ ,,

,;,                                                    

 ( ) ( ) ( )( )11
2

1 −−+= πτπτπτ ijijij xxy           (5) 

Where τ is the normalized time. For the purpose of solving the initial-value    prob-
lem, well established numerical integration techniques are used. These methods can 
be derived using the definition of the definite integral 

 ( )( ) ( ) ( )( ) ( )πτπτπττ
τ

τ

dxfxnx
n

n

ijij

+

′=−+
1

1        (6) 

Three of the most widely used Numerical Integration Algorithms are used in  
Time-Multiplexing Simulation described here. They are the Euler’s Algorithm; 
RK-Gill Algorithm discussed by Oliveira [9] and the RK-Butcher Algorithm dis-
cussed by Murugesan et al. [5], [6] and Murugesh and Murugesan [7], [8].  

5   Simulation Results and Comparisons 

All the simulation reported here are performed using a SUN BLADE 1500 work-
station, and the simulation time used for comparisons is the actual CPU time used. 
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The input image format is the bitmap format (xbm), which is commonly available and 
easily convertible from popular image formats like GIF or JPEG. 

Using actual numbers can easily show how much improvement is achieved. The 
size of Fig. 2(a) is 355×400 (1,42,000 pixels), and an Averaging template is used for 
simulation comparisons. First, using the raster CNN simulator discussed by Murugesh 
and Murugesan [7], the simulation took 200.42 seconds. Next, with the regular  time-
multiplexing simulator (with overlapping and input belt) the simulation took 342.28 
seconds. Finally, the time-multiplexing with the time-saving scheme performed the 
same simulation in 240.20 seconds, almost a 33% improvement from the regular 
time-multiplexing. The size of two dimensional window of 10×10, with two column 
overlapping is used. It may be noted that this algorithm maintains all the edges of the 
original one. 

                   
(a)                                                               (b) 

Fig. 2. (a) Original image (b) After Averaging Template using Time-Multiplexing simulation 

Since speed is one of the main concerns in the simulation, finding the maximum 
step size that still yields convergence for a template can be of helpful in speeding 
up the system. The speed-up can be achieved by selecting an appropriate step size 

t∆  for that particular template. Even though the maximum step size may slightly 
vary from one image to another, the values in the Fig. 3 serve as a good reference 
for step size comparison. These results were obtained by trial and error over more 
than 100 simulations on a diamond figure. If the step size is chosen too small, the 
simulation might take much iteration; hence, it will take longer time to achieve 
convergence.  

On the other hand, if the step size is taken too large, it might not converge at all or 
it would converge to erroneous steady state values (beyond step size 5); the latter 
remark can be observed for the Euler and RK-Gill algorithm which is plotted in 
Fig. 4. Hence, the speed of convergence of RK-Butcher algorithm for large step size 
is much faster than Euler and RK-Gill algorithms.  
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Fig. 3. Maximum step size for three different templates 
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Fig. 4. Simulation time comparison using Edge Detection template 

The results of Fig. 4 were obtained by simulating a small image of size 16× 16 
(256 pixels) using Edge Detection template on a diamond figure.  
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Fig. 5. CPU performance (SUN BLADE 1500 work station) for distinct sizes in number of 
pixels 

Simulation time computations are shown in Fig. 5 using an Averaging template for 
images of sizes about 2,50,000 pixels and it is observed from Fig. 5, the simulation 
time will increase if the number of pixels chosen is too large in a log linear fashion. 
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6   Conclusion 

Versatile algorithms have been developed using numerical integration algorithms for 
simulating CNN with Time-Multiplexing scheme. This Time Multiplexing algorithm 
is a very simple one and a powerful method for developing image processors using 
CNN. In fact, among all the three numerical integration algorithms, the one developed 
using RK-Butcher algorithm is performing very efficiently for solving this problem. 
The notable observation is Time Multiplexing CNN with Numerical Integration al-
ways converges for a larger step size, which in turn results in lowest simulation time 
for any given image size. For a given step size, the convergence time of this algorithm 
is log linear for all larger size images and this is an additional attractive feature as we 
deal with high resolution/ large images. This algorithm always preserves the edges as 
given in the original in addition and it enhances the picture quality.  
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Abstract. The dynamic properties of POD modes of the fluctuating velocity 
field developing in the wall region of turbulent channel flow are investigated. 
The flow of viscous incompressible fluid in a channel is simulated numerically 
by means of a parallel computational code based on a mixed spectral-finite 
difference algorithm for the numerical integration of the Navier-Stokes 
equations. The DNS approach (Direct Numerical Simulation of turbulence) is 
followed in the calculations, performed at friction Reynolds number 180=τRe . 
A database representing the turbulent statistically steady state of the flow 
through 10 viscous time units is assembled and the Proper Orthogonal 
Decomposition technique (POD) is applied to the fluctuating portion of the 
velocity field. The dynamic properties of the most energetic POD modes are 
investigated showing a clear interaction between streamwise-independent 
modes and quasi-streamwise modes in the temporal development of the 
turbulent flow field. 

1   Introduction 

The hypothesis incorporated in all turbulence theories that have been formulated in 
the last decades is that of the local isotropy of the small turbulent scales (Kolmogorov 
[1]), i.e. the postulate that the small-scale structures of turbulent flows possess 
universal statistical properties independent of the large scales. Local isotropy has also 
been enforced in most of the existing SGS (subgrid-scale) closures within the LES 
(Large Eddy Simulation) approach to turbulence modelling.  

The verification of the hypotheses that provide the basis for turbulence theories is 
an issue of remarkable relevance for both theoreticians and modellers. Several 
reseachers provided evidence of the “-5/3” velocity spectrum in the inertial range, 
while the issue of the universal statistical properties of small turbulent scales in both 
inertial and dissipation ranges is still controversial. One of the difficulties encountered 
is that of reaching values of the Reynolds number able to assure the development of a 
sufficiently broad spectrum of scales for the possible establishment of local isotropy 
of the small scales.  

The properties of the velocity field has been studied numerically in homogeneous 
shear flow with constant mean shear by Pumir & Shraiman [2]. They showed that for 



466 G. Alfonsi and L. Primavera 

values of the Taylor microscale Reynolds number of order 100  the value of the 
derivative skewness of the velocity fluctuation in the direction of the mean flow along 
the direction of the mean velocity gradient, is of order 1. Garg & Warhaft [3] studied 
experimentally the properties of the small-scale velocity field in homogeneous shear 
flow with constant mean shear. They found that there is a significant skewness (of 
order 1) of the derivative of the longitudinal velocity fluctuation in the direction of the 
mean gradient. Third-order transverse structure functions of the longitudinal velocity 
were found to have a scaling range, showing the existence of anisotropy at both inertial 
and dissipation scales. Shen & Warhaft [4] continued the experiments. They showed 
that the fifth moment of the derivative of the longitudinal fluctuation in the direction of 
the mean gradient, is of order 10 with no diminution with the Reynolds number. 
Moreover, fifth- and seventh-order inertial subrange skewness structure functions are 
of order 10 and 100 respectively. These results show that there exists velocity 
anisotropy in both inertial and dissipation ranges, for the Reynolds number tested. 

A more recent approach to turbulence modelling, that differs from the most used 
RANS (Reynolds Averaged Navier-Stokes equations) and LES (Large Eddy 
Simulation), involves methods for the reduction of the turbulent phenomenon to a 
system with a limited number of degrees of freedom. The Proper Orthogonal 
Decomposition (POD) is a technique that permits the extraction of appropriately-
defined modes of the flow from the background flow, that can be subsequently 
projected onto the system of the Navier-Stokes equations to obtain a low-order model 
of a given turbulent flow (Podvin & Lumley [5], Omurtag & Sirovich [6]). A relevant 
issue in this context is the investigation of the dynamic properties of the flow modes 
as extracted with the POD technique.  

The present work addresses the issue of the dynamic characteristics of the coherent 
structures of turbulence in moderately turbulent channel flow, educed by applying the 
Proper Orthogonal Decomposition to the fluctuating portion of the velocity field. The 
POD modes are calculated from a numerical database assembled with the use of a 
parallel computational code for the numerical integration of the Navier-Stokes 
equations in the case of the plane channel at friction Reynolds number 180=τRe . 

2   Methods 

The simulations have been performed with a parallel computational code based on a 
mixed spectral-finite difference technique. The unsteady Navier-Stokes equations for 
incompressible fluids with constant properties in three dimensions and non-
dimensional conservative form, is considered (i & j = 1,2,3): 
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where ( )w,v,uui  are the velocity components in the cartesian coordinate system 

( )zyxxi ,, . Equations (1) are nondimensionalized by the channel half-width δ  for 



 Dynamics of POD Modes in Wall Bounded Turbulent Flow 467 

lenghts, wall shear velocity ρττ wu =  for velocities, 2
τρu  for pressure and τδ u for 

time, being ( )νδττ uRe =  the friction Reynolds number.  

The fields are admitted to be periodic in the streamwise (x) and spanwise (z) 
directions, and equations (1) are Fourier transformed accordingly. The nonlinear 
terms in the momentum equation are evaluated pseudospectrally by anti-
transforming the velocities back in physical space to perform the products (FFTs 
are used). A dealiasing procedure is applied to avoid errors in transforming the 
results back to Fourier space. In order to have a better spatial resolution near the 
walls, a grid-stretching law of hyperbolic-tangent type has been introduced for the 
grid points along y, the direction orthogonal to the walls. For the time advancement, 
a third-order Runge-Kutta algorithm has been implemented and the time marching 
procedure is accomplished with the fractional-step method. No-slip boundary 
conditions at the walls and cyclic conditions in the streamwise and spanwise 
directions have been applied to the velocity. More detailed descriptions of the 
numerical scheme, of its reliability and of the performance obtained on the parallel 
computers that have been used, can be found in Alfonsi et al. [7] and Passoni et al. 
[8],[9],[10].  

By recalling the wall formalism, one has: ττ δν iii xuxx ==+ , 

τττ δν tutut ==+ 2 , τδδδ =+ , τuuu =+ , +=== δδδνδ τττ uRe , where u  is 

streamwise velocity averaged on a x-z plane and time, ττ νδ u=  is the viscous length 

and τδ u  the viscous time unit. The characteristic parameters of the numerical 

simulations are the following. Computing domain: πδ2=xL , δ2=yL , πδ=zL ; 

1131=+
xL , 360=+

yL , 565=+
zL . Computational grid: 96=xN , 129=yN , 64=zN . 

Grid spacing: 811.x =∆ + , 44.ycenter =∆ + , 870.ywall =∆ + , 88.z =∆ + . It can be verified 

that there are 6 grid points in the y direction within the viscous sublayer ( 5≤+y ). 

The Kolmogorov spatial microscale, estimated using the criterion of the average 
dissipation rate per unit mass across the width of the channel, results 81.≈+η . After 

the insertion of appropriate initial conditions, the initial transient of the flow in the 
channel has been simulated, the turbulent statistically steady state has been reached 
and then calculated for a time τδ ut 10=  ( 1800=+t ). 20000 time steps have been 

calculated with a temporal resolution of τδ ut 4105 −×=∆  ( 090.t =∆ + ).  

In Table 1 predicted and computed values of a number of mean-flow variables are 
reported ( bU  and cU  are the bulk mean velocity and the mean centerline velocity 

respectively, while bRe  and cRe  are the related Reynolds numbers). The predicted 

values of bc UU  and fC  are obtained from the correlations suggested by Dean [11] 

[ ( ) 011602281 .

bbc Re.UU −= ; ( ) 25020730 .

bf Re.C −= ] while the computed skin friction 

coefficient [ ( )22 bwf UC ρτ= ; ( )
wallw yU ∂∂= µτ ] is calculated using the value of the 

shear stress at the wall actually obtained in the computations (a finite difference 
routine is used). 
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Table 1.  Predicted vs. computed mean-flow variables 
________________________________________________________________ 

 Predicted variables 
________________________________________________________________ 

 τRe   bRe  cRe  τuUb  τuUc  bc UU  fC  

 180 2800 3244 15.56 18.02 1.16 31044.8 −×  
________________________________________________________________ 

 Computed variables 
________________________________________________________________ 
 τRe   bRe  cRe  τuUb  τuUc  bc UU  fC   

 178.74 2786 3238 15.48 17.99 1.16 31023.8 −×  
________________________________________________________________ 

The Proper Orthogonal Decomposition is a technique that can be applied for the 
extraction of the coherent structures from a turbulent flow field (Berkooz et al. [12], 
Sirovich [13]). By considering an ensemble of temporal realizations of a velocity field 

( )txu ji ,  on a finite domain D, one wants to find which is the most similar function to 

the elements of the ensemble, on average. This problem corresponds to find a 
deterministic vector function ( )ji xϕ  such that (i & j=1,2,3): 
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A necessary condition for problem (2) is that ( )ji xϕ  is an eigenfunction, solution 

of the eigenvalue problem and Fredholm integral equation of the first kind: 

 ( ) ( ) ( ) ( ) ( ) ( )=′′′=′′′
D

kikkjkjkilljll
D

ij xxdxtxutxuxdxxxR λϕϕϕ ,,,  (3) 

where ( ) ( )t,xut,xuR kjkiij
′=  is the two-point velocity correlation tensor. To each 

eigenfunction ( ) ( )j

n

i xϕ  is associated a real positive eingenvalue ( )nλ  and every 

member of the ensemble can be reconstructed by means of the modal decomposition 

( ) ( ) ( ) ( )=
n j

n

inji xtat,xu ϕ . The contribution of each mode to the kinetic energy 

content of the flow is given by ( ) ( ) ( )==
D n

n

jjiji dxt,xut,xuE λ , being E the 

turbulent kinetic energy in the domain D. In the present work the POD is used for the 
analysis of the fluctuating portion of the velocity field. The two homogeneous 
directions are handled in Fourier space so that the optimal representation of the 
velocity field in the statistical sense outlined above is sought in the direction normal 
to the solid walls. 
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3   Results 

As a result of the decomposition, ( )3873 yN  POD modes and correspondent 

eigenvalues have been determined for each wavenumber index pair (m,n). Table 2 
reports the individual fraction of the turbulent kinetic energy and the cumulative 
energies of the velocity fluctuations of the first 10 most energetic modes of the 
decomposition (m and n are the wavenumbers along x and z, respectively and q is the 
generic POD mode.   

Table 2. Energy content of the first 10 eigenfunctions 
________________________________________________________________ 

 Index Mode (m,n,q) Energy fraction Energy sum 
________________________________________________________________ 
 1 (0,1,1) 0.03220 0.03220 
 2 (0,2,1) 0.02173 0.05393 
 3 (0,2,2) 0.01535 0.06929 
 4 (1,1,1) 0.01508 0.08437 
 5 (1,2,1) 0.01454 0.09891 
 6 (0,3,1) 0.01197 0.11089 
 7 (1,3,1) 0.01196 0.12286 
 8 (1,2,2) 0.01160 0.13446 
 9 (0,4,1) 0.01053 0.14499 
 10 (1,4,1) 0.00972 0.15472 
________________________________________________________________ 

About 6.9% of the energy resides in the first three streamwise-independent modes 
(m=0). The first mode that exhibits a streamwise dependence is the fourth.  

Figure 1 shows two surfaces of constant streamwise velocity (the light surface is 
positive, the dark surface is negative streamwise velocity) reconstructed from the first 
most energetic eigenfunction. The visualization shows two structures elongated in the 
streamwise direction. Flow representations (not reported) of the second and third 
eigenfunctions have shown streamwise-independent structures similar to those of 
Figure 1, with appropriate repetitions according to the values of m and n. Figure 2 
shows surfaces of constant streamwise velocity reconstructed from the fourth most 
energetic eigenfunction of the decomposition. This is the first streamwise-dependent 
eigenfunction. The visualization shows couples of bean-shaped quasi-streamwise flow 
structures, where one of the structure of each couple is lower with respect to the first 
(more displaced toward the center of the channel). Flow representations (not reported) 
of the fifth eigenfunction have shown bean-shaped structures aligned in the 
streamwise direction, similar to those of Figure 2. 

Figure 3 shows the flow structure – identified in terms of surfaces of constant 
streamwise velocity – formed by the sum of the first five most energetic POD modes 
(three x-independent structures of the type shown in Figure 1 and two x-dependent 
turbulent structures of the type shown in Figure 2) at 72=+t . Two dominant 
structures elongated in the streamwise direction are visible. With particular reference  
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Fig. 1.  Surfaces of constant x-velocity reconstructed from the first POD mode 

 

Fig. 2. Surfaces of constant x-velocity reconstructed from the fourth POD mode 
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Fig. 3. Surfaces of constant x-velocity reconstructed from the first five POD modes at 72=+t  

to the positive (light) surface it clearly appears that the shape of the basic streamwise-
elongated structure is altered because of the interaction with the travelling bean-
shaped quasi-streamwise modes. This is the basic mechanism of evolution in time of 
the turbulent flow structures, that has been revealed due to the fact that the flow 
phenomena have been described in terms of dominant (most energetic) turbulent 
structures (the POD modes in this context). 

4   Concluding Remarks 

The analysis of the flow field of numerically simulated turbulent channel flow is 
performed in terms of flow modes determined with the POD technique. The dynamic 
properties of the POD modes are investigated, revealing the basic mechanism of 
evolution in time of the turbulent structures. This mechanism consists in the mutual 
interaction of two different types of modes, streamwise-independent structures and 
bean-shaped, quasi-streamwise modes aligned in the streamwise direction. 
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Abstract. A newly developed algorithm for evaluating the Log Like-
lihood Gradient (score) of linear discrete-time dynamic systems is pre-
sented, based on the extended Square-Root Information Filter (eSRIF).
The new result can be used for efficient calculations in gradient-search
algorithms for maximum likelihood estimation of the unknown system
parameters. The theoretical results are given with the examples show-
ing the superior perfomance of this computational approach over the
conventional one.

1 Introduction

Consider the discrete-time linear dynamic stochastic system

xt+1 = Ftxt +Gtwt, t = 0, 1, . . . , N (1)
zt = Htxt + vt, t = 1, 2, . . . , N (2)

with the system state xt ∈ IRn, the state disturbance wt ∈ IRq, the observed
vector zt ∈ IRm, and the measurement error vt ∈ IRm, such that the initial state
x0 and each wt, vt of {wt : t = 0, 1, . . .}, {vt : t = 1, 2, . . .} are taken from
mutually independent Gaussian distributions with the following expectations:

E

⎧⎨⎩
⎡⎣x0
wt

vt

⎤⎦⎫⎬⎭ =

⎡⎣ x̄0
0
0

⎤⎦ , E

⎧⎪⎨⎪⎩
⎡⎣ (x0 − x̄0)

wt

vt

⎤⎦⎡⎣ (x0 − x̄0)
wt

vt

⎤⎦T
⎫⎪⎬⎪⎭ =

⎡⎣P0 0 0
0 Qt 0
0 0 Rt

⎤⎦
and E

{
wtw

T
t′
}

= 0, E
{
vtv

T
t′
}

= 0 if t �= t′. Assume the system is parameterized
by a vector θ ∈ IRp of unknown system parameters. This means that all the above
characteristics, namely Ft, Gt, Ht, x̄0, P0 ≥ 0, Qt ≥ 0 and Rt > 0, can depend
upon θ (the corresponding notations Ft(θ), Gt(θ) and so on, are suppressed for
the sake of simplicity).

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 473–481, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Models like (1), (2), together with the associated Kalman filter, have been
intensively used in many application fields such as control, communications, and
signal/image processing. To apply the Kalman filter/smoother in the case of
parametric uncertainty, it is necessary to identify the model, i. e., to estimate
the unknown system parameters (or directly the Kalman filter/smoother para-
meters) from the available measurements Zt

1 = (z1, z2, . . . , zt), t = 1, 2, . . . , N .
A very general and well known approach to parameter estimation is the max-

imum likelihood (ML) principle. The ML method for estimating θ requires the
maximization of the Log Likelihood Function (LLF) Lθ

(
ZN

1
)
, which is the log-

arithm of the joint probability density of z1, z2, . . . , zN , with respect to θ. It
incorporates various gradient-search optimization algorithms. In this context, it
is very important to find a means for efficient computation of Log Likelihood
Gradient (LLG) known as the “score”.

The first solutions to the problem [1, 2] obtained by the direct differentiating
the Kalman filtering equations are time consuming as they require the computa-
tion of p vector filter sensitivity equations and p matrix Riccati-type sensitivity
equations, both run recursively in the forward time direction. An alternative ap-
proach was developed by Yared [3] who assumed a steady-state Kalman filter
and used an adjoint filter, resulting in one additional backward pass in time. It
works faster than the forward “differentiated” filter although at the expence of
increased storage requirements. Wilson and Kumar simplified Yared’s results [4]
by moving from derivatives of Kalman variables to those of the original system
matrices. They reduced the problem to solving a time-invariant matrix equation,
an algebraic Riccati equation, a time-invariant Kalman filter equation, and the
backward adjopint filter equation.

Segal and Weinstein developed LLG formulas for both the discrete and con-
tinuous-time systems [5, 6] using Fisher’s identity and employing the Kalman
smoother. Their approach enables to compute not only the LLG, but (approxi-
mately) the log-likelihood Hessian and the Fisher information matrix of θ as well.
The continuous-time formula in [5] uses the Itô integral, which cannot be instru-
mented. For continuous-time case, Leland developed the improved formulas for
the LLG [7, 8] free of this limitation.

Despite this remarkable success it is useful to develop alternative algorithms.
The most important reason is that the previously mentioned methods suffer from
some limitations mainly stemming from the use of the conventional Kalman filter
(KF) implementation. This implementation — in terms of covariance matrices —
is particularly sensitive to roundoff errors [12]. As a consequence, any method for
evaluating the log-likelihood gradient based on the conventional KF implemen-
tation, inherits this drawback and so cannot be considered as numerically stable.
The alternative solutions to evaluate the LLG can be found in alternative KF
implementation methods developed for dealing with the problem of numerical
instability in many papers, for example [9, 10, 11], and described in [12].

In this paper we derive a new algorithm for evaluating the LLG based upon the
extended Square-Root Information Filter (eSRIF) recently proposed in [11]. Un-
like the Conventional Kalman filter (CKF), the eSRIF avoids numerical
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instabilities arising from roundoff errors and has also the added feature of being
better suited to parallel and to very large scale integration (VLSI) implemen-
tations (see [11]). Thus, inheriting these advantages, we expect our method to
outperform the conventional KF mechanization for accuracy. These expectations
will be verified by two examples of ill-conditioned problems.

The paper is organized as follows. In Section 2 we present a new algorithm
for evaluating the LLG based upon the eSRIF. The comparison of the developed
algorithm and the conventional approach in terms of sensitivity to roundoff errors
is given in Section 3. Section 4 presents some numerical results and finally,
Section 5 concludes the paper.

2 Log Likelihood Gradient Evaluation

The Log Likelihood Function (LLF) of system (1), (2) is given by

Lθ

(
ZN

1
)

= −1
2

N∑
t=1

{m
2

ln(2π) + ln(det(Re,t)) + eTt R
−1
e,t et

}

where ZN
1 = (z1, z2, . . . zN ) is N -step measurement history, et

def= zt − Htx̂t is
the zero-mean innovation sequence whose covariance is determined as Re,t

def=
E

{
ete

T
t

}
= HtPtH

T
t + Rt. The matrix Pt is the error covariance matrix of the

time updated estimate x̂t of the state vector generated by the Kalman filter.
Let lθ(zt) denote the negative LLF for the t-th measurement zt in system (1),

(2), given measurement history Zt−1
1

def= {z1, z2, . . . , zt−1}, then

lθ(zt) =
1
2

{m
2

ln(2π) + ln(det(Re,t)) + eTt R
−1
e,t et

}
. (3)

From (3) one can easily obtain the expression for the LLG. Let Re,t = R
T/2
e,t R

1/2
e,t

where R1/2
e,t is a square-root factor of the matrix Re,t and ēt are the normalized

innovations, i. e. ēt = R
−T/2
e,t et. Taking into account that the matrix R1/2

e,t is
triangular, we can write down the expression

∂

∂θi

[
ln(det(R1/2

e,t ))
]

= tr

⎡⎣R−1/2
e,t

∂
(
R

1/2
e,t

)
∂θi

⎤⎦ . (4)

Hence,

∂l(zt)
∂θi

= tr

⎡⎣R−1/2
e,t

∂
(
R

1/2
e,t

)
∂θi

⎤⎦+ ēTt
∂ēt
∂θi

, i = 1, 2, . . . , p (5)

as it follows directly from (3) and (4).
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According to the goal pursued by this research and stated in Section 1, we
consider the eSRIF presented in [11]. For convenience, we reformulate it in the
following form: given P−T/2

0 and P−T/2
0 x̂0 = P

−T/2
0 x̄0; calculate

Ot

⎡⎢⎢⎣
R

−T/2
t −R−T/2

t HtF
−1
t R

−T/2
t HtF

−1
t GtQ

T/2
t −R−T/2

t zt

0 P
−T/2
t F−1

t −P−T/2
t F−1

t GtQ
T/2
t P

−T/2
t x̂t

0 0 Iq 0

⎤⎥⎥⎦

=

⎡⎢⎢⎣
R

−T/2
e,t 0 0 −ēt

−P−T/2
t+1 Kp,t P

−T/2
t+1 0 P−T/2

t+1 x̂t+1

∗ ∗ ∗ ∗

⎤⎥⎥⎦ (6)

where Ot is any orthogonal transformation such that the matrix on the right-
hand side of formula (6) is block lower triangular. The matrix P 1/2

t is a square-
root factor of Pt, i. e. Pt = P

T/2
t P

1/2
t , P 1/2

t is upper triangular. Similarly, we
define Pt+1 = P

T/2
t+1 P

1/2
t+1 , Rt = R

T/2
t R

1/2
t , Qt = Q

T/2
t Q

1/2
t and Re,t = R

T/2
e,t R

1/2
e,t .

For convenience we shall also write AT/2 = (A1/2)T , A−1/2 = (A1/2)−1 and
A−T/2 = (A−1/2)T . Additionally, Kp,t = FtPtH

T
t R

−1
e,t .

It is easy to see that the LLG (5) in terms of eSRIF (6) is given by

∂l(zt)
∂θi

= − tr

⎡⎣R1/2
e,t

∂
(
R

−1/2
e,t

)
∂θi

⎤⎦+ēTt
∂ēt
∂θi
, i = 1, 2, . . . , p . (7)

To establish our algorithm for efficient evaluation of LLG (7) we prove the
following result.

Lemma 1. Let

QA = L (8)

where Q is any orthogonal transformation such that the matrix on the right-
hand side of formula (8) is lower triangular and A is a nonsingular matrix. If
the elements of A are differentiable functions of a parameter θ then the upper
triangular matrix U in

Q′
θQ

T = UT − U (9)

is, in fact, the upper triangular part of the matrix QA′
θL

−1.

Having applied Lemma 1 to eSRIF (6), we obtain the following algorithm for
computing LLG (7).
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Algorithm LLG-eSRIF

I. For each θi, i = 1, 2, . . . , p, calculate

Ot

⎡⎢⎢⎢⎢⎢⎣
∂

∂θi

(
R

−T/2
t

) ∂

∂θi

(
S

(1)
t

) ∂

∂θi

(
S

(2)
t

) ∂

∂θi

(
S

(3)
t

)
0

∂

∂θi

(
S

(4)
t

) ∂

∂θi

(
S

(5)
t

) ∂

∂θi

(
S

(6)
t

)
0 0 0 0

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎣Xi Yi Mi Li

Ni Vi Wi Ki

∗ ∗ ∗ ∗

⎤⎥⎦

where Ot is the same orthogonal transformation as in (6) and

S
(1)
t = −R−T/2

t HtF
−1
t , S

(2)
t = R

−T/2
t HtF

−1
t GtQ

T/2
t , S

(3)
t = −R−T/2

t zt,

S
(4)
t = P

−T/2
t F−1

t , S
(5)
t = −P−T/2

t F−1
t GtQ

T/2
t , S

(6)
t = P

−T/2
t x̂t.

II. For each θi, i = 1, 2, . . . , p, compute the matrix

Ji =

⎡⎣Xi Yi Mi

Ni Vi Wi

⎤⎦
⎡⎢⎢⎣

R
−T/2
e,t 0 0

−P−T/2
t+1 Kp,t P

−T/2
t+1 0

∗ ∗ ∗

⎤⎥⎥⎦
−1

.

III. For each θi, i = 1, 2, . . . , p, we split the matrices Ji obtained at Step II as
follows:

Ji =
}

m+n

m+n+q︷ ︸︸ ︷[
Li +Di + Ui︸ ︷︷ ︸

m+n

∗ ∗ ∗ ]
where Li, Di and Ui are the strictly lower triangular, diagonal and strictly
upper triangular parts of matrix Ji, respectively.

IV. For each θi, i = 1, 2, . . . , p, compute the following quantities:⎡⎢⎢⎢⎢⎣
∂R

−T/2
e,t

∂θi
0

−
∂
(
P̃

−T/2
t+1 Kp,t

)
∂θi

∂P̃
−T/2
t+1

∂θi

⎤⎥⎥⎥⎥⎦ =
[
Li +Di + UT

i

] [ R
−T/2
e,t 0

−P̃−T/2
t+1 Kp,t P̃

−T/2
t+1

]

∂ēt
∂θi

=

[
∂R

−T/2
e,t

∂θi
−Xi

]
R

T/2
e,t ēt + YiFtx̂t − Li,

∂S
(6)
t+1

∂θi
=

⎡⎣∂
(
P̃

−T/2
t+1 Kp,t

)
∂θi

+Ni

⎤⎦RT/2
e,t ēt +

[
∂P̃

−T/2
t+1

∂θi
− Vi

]
Ftx̂t +Ki.
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Table 1. Comparison of Rounded Solutions to Problem 1 evaluated at the point θ = 1

Filter Solution
Implementation Exact Answer Rounded Answer

“differentiated”
Conventional
Covariance Filter

(P1)′
θ θ=1 =

e2

1 + e2 0

0 1
(P1)′

θ θ=1
r=

0 0

0 1

“differentiated”
Conventional
Information Filter

P −1
1

′
θ θ=1

= −
1 + e2

e2 0

0 1
P −1

1
′
θ θ=1

r= −
1
e2 0

0 1

Algorithm LLG-
eSRIF

P
−1/2
1

′

θ θ=1
= − 1

2

√
1 + e2

e
0

0 1
P

−1/2
1

′

θ θ=1

r= −1
2

1
e

0

0 1

V. Finally, compute the LLG according to (7).

Remark 1. Since, the matrices in (7) are triangular, only the diagonal elements

of R1/2
e,t and

∂
(
R

−1/2
e,t

)
∂θi

need to be computed. Hence, the Algorithm LLG-eSRIF

allows the m × m-matrix inversion of Re,t to be avoided in the evaluation of
LLG.

3 Ill-Conditioned Example Problems and Comparison

To illustrate and compare the performance of the presented Algorithm LLG-
eSRIF and the conventional approach, i.e. a straightforward differentiation of
the KF (“differentiated” KF), two simple test problems have been constructed.

Problem 1. Given:

P0 =
[
θ 0
0 θ

]
, H =

[
1, 0

]
, R = e2θ and F = I2, Q = 0, G =

[
0, 0

]T

where θ is an unknown parameter, I2 is an identity 2 × 2 matrix, 0 < e << 1;
to simulate roundoff we assume e+ 1 �= 1 but e2 + 1 r= 1.

Calculate: (P1)
′
θ at the point θ = 1.

For the θ = 1, this example illustrates the initialization problems that result
when HtPtH

T
t + Rt is rounded to HtPtH

T
t (see, for example, [9]). The exact

answer and the rounded answer, using e2 + 1 r= 1 in all calculations, are given
for the “differentiated” CKF, “differentiated” Conventional Information filter
(CIF) and the new Algorithm LLG-eSRIF developed in this paper (see Table 1).
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Table 2. Comparison of Rounded Solutions to Problem 2 evaluated at the point θ = 1

Filter Solution
Implement. Exact Answer Rounded Answer

“diff.”
CKF

(P1)′
θ θ=1 =

1
2 + e2

1 + e2 −1

−1 1 + e2
(P1)′

θ θ=1
r=

1
2

1 −1

−1 1

“diff.”
CIF

P −1
1

′
θ θ=1

= − 1
e2

1 + e2 1

1 1 + e2
P −1

1
′
θ θ=1

r= − 1
e2

1 1

1 1

Algorithm
LLG-
eSRIF

P
−1/2
1

′

θ θ=1
= − 1

2

2 + e2

1 + e2

1
e
√

1 + e2

0
√

1 + e2

e

r= −1
2

√
2

1
e

0
1
e

It can be seen that all algorithms except the “differentiated” CKF give the
nonsingular result. A singular answer will lead to a zero gain if a second mea-
surement of the same type is processed.

Problem 2. Given: same as Problem 1, but H =
[
1, 1

]
.

Find: (P1)
′
θ at the point θ = 1.

The exact solution and the rounded one for Problem 2 are summarized in Table 2.
With this more general type of ill-conditioning, only Algorithm LLG-eSRIF gives
a nonsingular result.

4 Numerical Results

To substantiate the above theoretical result experimentally, we consider the ex-
ample taken from [10]. Our simulation experiments are broken down into the
following steps. Step 1 is planned to compute the negative LLF; in so doing, we
compare our simulation results with those produced by the Conventional Infor-
mation Filter (CIF). Step 2 is intended to compute the LLG; in this case, we
compare the result generated by the Algorithm LLG-eSRIF with those produced
by the “differentiated” CIF.

Example 1. Let the test system (1), (2) be defined as follows:

xt+1 =
[
1 ∆t

0 e−∆t/τ

]
xt +

[
0
1

]
wt,

zt =
[
1 0

]
xt + vt

where τ is a parameter which needs to be estimated.
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Fig. 1. The negative LLF and LLG calculated by the Conventional Information Fil-
ter, the extended Square-Root Information Filter, the “differentiated” Conventional
Information Filter and Algorithm LLG-eSRIF, respectively.

The results of Step 1 and Step 2 are shown in Fig. 1. For the test problem,
τ∗ = 15 was chosen as the true value of parameter τ . As can be seen, all two
algorithms for evaluatinf the LLG produce exactly the same result and give the
same zero point. Besides, it is readily seen that the estimate τ̂min minimizing
the negative LLF coincides with the estimate τ̂grad at which the LLG is zero.
Moreover, all estimates fit the true value of parameter τ , i.e. τ∗ = 15.

5 Conclusion

In this paper, the new algorithm for evaluating the Log Likelihood Gradient
(score) of linear discrete-time dynamic systems has been developed. The neces-
sary theory has been given and substantiated by the computational experiments.
Two ill-conditioned example problems have been constructed to show the supe-
rior perfomance of the Algorithm LLG-eSRIF over the conventional approach.
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Abstract. Sequence Pair is an elegant representation for block placement of IC 
design, and the procedure to generate the SP from an existing placement is 
necessary in most cases. An improved generation algorithm is proposed instead 
of the existing methods that are either difficult or inefficient to be implemented. 
The algorithm simplifies the definition of relation between blocks and avoids 
employing complicated graph operations. The time complexity of the algorithm 
is O (n2) and can be reduced to O (n log n), where n is the number of blocks. 
The experimental results of the algorithm show its superiority in running time. 

1   Introduction  

The floorplanning and block placement problems become increasingly important in 
physical design of Integrated Circuits (IC), where floorplanning can be regarded as 
placement with soft module blocks. Such problems are usually solved in two phases, 
i.e., the initial constructive phase, and iterative improvement one [1]. They are 
complex combinatorial optimization problems and most of their sub-problems are 
NP-Complete or NP-Hard [2]. Therefore heuristic approaches such as Simulated 
Annealing (SA) algorithm [3] are widely used to generate good layouts at the iterative 
stage, where representations of the placement is one of the crucial factors in 
evaluation of the costs. 

In contrast with the so-called flat or absolute representations where the blocks are 
specified in terms of absolute coordinates on a plane without grids, a large number of 
representations of geometrical topological relations of blocks were proposed, e.g., 
slicing [4], mosaic [5], compacted [6] and P*-admissible representations [2, 7, 8, 9]. 
The P*-admissible representations can represent the most general floorplans and 
contain a complete structure for searching an optimal solution, among which the 
Sequence Pair (SP) is most favored and widely researched recently. 

The SP related efforts with SA algorithms in the literature usually randomly 
generate an initial SP and then pack it to evaluate its cost. However, Force Directed 
Relaxation [10, 11] and other analytical algorithms that have been studied for a long 
time can construct better placements than the random ones. In addition, with the 
occurrence of incremental physical design [12] or Engineering Change Orders (ECO), 
it is imperative to find an effective and efficient approach to generate the SP from an 
arbitrary existing placement as an initial configuration. 
                                                           
∗ Corresponding author. 
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The original method to generate SP is “Gridding” [2], which is so complicated that 
it can hardly be implemented and the time complexity is assumed to be O (n3), where 
n is the number of blocks. The generation procedure in Parquet [13] uses dynamic 
programming algorithm to find transitive closure graphs (TCG), which runs in O (n2) 
time. In [14], Huo and Ding proposed a much faster generation method and an 
algorithm that runs much faster than the TCG algorithm from Parquet. As we know, 
the time complexity of traversing a graph is O (n2) or O (n + e), where e is the number 
of edges, although it was reported (without proof or experimental results) by Kodama 
et. al. that the time complexity  of the proposed “Fast-Gridding” algorithm by means 
of tracing a constraint graph in [15] is O (n log n). 

In this paper, an improved algorithm to generate SP is proposed, which determines 
the position of each block on a generation plane based on the relations of every two 
blocks, and the time complexity is O (n2). A faster O (n log n) algorithm is also 
proposed. 

2   Sequence Pair 

The topological relations of any two non-overlap module blocks are horizontal and 
vertical, i.e., left to, right to, above and below [16], as shown in Fig. 1. Diagonal 
relations can be simply degenerated by preferring horizontal relations to vertical ones, 
as in Fig. 1(c) where bi is assumed to be left to bj, unless there is a chain of vertical 
relations, which is considered as a vertical relation, as shown in Fig. 1(d). For 
example, in Fig. 2 block 8 is both left to and above block 3, but there is a vertical 
relation chain of them, i.e., block 8 is above block 6 and block 6 above block 3, so 
block 8 is said to be above block 3 instead of left to it. Such relations cannot be 
determined by just check two blocks, so that many procedures calculate indirect 
relations from the transitive closure of immediate relations, which is usually time-
consuming. 

An HV-Relation-Set (HVRS) for a set of blocks is a set of horizontal or vertical 
relations for all block pairs [17], and a Feasible-HVRS involves all the relations of 
blocks excluding non-realizable relations, e.g. {bi is left to bj, bj is left to bk, bk is left 
to bi} is not a Feasible-HVRS for blocks bi, bj and bk. 

 

Fig. 1. Possible relations between two blocks bi and bj. (a) bi is left to bj; (b) bi is above bj; (c) bi 
is diagonal to bj and assumed  to be left to bj;  (d) bi is diagonal to bj but a vertical relation chain 
exists between bi and bj, i.e., bi is above bk and bk is above bj, so bi is above bj . 
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A Sequence Pair (SP) is an ordered pair of sequences + and -, each of which is a 
sequence of n block names [2], e.g., the SP from Fig. 2 is ( +, -) = (154806273, 
012453687). A sequence pair corresponds to a Feasible-HVRS as follows: 

− bi is left to bj (bj is right to bi): if ( +, -) = (… bi … bj …, … bi … bj …) 
− bi is below bj (bj is above bi): if  ( +, -) = (… bj … bi …, … bi … bj …)  

The time complexity of the original evaluation procedure “Packing” is O (n2) [2], 
and it was later sped up to O (n log log n ) [18]. 

 

Fig. 2. A placement of the MCNC apte benchmark with SP (1 5 4 8 0 6 2 7 3, 0 1 2 4 5 3 6 8 7) 

3   Generation Algorithms 

3.1   Algorithm Embedding 

According to the generation method Embedding from [14], algorithm Embedding can 
be proposed naturally. To determine the Feasible-HVRS of n blocks, each block 
needs to be compared with every other n-1 blocks, which implies the O (n2) time 
complexity. However, not all the comparisons are necessary and some of them can be 
removed to accelerate the procedure, e.g., if the information of bi above bj and bj 
above bk is acquired, bi is absolutely above bk. 

Resolve relations and ordering criteria in sequences 
The orders of blocks in both sequences can be determined from relations of blocks bi 
and bj, as follows: 

− bi is before bj  (bj is behind bi ) in +: if bi is left to bj or above bj 
− bi is before bj  (bj is behind bi ) in -: if bi is left to bj or below bj  
− bi is before bk in either sequence: if bi is before bj and bj is before bk. 

The relations of any two blocks can be just determined by their locations and sizes. 
Here we ignore the vertical chain and if bi and bj have both horizontal and vertical 
relations. We simply assume their relation is horizontal. 

Sort the blocks according to their x coordinates 
The order of blocks to be embedded must be determined, in order to eliminate 
ambiguities and achieve a correct result. In this algorithm, we sort the blocks 
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according to their x coordinates with introspective sorting and selection algorithms 
that performs O (n log n) time complexity in worst cases as discussed in [19].  

Insert block names into linked lists according to the sorted order 
Two linked lists listx and listy are used to represent the + and - respectively, which 
are generated separately by inserting the block names. To insert block bi into a list, we 
traverse the list from its header, check the relations of bi with every visited block bj, 
and stop to insert bi before bj, if it is found that bj should be behind bi in the list. 
However, if no such block exists, bi is appended to list because it should be current 
list tail. 

Program section of Embedding for in C++ (only for listx) 

sort_blocks(xx) // sort by x coordinates  
listx.push_back(xx[0]);// insert the first block  
for(idx=1; idx<n; ++idx ) { 
  i = xx[idx]; //get the block name 
  for(pos=listx.begin();pos!=listx.end();++pos) { 
    j = *pos; 
    r = relation(i,j); 
    if(r == LEFT || r == ABOVE) { // i precedes j  
      listx.insert(pos, i);// insert i before j 
      break; 
    } 
  } 
  if(pos == listx.end()){ // i is currently list tail 
    listx.push_back(i); 
  } 
} 

The procedure “relation” in the algorithm compares block bi and block bj only, so it 
runs for constant time. The time complexity of the outer for loop is O (n), so is the 
inner one. And thus the total time complexity of algorithm Embedding is O (n2).  

Sometimes a placement may correspond to multiple sequence pairs, e.g., the 
placement in Fig. 2 has another sequence pair (1 5 4 8 0 6 7 2 3, 0 1 2 3 4 5 6 7 8) as 
well as the one discussed in this paper. We pack the generated SP again and check 
whether the locations of all the blocks in the new placement match those in the old 
one, in order to validate the result. 

A sequence pair obtained by Embedding imposes horizontal relation on any pair of 
blocks only when the relation of the pair cannot be coded as vertical. 

Lemma. Embedding is correct when vertical relation chains exists. 

Proof: Suppose the relation of bi and bj is diagonal and there exists a chain of vertical 
relations between them. Without loss of generality, bi is supposed to be left to and 
above bj, and only one block bk is in the chain, i.e., bi is above bk and bk is above bj, as 
illustrated in Fig. 1 (d). If the relation of bi and bj is checked first, the incorrect result 
will be returned, i.e., bi is left to bj, according to the ordering criteria. Now that the 
relation of x coordinates of the three blocks is xi < xk < xj, and the order to embed 
blocks is according to their x coordinates, bk is embedded in advance of bj and the 
correct vertical relation of bi and bk is obtained first. Accordingly, the correct vertical 
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relation of bk and bj is obtained later, so the relation of bi and bj is implicated 
correctly, i.e., a vertical one, instead of being mistakenly resolved. 

Theorem. The Sequence Pair generated by algorithm Embedding is correct. 

Proof: If no diagonal relations exist, the relation of every two blocks is unique and the 
orders of blocks in both sequences can be correctly determined. If diagonal relations 
exist but there are no chains of vertical relations, since we regard such diagonal 
relations as horizontal ones, the relation of every pair of blocks is also unique and the 
result is correct. The last case is there are both diagonal relations and vertical relation 
chains in a placement. According to the preceding Lemma, the algorithm is correct 
too. Since the relations of every pair of blocks are determined without ambiguity, the 
order in either sequence of SP is correct.  

3.2   Reducing Running Time to O (n log n) 

Since both + and - are ordered sequences, we can use balanced binary search trees 
to store them. Make use of two binary trees treex and treey to represent + and - 
respectively, and generate treex and treey separately by inserting the blocks into the 
trees. We name this algorithm LogAlgo. 

Program section of LogAlgo algorithm in C++ (for treex only) 

sort_blocks(xx) 
//ltspx is a function object 
Ltlogsp ltspx(LEFT, ABOVE); 
//treex is a binary tree with  
//ordering criteria ltspx 
Btree treex(ltspx); 
for(idx=0; idx<n; ++idx ) { 
  i = xx[idx].idx; 
  treex.insert(i); 
} 

Class Ltlogsp invokes procedure relation (i, j) that functions the same with the one 
of algorithm Embedding when a comparison of two blocks bi and bj is needed. The 
insertion operation of Btree includes searching on a binary tree and keeping it 
balanced, whose time complexity is O (log n). There are n blocks to be inserted to the 
tree in the loop, so the total time complexity is now reduced to O (n log n) from O (n2). 

3.3   Experimental Results 

After sorting, the order of blocks of the placement in Fig. 1 to be embedded is: 0 1 4 5 
2 6 8 3 7. + and - can be generated separately and simultaneously. Table 1 shows 
the running process of the algorithm Embedding to generate the listx from the 
placement in Fig. 1 (the results for listy and for other benchmarks is omitted), and the 
number of comparisons is 34. Table 2 shows the process of algorithm LogAlgo, with 
20 comparisons. Fig. 3 demonstrates the balanced binary tree treex when block 3 and 
block 7 is inserted respectively. 
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Table 1. Run of the algorithm after inserted block 0 in list listx. A, B, L and R stand for 
relations between two blocks of above, below, left to and right to respectively. List listx is the 
list before (without block name in parenthesis) and after intertion of current block. 

# Comparisons ListX # Comparisons ListX 
1 A0 (1) 0 6 R1, R5, R4, R0, A2 1 5 4 0 (6) 2 
4 R1, A0 1 (4) 0 8 R1, R5, R4, R0, A6 1 5 4 0 (8) 6 2 
5 R1, A4 1 (5) 4 0 3 R1, R5, R4, R0, R8, 

B6, R2 
1 5 4 0 8 6 2 (3) 

2 R1, B5, B4, R0 1 5 4 0 (2) 7 R1, R5, R4, R0, R8, 
R6, R2, A3 

1 5 4 0 8 6 2 (7) 3 

Table 2. Run of the algorithm after inserted block 0 in Btree treex. The inorder traversal results 
of treex are listed in column TreeX. 

# Comparisons TreeX # Comparisons TreeX 
1 A0 (1) 0 6 R4, R0, A2 1 5 4 0 (6) 2 
4 A0, R1  1 (4) 0 8 R4, A6, R0 1 5 4 0 (8) 6 2 
5 A4, R1 1 (5) 4 0 3 R4, B6, R2 1 5 4 0 8 6 2 (3) 
2 B4, R0 1 5 4 0 (2) 7 R4, R6, R2, A3 1 5 4 0 8 6 2 (7) 3 

 

Fig. 3. the Btree treex (a) after block 3 and (b) block 7 was inserted, respectively. The newly 
inserted node is in shade. Please note that after block 7 was inserted, the tree rotated to keep 
balanced. 

Experiments on all the MCNC benchmark1 circuits and the some of the GSRC 
benchmark2 circuits are performed in comparison with the generation routine from 
Parquet [13] on running time. We first generate the placements of the benchmarks 
with the Simulated Annealing algorithm using the LCS evaluation algorithm [18], and 
save the placements and their corresponding sequence pairs. Then we take the 
placements as input and generate their sequence pairs as output with the programs 
respectively. The accumulative running time of the generation 1000 times are listed in 
                                                           
1 See: http://www.cse.ucsc.edu/research/surf/GSRC/MCNCbench.html 
2 See: http://www.cse.ucsc.edu/research/surf/GSRC/GSRCbench.html 
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Table 3. It can be seen that our algorithms runs much faster than the routine from 
Parquet, and the more complex the placement is, the more speed improvement our 
program achieves. In addition, as the number of blocks grows larger than 33, the 
LogAlgo algorithm with O (n log n) time complexity outperforms the Embedding 
evidently. When there are less than 33 blocks, additional time is needed for the 
LogAlgo algorithm to keep the tree balanced.  

Table 3. Running time in seconds of our programs and Paquet on MCNC and GSRC 
benchmarks 

Benchmark block # Parquet Embedding LogAlgo 

apte 9 0.0580  0.0100  0.0120  

xerox 10 0.0740  0.0110  0.0130  

hp 11 0.0840  0.0120  0.0130  

ami33 33 0.7369  0.0470  0.0440  

ami49 49 1.8127  0.0780  0.0670  

n50a 50 1.7257  0.0830  0.0670  

n100a 100 7.4579  0.2570  0.1380  

n200a 200 35.8016  0.8989  0.2940  

n300a 300 92.4549  1.9057  0.4349  

4   Conclusions 

In this paper, we introduce an improved algorithm named Embedding to generate 
Sequence Pair, which is easier to be implemented than the original “Gridding” 
method [2], is more elegant than the graph-based algorithm “Fast-Gridding”[15] and 
runs faster than the existing implementation from Parquet. The algorithm uses linked 
lists to store the block sequence, whose time complexity is O (n2). We also proposed 
an algorithm LogAlgo based on balanced binary search trees that costs O (n log n) 
running time. When a placement is composed with more than 33 blocks the LogAlgo 
reveals its superiority. 
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Abstract. The paper presents a simple, robust, and effective constraint en-
forcement scheme for rigid body dynamic simulation. The constraint enforce-
ment scheme treats the constraint equations implicitly providing stability as 
well as accuracy in constrained dynamic problems. The method does not re-
quire ad-hoc problem dependent parameters. We describe the formulation of 
implicit constraint enforcement for both holonomic and non-holonomic cases in 
rigid body simulation. A first order version of the method is compared to a first 
order version of the well-known Baumgarte stabilization.  

1   Introduction 

Rigid body simulation is highly important in the modeling of various physical sys-
tems and has been comprehensively studied in electrical and mechanical engineering. 
Rigid body dynamics involves a variety of holonomic constraints such as ball-and-
socket, hinges, sliders, universal joints, and contact constraints. In addition, non-
holonomic constraints have been used in simulations of robots and cars. In rigid body 
dynamics, constraint enforcement is critical to guarantee successful simulations since 
small but accumulating constraint drift could cause instabilities. Constraint satisfac-
tion through the use of Lagrange multipliers represents a challenging problem nu-
merically as the resulting system of equations is a mixed ODE algebraic system. Early 
workers solved this problem by differenting the constraint equations replacing the 
algebraic equation with an ODE but the solutions exhibited numerical drift in the 
constraint error. Baumgarte’s stabilization method [1] was introduced to reduce this 
numerical drift using parameter dependent stabilization terms and is still widely used 
today due to it’s simplicity. 

In this paper, we propose an implicit holonomic and non-holonomic constraint en-
forcement method for rigid body dynamics that provides numerical stability and accu-
racy without requiring ad-hoc stabilization parameter terms while providing the same 
asymptotic computational cost as the Baumgarte method. The approach is to implic-
itly expand the algebraic constraint in a Taylor series to the same order as the order of 
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the numerical method used to integrate the ODE system. The Taylor expansion is 
implicit in the state variables thus the method has desirable stability characteristics. 

2   Related Work 

The seminal work of Baumgarte [1] included second order feedback terms to stabilize 
constraints and has been used successfully for many applications [2, 3, 4, 6].  Numer-
ous improved methods have appeared over the decades since Baumgarte presented his 
method but Baumgarte’s stabilization is widely used due to its simplicity and the ease 
with which it is understood. The main drawback to Baumgarte stabilization is that the 
required parameters must be chosen in an ad-hoc manner. Another approach is post-
stabilization in which a correction is made to the state variables in order to minimize 
the constraint error. An example of this is Cline and Pai [5] who proposed a post-
stabilization approach for rigid body simulation. Post-stabilization requires additional 
computational load to reinstate the accuracy in the constraint and it can cause error in 
the motion of objects under complicated situations since the constraint drift reduction 
is performed independently from the conforming dynamic motions [7].  

3   Implicit Holonomic Constraint Enforcement 

In this section a simple implicit constraint enforcement method is presented and com-
pared to Baumgarte’s stabilization. It will be shown that a certain selection of 
Baumgarte parameters will result in the two methods being nearly identical for the 
holonomic case. A stability analysis will be presented and used as a guide to select 
parameters for Baumgarte’s stabilization technique. Let Φ be the vector of holonomic 
constraints. The equations of motion for the holonomically constrained system are 
written as  

T
rMr Fλ+ Φ =                                                   (1) 

TJ T Jπω λ ω ω+ Φ = −                                            (2) 

( ), 0r eΦ =                                                         (3) 

1
( )

2
e G e ω=                                                          (4) 

Where r are the center of mass coordinates, e are the Euler parameters associated with 
the orientation of the rigid bodies, rΦ and πΦ are the constraint jacobians associated 

with r and the orientation, respectively and λ is a vector containing the Lagrange mul-
tipliers. M and J are inertia matrices and ω  is the skew-symmetric matrix associated 
with the angular velocity ω . The matrix defining the time derivative of the Euler 
parameters and the angular velocity is given by: 

-e1 e0 e3 -e2 

G(e) = -e2 -e3 e0 e1

-e3 e2 -e1 e0

                                    (5) 
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Equations (1), (2) and (4) are discretized to first order as: 

 1 1( ) ( ) T
rr t t r t tM F tM λ− −+ ∆ = + ∆ − ∆ Φ                       (6) 

( ) ( ) ( )r t t r t tr t t+ ∆ = + ∆ + ∆                               (7) 
1 1 1( ) ( ) ( ) ( ) Tt t t tJ T tJ t J t tJ πω ω ω ω λ− − −+ ∆ = + ∆ − ∆ − ∆ Φ            (8) 

( ) ( ) ( ) ( )
2

t
e t t e t G e t tω∆+ ∆ = + + ∆                           (9) 

The basic philosophy of the implicit constraint enforcement technique we use is to 
expand the algebraic constraint function in a Taylor series to the same order as the 
discrete equations. The resulting expansion is: 

{ }( ) ( ) ( ) ( ) 0rt t t r t t t t tπ ωΦ + ∆ = Φ + Φ + ∆ + Φ + ∆ ∆ =            (10) 

Equations (6) through (8) may be used to eliminate the new time velocity terms to 
obtain the linear system that must be solved for the Lagrange multiplier: 

{ } ( )1 1 1 1
2

1
( )T T

r r r rM J r M F J T J
tt

π π π πλ ω ω ω− − − −ΦΦ Φ + Φ Φ = + Φ + Φ + Φ + Φ −
∆∆

 (11) 

In this equation and in all equations that follow terms without explicit time depend-
ence indicated are evaluated at old time. Once this system is solved for the Lagrange 
multipliers equations (6) through (9) are used to update the other variables. Note that 
this linear system is symmetric positive definite. Baumgarte’s stabilization technique 
may be used for this system in the following way. First the constraint is stabilized by 
adding two terms to the second derivative with parameters α and β as follows: 

22 0α βΦ + Φ + Φ =                                    (12) 

A similar procedure is used to obtain the linear system to be solved for the Lagrange 
multipliers: 

{ } ( )
( ) ( )

1 1 2 1

1

  2

                                             ( )

T T
r r r r

r
r

M J r M F

J T J r r

π π π

π π π

λ β α ω

ω ω ω ω

− − −

−

Φ Φ + Φ Φ = Φ + Φ + Φ + Φ

+ Φ − + Φ + Φ
    (13) 

As with the simple implicit method, once this system is solved for the Lagrange multi-
pliers equations (6) through (9) are used to update the other variables. Baumgarte stabi-
lization is often criticized because selection of the parametersα and β  is ad-hoc and 

problem dependent. Greenwood [9] suggests that both parameters should be propor-
tional to the time step and a cursory examination of equations (12) and (10) indicates 
that the choices 10.5 tα −= ∆  and 1tβ −= ∆ would result in our method and Baumgarte’s 

stabilization differing by only the last two terms in equation (12). In what follows we 
analyze the stability of these schemes and use the result to guide us in a selection for the 
parametersα and β . In order to analyze the stability the schemes described above we 

lump the center of gravity and orientation variables into a single vector q and we con-
sider a linearized system with linearized constraints with constraint gradient given by
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( )q qΦ = Β                                          (14) 

The dynamic system will have only constraint forces as we wish to isolate the ef-
fect of constraint enforcement on stability. The discretized homogeneous equations of 
motion may be written as: 

( ) ( ) 1 Tq t t q t tM λ−+ ∆ = − ∆ Β                           (15) 

( ) ( ) ( )q t t q t tq t t+ ∆ = + ∆ + ∆                            (16) 

Note that the mass matrix and inertia matrix are now lumped together. The linear 
system that must be solved for the Lagrange multiplier becomes. 

1
2

1 1
( ) ( )TM q t q t

tt
λ−Β Β = Β + Β

∆∆
                     (17) 

The Lagrange multipliers may now be eliminated and the resulting linear state-space 
form of the equations of motion is 

( ) ( )

( ) ( )

q t t q t

q t t q t

+ ∆
= Χ

+ ∆
                              (18) 

where      

( )1 1 1 1

1 1 1 11

T T

T T

M t M

M M
t

− − − −

− − − −

Ι − Β Α Β ∆ Ι − Β Α Β
Χ = − Β Α Β Ι − Β Α Β

∆

           (19) 

where 1 TM −Α =Β Β . The condition for stability of this system of equations is       

( ) 1ρ Χ ≤                                           (20) 

where ρ (X) is the spectral radius of the matrix X. A similar result may be derived for the 
Baumgarte method with the result         

( ) ( )

( ) ( )

q t t q t

q t t q t

+ ∆
= Λ

+ ∆
                               (21) 

Where       

( )2 2 1 1 1 1

2 1 1 1 1

2

2

T T

T T

t M t t M

t M t M

β α

β α

− − − −

− − − −

Ι − ∆ Β Α Β ∆ Ι − ∆ Β Α Β
Λ =

−∆ Β Α Β Ι − ∆ Β Α Β
       (22) 

The condition for stability for the Baumgarte method is  

                               ( ) 1ρ Λ ≤                                                (23) 

Note that the choices 10.5 tα −= ∆  and 1tβ −= ∆  would result in the Baumgarte stabili-

zation method having the same spectral radius as our implicit method as the differing 
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terms were discarded in the linearization. In order to investigate the stability of the 
methods further we consider the simple problem of a planar double pendulum with 
links modeled by point masses. The equations of motion are written using Cartesian 
coordinates thus we have two constraints that force the link lengths to be constant. 
The link lengths considered are unity as are the point masses. The constraints are 
linearized about a co-linear position and the resulting constraint jacobian for this 
linearized system is         

2 0 0 0

2 0 2 0
Β =

−
                                (24) 

For this case, (X)  1 for all t thus the implicit constraint enforcement method is 
unconditionally stable. The stability behavior of the Baumgarte’s stabilization de-
pends on the selection of the parameters α and β. For example, if we select α,β = 10 
the resulting stability limit is t  0.83. If we select parameters 1t −= ∆α  and 

1tβ −= ∆ which give us a critically damped response with time constant proportional to 

t we will find that the system is unstable. Therein lies the difficulty in parameter 
selection for Baumgarte’s stabilization technique. Improper choices for the parame-
ters α and β often results in time step limitations due to stability or in the time con-
stants associated with constraint satisfaction being too slow. One of the advantages of 
the simple implicit constraint enforcement scheme described in this paper is that the 
search for a good choice of parameters need not be undertaken and, as we will show, 
the method produces accurate results. For the comparisons in the rest of this paper we 
will use the parameter selections 10.5 tα −= ∆  and 1tβ −= ∆ for the reasons cited above. 

We note that these parameter selections specify a damping coefficient of 0.5 and a 
time constant on the order of the time step for constraint satisfaction.  

4   Implicit Non-holonomic Constraints Enforcement 

Non-holonomic constraints typically restrict velocities for points on objects. In the 
development that follows the implicit constraint enforcement technique is developed 
using functional dependences on the center of gravity coordinates only. Extension to 
dependence on orientation coordinates follows identical development. The equations 
of motion for the non-holonomic constraint can be written as  

              ( )N

r or r vΦ =                                        (25) 

Following our earlier philosophy the constraint written at new time is                   

( ( )) ( ) ( )N

r or t t r t t v t tΦ + ∆ + ∆ = + ∆                       (26) 

Next a Taylor series expansion is written to the same order as the discrete equations: 

( )
( )

( ( )) ( ) ( ( )) ( ) ( ( )) ( ) ( ( ) ( ) )

( ( )) ( ) ( ( ) ( ) )

N N N

r r r r

N

r r

r t t r t t   r t r t r t r t r t t r t

 r t r t r t t r t

Φ + ∆ + ∆ = Φ + Φ + ∆ −

+ Φ + ∆ −
  (27) 
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where the subscript r indicates partial differentiation with respect to r . After simplifi-
cation we have: 

 ( )( ( )) ( ) ( ( )) ( ) ( ( ) ( ) ) ( ( )) ( )N N N

r r rr
r t t r t t r t r t r t t r t r t r t tΦ + ∆ + ∆ = Φ + ∆ − + Φ + ∆ (28) 

Equation (7) may be used to eliminate ( )r t t+ ∆ to obtain  

( )( ( )) ( ) ( ( )) ( ) ( ) ( ( )) ( )N N N

r r rr
r t t r t t t r t r t r t t r t r t tΦ + ∆ + ∆ = ∆ Φ + ∆ + Φ + ∆    (29) 

The first term may be written to second order replacing ( )r t t+ ∆ with ( )r t resulting in  

 ( )( ( )) ( ) ( ( )) ( ) ( ) ( ( )) ( )N N N

r r rr
r t t r t t t r t r t r t r t r t tΦ + ∆ + ∆ = ∆ Φ + Φ + ∆      (30) 

Equation (6) may be used to eliminate ( )r t t+ ∆  and the result is substituted into Equa-

tion (32) to obtain the linear system that must be solved for the Lagrange multiplier: 

( )1 1 ( )1N N T N N N o
r r r r r

r

v t t
M r M F r r

t t
λ− − + ∆

Φ Φ = Φ + Φ + Φ −
∆ ∆

       (31) 

Note that we obtain the desirable symmetric positive definite linear system as we did 
with the holonomic case. The development for the case with orientation variable de-
pendence of the constraints is identical. Once this system is solved for the Lagrange 
multipliers equations (6) through (9) are used to update the other variables. Baumgarte’s 
stabilization for the non-holonomic case begins with the constraint function written as 
g(t) = 0. Baumgarte’s stabilization may be expressed as (Greenwood [8]). 

                         22 0
t

o
g g gdtα β+ + =                               (32) 

For our case we write 

( )( ) 0N
r og t r r v= Φ − =                                (33) 

and Baumgarte’s stabilization becomes 

( ) ( ) ( )1 1 2

0

2
t

N N T N N N N

r r o r r r o r or
M v r r M F r v r v dtλ α β− −Φ Φ =− + Φ + Φ + Φ − + Φ −  (34) 

Note again the appearance of extra terms in when using Baumgarte’s stabilization and 
in particular the appearance of the integral that must be calculated. In the results that 
follow we evaluate the integral with a first-order method consistent with the method 
used to integrate the ODE’s. 

5   Experiments 

To verify the accuracy of the proposed holonomic and non-holonomic implicit con-
straint enforcement, we performed a three-link rigid bar simulation in Fig. 1. Three 
separate rigid bars are connected by three spherical joints. The non-holonomic  
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(a) Initial state of rigid bar      (b) The motion of rigid-bar during simulation 

Fig. 1. The three-link rigid bar simulation with holonomic and non-holonomic constraints. The 
green circle indicates the trajectory of the point where the non-holonomic constraint is applied. 

  
(a) Implicit constraint error using t∆  = 0.01      (b) Baumgarte constraint error using t∆  = 0.01 

  
(c) Implicit constraint error using t∆  = 0.001 (d) Baumgarte constraint error using t∆  = 0.001 

Fig. 2. Comparison of holonomic and non-holonomic constraint errors for three-link rigid bar 
simulation 
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constraint is applied on the top end of the first link. The point in the end of this link 
has a circular velocity prescribed. The constraint is integrable but we treat it as a non-
holonomic constraint for illustration purposes. The prescribed velocity results in the 
circular movement of the end point of the link in the x-y plane.  

We recorded the holonomic and non-holonomic constraint errors over a time dura-
tion of 50 seconds and the results are shown in Fig 2. The Baumgarte stabilization 
parameters used are 10.5 tα −= ∆  and 1tβ −= ∆ . The results shown indicate somewhat 

better results for the non-holonomic constraint errors with our method and similar 
results for the holonomic constraint errors. These results are typical of what we have 
observed and we note that if we do not include the integral in the Baumgarte method 
the results are less accurate. 

6   Conclusion 

This paper describes an implicit constraint enforcement method for rigid body simula-
tions with both holonomic and non-holonomic constraints. Our implicit constraint 
enforcement method has several advantages. This method is implicit thus it has desir-
able stability characteristics. The method does not require problem dependent parame-
ters and does not require an integral computation for the non-holonomic case. The 
method is simple to implement, requiring fewer terms than Baumgarte stabilization. 
The method results in a symmetric positive definite linear system identical to that in 
Baumgarte stabilization. The method is easily extended to second order and the sec-
ond order method will appear in future work.  
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Abstract. The authors study three approaches which allow to model the steady 
state heat conduction in a 2D multiphase composite. The subject under 
investigating is the thermal conductivity of a c-BN composite thick film with 
possible inclusions of air bubbles. To define the thermal conductivity we have 
utilized (i) a commercial program ANSYS, for which a random structure has 
been externally generated, (ii) a cellular automata (CA) based model and (iii) a 
modified cellular automata based model where we have taken into account a 
thermal contact resistance between adjacent grains of c-BN. 

1   Introduction 

Up-to-now the whole electronics, that is based on silicon can work in the low 
temperature regime (max. 473K), and yet one should be aware that it will be soon 
when the device should meet the demand to take as huge power density, as 400 
W/cm2 [1]. That is why there are intensive works kept on designing new and 
improving known materials with extremely high heat conductivity to be capable 
taking such values over. The good and verified thermal model for mixtures, 
conglomerates and other composites becomes an issue. Such materials as cubic boron 
nitride (c-BN), gallium nitride (GaN), silicon carbide (SiC), and some others are to 
widen the temperature range for electronic devices. One hopes that the mentioned 
materials may allow increasing the temperature range even up to about 900K. The 
Table 1 introduces cubic boron nitride features among which the good heat 
conductivity, electrical insulation capabilities, the resistance against high temperature 
and chemical agents’ impact make one being interested in this material. As with CVD 
(Chemical Vapor Deposition) or PVD (Physical Vapor Deposition) it is impossible 
obtaining layers thicker than 3000 Å (they delaminate [2]) and yet, it is difficult to 
obtain crystalline structure that is wanted in electronics, the conception of thick film 
technology – screen printing was realized and the c-BN films, 20 – 150 µm thick, 
with a high adhesion to the substrate were deposited.  

The tested films were deposited on alumina (Al2O3 96%), with a screen printing 
technique through 325 mesh screen, then fired in a thick film belt furnace in 8500C, 
10 minutes. The printed thick film composition (‘electronic paste’), based on c-BN is 
a dispersive mixture of inorganic powders in a solution of organic resins. It consists of 
three basic components: 
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− the active phase that determines the electrical and thermal properties of the 
layer, i.e. the grains of cubic boron nitride, 2-5 m big, obtained with method 
shown in [3]; 

− the auxiliary phase (bonding) – bismuth-boron-silicate glass; 
− the organic vehicle 

The obtained film consists of c-BN grains surrounded by glass, with closed and 
open pores filled with air (Fig. 1) 

 

Fig. 1. SEM image with inverted contrast; a sample of the c-BN composite (magnified 5000x) 

Table 1. Components and material properties of a c-BN composite sample 

Material thermal conductivity 
[W/m2K] 

 density 
[g/cm3] 

volume fraction 
[%] 

c-BN 1300 3.48 85.67 
glass 12 6.64 4.32 
air 0.00271 0.0013 10 

It is obvious the mutual ratio of these phases influences the thermal conductivity of 
the film. The measurements for the film 100 m thick (made with the method 
described in [4]) result with values in the range 100-200 W/mK, depending on the  
c-BN grain fraction, the purity, and the volume of pores. Comparing this number to 
the c-BN thermal conductivity, one can see that although the thermal conductivity of 
c-BN is very high, the effective thermal conductivity of a composite film is much 
lower due to the presence of the glass, air inclusions and the fact that there are grains 
of c-BN only and not a continuous layer of a monocrystal. Since the gas pores are 
very small, one can neglect the convection and treat them as a material of low thermal 
conductivity. So the conductivity of the composite layer is affected by the size and the 
shape of grains, their orientation and the volume of c-BN phase. Since the thickness 
of a layer is a dozen of grains one should consider the shape, the size and the position 
of every grain. 

There is a lack of references, where thermal modeling of composites deals with 
different sizes and irregular shapes of grains. For instance in [5] every particle with 
the high thermal conductivity is considered as a circle or sphere of randomly varying 
radius and position. In [6] and [7] every node represents an element with the high or 
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low conductivity. No thermal resistance of contacts was considered between 
neighboring elements. The effective thermal conductivity of the layer was governed 
by the existence of percolation path, mainly. A (random) resistors network has been 
generated first [5], [6], [7] and then the solution was obtained with the use of various 
approaches. 

We have gone one step lower where the heat conduction inside grains and between 
them should be properly modeled to get accurate effective conductivity of the film. 

2   The First Approach – FEM  

The first idea is always using a commercial software, and we have done it to calculate 
an effective thermal conductivity. The ANSYS software, based on the FEM (Finite 
Element Method), was used. As the number of grains may be higher than few dozens 
so we prepare a special file (we have done it using Scilab 3.0 [8], but it may be done 
in any other programming language). This is the script that covers input data for 
geometry: information about distribution function of the grain size, permissible angles 
between adjacent edges of a grain and the final size of a composite sample. Thus, the 
structure is completely stochastic. The basic assumption is that the grains cannot 
overlap one another. Thus, after generating, any grain is to be placed in the structure 
in such a location where it does not overlap with other grains and its position is as low 
as possible (Fig. 2 shows an example how the geometry is constructed).  

 

Fig. 2. A midstep of the geometry generation process. We have to place a grain in the lowest 
possible location. 

An example of such an input file’s result is presented in Fig. 3.  

 

Fig. 3. The geometry used for defining the effective thermal conductivity of a composite layer  
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Additional (grey) layers work as buffers between the film and the boundary 
conditions and guarantee a space for a heat source. Setting boundary conditions as 
presented in Fig. 3 assures that the entire heat flux must flow trough the composite 
layer. The task for ANSYS is to mesh the domain, to solve it, and to export some 
results Fig. 4 

 

Fig. 4. The mesh and temperature distribution of the composite layer  

Since one knows the dissipated power, dimensions of the film and average 
temperatures on both sides of it, one can calculate its effective thermal conductivity. 
For the film in Fig. 4 the volume fraction of c-BN was ca. 50% and no air was 
considered. The effective thermal conductivity amounts to ca. 64 Wm-1K-1.  

The mesh consists of 12⋅103 nodes. It took about 1 min (2800+ Athlon PC) to 
obtain these results. So one can reasonably expect that also 3D simulation can be 
performed. 

Of course there are some issues that must be considered. First, the presented 
method of generating geometry of the structure doesn’t allow getting high (ca. > 70%) 
c-BN volume ratios. Then, if we get a large number of grains comparing to the glass 
phase, the space between them can be very narrow which will cause problems with 
mesh generation. Thus a case when two grains have a common edge should be also 
taken into account. Summarizing, a “simple” problem of creating the composite 
structure evolves into modeling of composite fabrication process, not discussed here. 
However, the presented results show that it is possible to obtain the effective thermal 
conductivity with this method.  

3   Standard Cellular Automata (CA) Approach 

To solve the steady-state heat diffusion differential equation there is no need to utilize 
any sophisticated commercial software. One can use a cellular automata, which 
allows to model behaviors of physical systems [9],[10], and also to mimic a diffusion 
process. On a homogeneous 2D square lattice the temperature at a given node is 
obtained as a mean value of temperatures at 4 neighboring nodes (1) [11]. This is 
enough to mimic the diffusion. When the lattice is not uniform or the environment  
is not homogeneous one has to use a weighted mean (1). Such a case is presented in 
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Fig. 5.  The space between nodes can be chosen freely as well as thermal conductivity 
of each cell. Then, the only problem is to obtain the weights. 
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where T(i,j) is the temperature at (i,j) node and Tk(i,j) denotes k-th neighbour of (i,j) 
node, pk is a proper weight. A sum of all pk’s is always one. 

The weights can be obtained using finite difference representation of the 
differential equation. The final result is (2) [11].:  
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where HGEN is a heat generation rate, and Si,j is the heat generation area. 

 

Fig. 5. Every node has its own temperature which depends on temperatures of adjacent cells. 
Such local relation is typical for cellular automata.  

For the isothermal boundary condition (b.c.) we fix the temperature at the boundary 
node. If the edge is adiabatic, an image of the node which is nearest to the edge is 
placed, the other side of boundary is to obtain a reflective property of adiabatic b.c.  

The structure and the temperature distributions are shown in Fig. 6. The structure 
resolution is 100x100 pixels, and each pixel represents one cell. The shade indicates 
material.  

To calculate the steady-state distribution we needed ca. 10 minutes (Athlon XP, 
2800+). The effective thermal conductivity was found about 90 Wm-1K-1. 

The volume ratios were respectively: cBN - 83% , glass - 7%, air - 10%. This is 
much closer to the values placed in Table 1, but also close to the measurements. 
However the lower bound of glass phase is still limited by the size of one pixel. For 
100 pixels we cannot decrease it below 1% if any. And each grain must be bounded 
by the glass. To decrease the volume fraction of the glass one should have to increase 
the resolution which would increase time of calculation. For 200x200 pixels 2 hours 
(Athlon XP, 2800+) were necessary to find the final solution. 
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Fig. 6. The 100x100 pixels structure, the temperature distribution and the temperature profile 
along dashed line. The size of each pixel was assumed 1µm×1µm. 

So we have to deal with two problems: we have to (i) decrease time of computation 
by lowering the resolution (keeping in mind the accuracy), (ii) decrease the lower 
limit of the glass volume .This can be done by a slight modification of the CA 

4   Modified Cellular Automata Approach  

Having in mind the temperature distribution (Fig. 6), and the temperature profile, one 
can see that the temperature steps correspond to the glass regions and the profile 
reminds a profile with contact thermal resistances. Thus one can eliminate pixels 
which surround each grain by introducing contact resistances. 

The formulas (2) were derived from the finite difference, but they can also be 
obtained by connecting adjacent nodes by thermal resistors. Introducing thermal 
contact resistances the resistances can be calculated from the conductivity and 
dimensions of a cell Fig. 7. 

Fig. 7. The way of introducing contact thermal resistance. dc – thickness of the contact. Please 
note that here the node lies at the center of the cell. 

The resistance of the contact is calculated as the resistance of a layer with the 
thickness dc. 
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Assuming that the thickness of a glass layer is small and that its thermal 
conductivity is much lower than the conductivity of c-BN one can assume that there is 
no heat conduction along the joint layer and the resistance rw,1 is: 

( ) ]m1[dy2

x

k

1
r

cj,i
1,w ⋅−∆

∆=  . (4) 

Similarly we obtain other resistances and then proper weights. So the final recipe 
for the diffusive CA has not changed, but the value of weights was modified. 

Two temperature profiles in two composite films are presented in Fig 8 . The 
composition of the films a) and b) is: c-BN – 91% and 88%, glass – 1% and 3%, air – 
8% and 8% of volume ratio. The effective thermal impedance was about 773 Wm-1K-1 

and 515 Wm-1K-1, respectively. We can see that for the b) structure the steps are much 
higher since the thickness of the glass film is higher. Even a small change of glass 
content may change the effective conductivity significantly. For this method of 
modeling there is no bottom limit for glass fraction. 

 
 

Fig. 8. Temperature profile along dashed line. The domain consists of 100x100 pixels of a size 
1µm×1µm each. The thickness of contact layer was a) 0.1 and b) 0.3 of a cell size.  

5   Discussion on Efficiency of Cellular Automata 

The system which has been analyzed by means of CA can be also solved by forming a 
system of linear equations:  

A•X=B . (5) 

For the domain of 100x100 pixels X – is a vector of 104 unknown temperatures. A is a 
104x104 sparse matrix. B is a 104 elements vector. When using CA we need at least 
one 100x100 matrix where we store temperatures and four 100x100 matrices for 
weights. So we do not need a 104x104 matrix. Even if it’s a sparse matrix we have to 
remember indeces of non zero elements. The simplest iterative methods of solving (5) 
are the Jacobi and Gauss-Seidel algorithms [12]. In both cases we have not obtained 
shorter time of computation in comparison to CA algorithm. It doesn’t mean that CA 
methods are fast enough. The speed is a problem, but a problem which can be solved. 
First we can use a non-uniform grid: finer near grain boundaries and courser inside a 
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grain. This will affect only weights. Moreover, different levels of mesh could be 
introduced so an approximated solution could be found first, and next, using more 
accurate mesh a detail solution would be obtained. 

6   Conclusions 

The purpose of this study was to investigate an efficient method of accurate modeling 
of composites’ thermal properties. We have considered: (i) an approach which utilizes 
ANSYS software, (ii) a cellular automata method. 

Using the first approach, the result comes very fast but if we have the geometry 
already prepared. And the basic problem is to generate the structure. We should 
consider not only the position of each grain but also a possible sticking one grain to 
another if we need to lower the glass fraction. So should be ready to face up a 
problem of modeling fabrication process. 

Of course this can be the case for CA approach. However we can use a scanned 
and reviewed image of the composite layer as input data. Since a CA can easily deal 
with complex boundaries we are not restricted to simple shapes which are necessary 
for ANSYS. The CA is an easy approach and very intuitive.  
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Abstract. In this paper we present new parallel inverse arrow-type ma-
trix algorithms based on the concept of sparse factorization procedures,
for computing explicitly exact and approximate inverses, on symmetric
multiprocessor systems. The parallel implementation of the new inver-
sion algorithms is discussed and numerical results are presented, using
the simulation tool of Multi-Pascal.

1 Introduction

Sparse matrix computations, which have inherent parallelism, are of central im-
portance, because of the applicability to real-life problems and are the most
time-consuming part in computational science and engineering computations.
Hence research efforts were focused on the production of efficient parallel com-
putational methods and related software suitable for multiprocessor systems,
[1, 2, 5, 11, 12, 14].

Until recently, direct methods have been effectively used, but the increase of
size, even with the use of modern computer systems, has become a barrier to
such methods, [2, 3]. Additionally, the solution of sparse linear systems, because
of its applicability to real-life problems, is obtained by iterative methods, which
are in competitive demand after the emergence of Krylov subspace methods,
[5, 11, 14].

An important achievement over the last decades is the appearance and use
of Explicit Preconditioned Methods, [4], for solving sparse linear systems, and
the preconditioned form of a linear system Au = s is MAu = Ms, where M is
preconditioner, [1, 2, 5, 11, 14]. The preconditioner M has therefore to satisfy
the following conditions: (i) MA should have a ”clustered” spectrum, (ii) M can
be efficiently computed in parallel and (iii) finally ”M × vector” should be fast
to compute in parallel, [2, 5, 11, 12, 14].

Hence, the derivation of parallel methods was the main objective for which sev-
eral families of parallel inverses of an arrow-type matrix, are proposed. The main
motive for the derivation of the parallel exact and approximate inverse matrix
algorithms is that they result in parallel direct methods and in parallel iterative
methods in conjunction with parallel preconditioned conjugate gradient - type
schemes respectively, for solving arrow-type linear systems on multiprocessor
systems.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 506–513, 2006.
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2 Parallel Exact and Approximate Inverses

Let us consider the arrow - type linear system, i.e.,

Au = s, (1)

where A is a sparse arrow - type (n× n) matrix of the following form:

A ≡

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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Arrow-type matrices occur in practice for example, in the course of the Lanc-
zos method for solving the eigenvalue problem for large sparse matrices, in the
eigenstructure problems of arrowhead matrices which arise from applications in
molecular physics and in the application of the finite element or finite difference
method over a region by removing part of the region. This class of arrow-type
linear systems captures the class of linear systems, which can be considered as
a special tridiagonal linear systems, which occur when solving certain constant-
coefficient elliptic partial differential equations by the Fourier method, or us-
ing finite difference methods to solve linear constant-coefficient boundary value
problems, [6, 7, 8].

Let us now assume the factorization of the coefficient matrix A, i.e.

A = LU, (3)

where L and U are sparse strictly lower and upper triangular matrices of the
same profile as the matrix A, [6, 7, 8]. The elements of the L and U decom-
position factors were computed by the so-called Arrow - type Approximate
LU-type Factorization algorithm (henceforth ATALUFA algorithm), [6]. The
memory requirements of the ATALUFA algorithm are O(5n) words and the
computational work is O(6n) multiplicative operations, [6].

Let M = (µi,j), i, j ∈ [1, n], be the exact inverse of the coefficient matrix A.
The elements ofM = (µi,j) can be computed by solving recursively the following
systems, [6]:

ML = U−1 and UM = L−1. (4)

The Exact Inverse Arrow - type Matrix algorithm (henceforth called the
EIATM algorithm) for computing the elements of the exact inverse, has been
presented in [6]. Similarly, by retaining δl elements next to the main diago-
nal, the elements of the approximate inverse M δl = (µi,j), i ∈ [1, n], j ∈
[max (1, i− δl + 1) , min (n, i+ δl − 1)], were computed by the Banded
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Approximate Inverse Arrow - type Matrix algorithm (henceforth called the
BAIATM algorithm), [6].

For the parallelization of the EIATM and the BAIATM algorithms on sym-
metric multiprocessor systems, the ATALUFA algorithm was used as a “front-
end”computational procedure. The elements of the matrix M were computed in
a sequence, as shown in Eq. 5 (for n = 8 and δl = 3 without loss of generality),
because of the dependence of the elements of the inverse during the construction.
The values of the parentheses at the superscript of elements (e.g. µ

(k)
i,j ), indicate

that the element µi,j was computed at the k-th step of the algorithm, while the
elements with the same superscript (i.e. (k)) were computed concurently. The
pattern for the sequence of computations was considered as an anti-diagonal
motion, starting from the element µn,n down to µ1,1, where the elements on an
anti-diagonal were computed in parallel.

M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

µ
(15)
1,1 µ

(14)
1,2 µ

(13)
1,3 µ

(12)
1,4 µ

(11)
1,5 µ

(10)
1,6 µ

(9)
1,7 µ

(8)
1,8

µ
(14)
2,1 µ

(13)
2,2 µ

(12)
2,3 µ

(11)
2,4 µ

(10)
2,5 µ

(9)
2,6 µ

(8)
2,7 µ

(7)
2,8

µ
(13)
3,1 µ

(12)
3,2 µ

(11)
3,3 µ

(10)
3,4 µ

(9)
3,5 µ

(8)
3,6 µ

(7)
3,7 µ

(6)
3,8

µ
(12)
4,1 µ

(11)
4,2 µ

(10)
4,3 µ

(9)
4,4 µ

(8)
4,5 µ

(7)
4,6 µ

(6)
4,7 µ

(5)
4,8

µ
(11)
5,1 µ

(10)
5,2 µ

(9)
5,3 µ

(8)
5,4 µ

(7)
5,5 µ

(6)
5,6 µ

(5)
5,7 µ

(4)
5,8

µ
(10)
6,1 µ

(9)
6,2 µ

(8)
6,3 µ

(7)
6,4 µ

(6)
6,5 µ

(5)
6,6 µ

(4)
6,7 µ

(3)
6,8

µ
(9)
7,1 µ

(8)
7,2 µ

(7)
7,3 µ

(6)
7,4 µ

(5)
7,5 µ

(4)
7,6 µ

(3)
7,7 µ

(2)
7,8

µ
(8)
8,1 µ

(7)
8,2 µ

(6)
8,3 µ

(5)
8,4 µ

(4)
8,5 µ

(3)
8,6 µ

(2)
8,7 µ

(1)
8,8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (5)
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If we consider that the command forall is responsible for process creation and
execution, then the algorithm for the Parallel implementation of the EIATM
algorithm (henceforth called the PEIATM algorithm) is:

For k = 1 to n
forall l = 1 to k

call inverse(n − l + 1,n − k + l)
for k = n − 1 downto 1

forall l = 1 to k
call inverse(l,k − l + 1)

while the algorithm for the Parallel implementation of the BAIATM algorithm
(henceforth called the PBAIATM algorithm) is:

For k = 1 to δl
forall l = 1 to k

call inverse(n − l + 1,n − k + l)
m = 2
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for k = (δl + 1) to n
forall l = m to (k − m + 1)

call inverse(n − l + 1,n − k + l)
if (k − δl) mod 2 = 0 then

m = m + 1
m = m − 1
for k = (n − 1) downto (δl + 1)

forall l = m to k − m + 1
call inverse(l,k − l + 1)

if (k − δl) mod 2 = 1 then
m = m − 1

for k = δl downto 1
forall l = 1 to k

call inverse(l,k − l + 1)

where the function inverse(i,j) computes the element µi,j of the exact inverse,
and can be described as follows, [6]:

function inverse(i,j)
if (i ≥ j) then

if (i = n) then
if (j = n) then

µn,n = 1/wn

else
if (j = n − 1) then

µn,n−1 = (−dj · µn,n) /wj

else
µn,j = (−dj · µn,j+1 − ej · µn,n) /wj

else
if (i = j) then

if (j = n − 1) then
µn−1,n−1 = (1 − dn−1 · µi,n) /wj

else
µi,j = (1 − dj · µi,j+1 − ej · µi,n) /wj

else
µi,j = (−dj · µi,j+1 − ej · µi,n) /wj

else
if (j = n) then

if (i = n − 1) then
µn−1,n = −gn−1 · µn,n

else
µi,n = −gi · µi+1,n − hi · µn,n

else
µi,j = −gi · µi+1,j − hi · µn,j

It should be mentioned that the parallel construction of exact inverses on
distributed systems has been studied and implemented in [9], and is under further
investigation.
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3 Numerical Results

For the parallel implementation of the PEIATM and PBAIATM algorithm
described above, the simulation tool of Multi-Pascal has been utilized, where a
time unit of the simulated time is approximately equivalent to one microsecond
of the real execution time on a general purpose multiprocessor, [13]. The archi-
tecture platform is that of a shared memory system consisted of 512 processors.

The relative speedups and efficiency, for several values of the order n and
number of processors for the PEIATM algorithm are presented in Table 1.
In Fig. 1 and 2 the relative speedups versus the order n for several number of
processors and the relative speedups versus the number of processors for several
values of the order n, are presented respectively for the PEIATM algorithm.

Table 1. Speedups and efficiency for the PEIATM algorithm, for various values of
the order n and number of processors

n no proc=2 no proc=4 no proc=8 no proc=13
Speedup Effi/ncy Speedup Effi/ncy Speedup Effi/ncy Speedup Effi/ncy

15 1.825 0.913 2.867 0.717 3.505 0.438 3.645 0.280
20 1.856 0.928 2.975 0.744 3.898 0.487 4.155 0.320
40 1.894 0.947 3.083 0.771 4.931 0.616 5.361 0.412
60 1.902 0.951 3.102 0.776 5.494 0.687 5.957 0.458
80 1.905 0.953 3.106 0.777 5.870 0.734 6.314 0.486

Fig. 1. Speedups versus the order n for the PEIATM algorithm for several number
of processors

The relative speedups and efficiency for several values of the order n, the
retention parameter δl and number of processors for the PBAIATM algorithm
are presented in Table 2. In Fig. 3 and 4 the relative speedups versus the retention
parameter δl for several number of processors with n = 100, and the relative
speedups versus the order n for several number of processors with δl = n/2, are
presented respectively for the PBAIATM algorithm.

It should be noted that the restrictions imposed by the developing environ-
ment used, did not allow us to fully explore cases for n > 80 for the exact inverse
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Fig. 2. Speedups versus the number of processors for the PEIATM algorithm for
several values of the order n

Table 2. Speedups and efficiency for the PBAIATM algorithm, for various values of
the order n, δl and number of processors

n δl no proc=2 no proc=4 no proc=5
Speedup Efficiency Speedup Efficiency Speedup Efficiency

20 2 1.104 0.552
4 1.477 0.739 1.760 0.440 1.760 0.352
8 1.637 0.819 2.201 0.550 2.307 0.461

n/2 1.669 0.835 2.376 0.594 2.421 0.484
40 2 1.107 0.554

4 1.484 0.742 1.784 0.446 1.784 0.357
8 1.650 0.825 2.258 0.565 2.370 0.474

n/2 1.793 0.897 2.809 0.702 2.943 0.589
60 2 1.108 0.554

4 1.486 0.743 1.792 0.448 1.792 0.358
8 1.654 0.827 2.275 0.569 2.389 0.478

n/2 1.783 0.892 2.953 0.738 3.151 0.630
80 2 1.108 0.554

4 1.487 0.744 1.796 0.449 1.795 0.359
8 1.656 0.828 2.283 0.571 2.398 0.480

n/2 1.768 0.884 3.118 0.780 3.262 0.652
100 2 1.108 0.554

4 1.487 0.744 1.798 0.450 1.798 0.360
8 1.657 0.829 2.288 0.572 2.403 0.481

n/2 1.762 0.881 3.218 0.805 3.351 0.670

algorithm and for n > 100 for the approximate inverse algorithm. Additionally,
the number of processors no proc = 13 for the exact inverse and no proc = 5
for the approximate inverse, was the maximum number of processors allowed by
the simulation environment in each case (for δl = 2 the maximum number was
no proc = 2).
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Fig. 3. Speedups versus the retention parameter δl for the PBAIATM algorithm for
several number of processors with n = 100

Fig. 4. Speedups versus the order n for the PBAIATM algorithm for several number
of processors with δl = n/2

We observe that the relative speedups and efficiency are increasing as the order
n increases for various values of the number of processors. Although the relative
speedups increase when adding more processors on the system, the efficiency is
decreasing, but remains high for large values of n.

Numerical results for such arrow-type linear systems have been presented in
[6, 7, 8] for solving boundary value problems and in [10] for solving problems
considered in reliability engineering and in particular performability evaluation
of multitasking and multiprocessor systems.

4 Conclusion

The design of parallel explicit exact and approximate inverses results in efficient
parallel direct and iterative methods for solving arrow-type linear systems on
multiprocessor systems. Despite the restrictions of the simulated environment
used as the experimental platform, the experimental results obtained tend to
the upper theoretical bounds.
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Finally, further parallel algorithmic techniques will be investigated in order to
improve the speedups and efficiency of the parallel construction of explicit exact
and approximate inverses, on symmetric multiprocessor systems.
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Abstract. Employing a differential evolution (DE) algorithm, we pre-
sent a novel permutation-based search technique in list scheduling for
parallel program. By encoding a vector as a scheduling list and differ-
ential variation as s swap operator, the DE algorithm can generate high
quality solutions in a short time. In standard differential evolution al-
gorithm, while constructing the next generation, a greedy strategy is
used which maybe lead to convergence to a local optimum. In order to
avoid the above problem, we combine differential evolution algorithm
with simulated annealing algorithm which relaxes the criterion selecting
the next generation. We also use stochastic topological sorting algorithm
(STS) to generate an initial scheduling list. The results demonstrate that
the hybrid differential evolution generates better solutions even optimal
solutions in most cases and simultaneously meet scalability.

1 Introduction

Given parallel program modelled by a directed acyclic graph (DAG), the objec-
tive of scheduling the tasks to multiprocessors is minimizing the completion time
or makespan while satisfying the precedence constraints. The problem is NP-
hard even simplified model with some assumptions and becomes more complex
under realistic application such as arbitrary task execution and communication
times. Due to the intractability, many classical heuristics have been proposed
to find out sub-optimal solution of the problem, the idea behind these heuristic
algorithms is to tradeoffs the solution quality and the complexity [1-5]. Recently
meta-heuristics search approaches have also made some accomplishment on solv-
ing the problem [1][2][3].

Since DE was first introduced to minimizing possibly nonlinear and non-
differentiable continuous space functions [6], it has been successfully applied
in a variety of applications [7]. In this paper, we exploit a hybrid differential
evolution algorithm to construct the solution for parallel program scheduling
with the permutation-based solution presentation.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 514–521, 2006.
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2 The Multiprocessor Scheduling with Communication
Delays

It is popular to model the multiprocessor scheduling using a directed acyclic
graph (DAG), which can be defined by a tuple G = (V, E, C, W ), where V =
{nj, j = 1 : v} is the set of task nodes and v = |V | is the number of nodes, E is
the set of communication edges and e = |E| is the number of edges,C is the set
of edge communication costs, and W is the set of node computation costs. The
value c(ni, nj) ∈ C corresponds to the communication cost incurred while the
task ni and nj are scheduled to different processors, which is zero if both nodes
are assigned on the same processor. The value w(ni) ∈ W is the execution time
of the node ni ∈ V . The edge ei,j = (ni, nj) ∈ E represents the partial order
between tasks ni and nj , which dictate that a task cannot be executed unless
all its predecessors have been completed their execution.

The target system M is consisted of m identical or homogeneous proces-
sors with local memory connected by an interconnection network with a cer-
tain topology. When scheduling tasks to machines, we assume every task of a
parallel program can be executed on any processor and only on one proces-
sor non-preemptively and the system executes computation and communication
simultaneously.

Scheduling the graph G to M is to find out pairs of (task, processor) which
optimize the scheduling length or completion time. Most scheduling algorithms
are based on the so-called list scheduling strategy. The basic idea of list schedul-
ing is to make a scheduling list (a sequence of nodes for scheduling) by assigning
them some priorities, and then assign the tasks to processor according to some
rule such as the earliest start time first.

3 Differential Evolution Algorithm

Differential evolution (DE) is one of the latest evolutionary optimization meth-
ods proposed by Storn and Price [6]. Like other evolution algorithms, mutant
operator, Crossover operator, selection operator are introduced to generate a
next generation, but DE has its advantages such as simple concept, immediately
accessible for practical applications, simple structure, ease of use, speed to get
the solutions, and robustness, parallel direct search method [6].

At the heart of the DE method is the strategy that the weighted difference
between two vectors selected randomly is exerted on the perturbed vector to gen-
erate a trial vector, then the trial vector and the assigning vector exchange some
elements according to probability, better individuals are selected as members of
the generation G+1.

For example, one version DE/rand/2 updates according to the following
formulates:

(1) Initial population,Xi,G, i = 0, 1, 2, · · · , NP − 1, NP is the number of popu-
lation.

(2) Evolution operation, for every Xi,G, denote running vector.
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Mutation
A mutation vector v is generated according to

Vi,G+1 = Xr1,G + F1 ∗ (Xr2,G − Xr3,G) + F2 ∗ (Xr4,G − Xr5,G) (1)

r1,r2,r3,r4 and r5 ∈ [0, NP − 1] re mutually different integer and different
from running index i; F1, F2 ∈ [0, 2] are constant factor which controls the
amplification of the differential variation (Xr2,G − Xr3,G) and (Xr4,G − Xr5,G).

Crossover
The trial vector is formed,

Ui,G+1 = (u0i,G+1, u1i,G+1, . . . , u(D−1)i,G+1) (2)

where , uji =
{

vji,G+1 j =< n >D, < n + 1 >D, . . . , < n + L − 1 >D

xji,G otherwise (3)

where <>D denote the modulo function with modulus D. The starting index n
in (2) is a randomly chosen integer from the interval [0, D − 1]. The integer L is
drawn from the interval [0, D − 1] with the probability

Pr(L = v) = (CR)v (4)

CR ∈ [0, 1] is the crossover probability and constitutes a control variable for the
DE scheme. The values of both n, D and L can refer to literature [6].

Selection
In order to determine whichever of Ui,G+1 and Xi,G is transferred into the next
generation, the fitness values of the two are comparedand the better is preserved.

(3) Stop Criterion

This process is repeated until a convergence occurs.

4 Applying DE Heuristic to Scheduling Problem

The DE algorithm with few control variables is robust, easy to use and lends
itself very well to parallel computation [6]. However, the continuous nature of
the algorithm limited DE to apply to combinatorial optimization problems. In
order to use it in parallel program scheduling problem, we must re-define the
operations in following way as to take into account the precedence relations
between tasks.

4.1 Redefining the DE

Defining the vector: Every vector in differential evolution algorithm is repre-
sented by a feasible permutation of tasks, a tasks list satisfying topology order.

Defining of differential variation: In our proposed algorithm, the differential
variations (Xr2,G − Xr3, G) and (Xr4,G − Xr5,G) is defined as a set of Swap
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Operator on task nodes in scheduling list[8]. Consider a normal solution se-
quence of multiprocessor scheduling with n nodes, here we define Swap Operator
SO(ni, nj) as exchanging node ni and node nj in scheduling list. Then we define
S̃ = S + SO(ni, nj) as a new solution on which operator SO(ni, nj) acts. For
example,

{n1, n2, n3, n4, n5, n6} + SO(n1, n3) = {n3, n2, n1, n4, n5, n6} (5)

Plus operation between two SOs: Swap Set SS is a set of Swap Operators.

SS = (SO1, SO2, SO3, · · · , SOn) (6)

When Swap Set acts on a solution, all the Swap Operators of the swap Set act
on the solution in order. i.e.

SS = {(nk
i , nk

j ), i, j ∈ {1, 2, · · · , N}, k ∈ {1, 2, · · · , }} (7)

which represents that node nk
i and nk

j are swapped firstly, and n2
i and n2

j are
swapped secondly, and so forth. Define plus operation between SO1 and SO2 as
the union of the two swap operators, denote

SO1 + SO2 (8)

so Swap Set operation can be described by the following formula[8]:

S̃ = S + SS = S + (SO1, SO2, SO3, · · · , SOn)
= ((SO1, SO · · ·) + SO2) + . . . + SOn (9)

The plus sign “+” above means continuous swap operations on one solution.
Plus operation between two SSs: If several Swap Sets have the same results as

a single Swap Set acting on one solution, we define the operator “⊕” as merging
several Swap Sets into a new swap Set[8]. For instance, there is two Swap Sets
SS1 and SS2, SS1 and SS2 act on one solutionS in order, and there is another
Swap Set SS̃ acting on the same solution S, then get the same solution S̃, call
that SS̃ is equivalent to SS1 ⊕ SS2.

Minus operation between two vectors: Suppose there are two vectors, A and
B, a Swap Set SS which can act on B to get vector A, i.e. we can swap the
nodes in B according to A from left to right to get SS. So there must be an
equation A = B + SS. We define the minus operation between vectors A and B
as a SS, that is. A = B + SS ⇔ A − B = SS.

Updating: On the basis of above, Formula (1) has already no longer been
suitable for the scheduling problem. We update it as follows:

Vi,G+1 = Xr1,G + (Xr2,G − Xr3,G) ⊕ (Xr4,G − Xr5,G) (10)

4.2 Stochastic Topological Sorting Algorithm

On the basis of above, the initial vectors, initial scheduling list, must satisfy
the precedence constrains. The topological sorting algorithm (TS) can serve the
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purpose, but the TS has two fatal disadvantages, one of which is that it is based
on the depth-first search so that the topological orders generated by the TS
algorithm cannot cover the whole feasible solutions, the other of which is that
the topological order is fixed because it is subject to the storage structure of the
DAG in the computer. In [9], we devise a novel sorting algorithm, a stochastic
topological sorting algorithm (STS). The STS algorithm will be used in this
paper to generate an initialized population.

4.3 Crossover Operation

In our algorithm, crossover operators adopted do not exchange the values of
the elements but the order the elements appear in vectors to avoid permutation
infeasibility when using permutation-based DE for the scheduling. We lend this
idea from partially mapped crossover (PMX) [10], so that the order the activities
appear in the multidimensional vectors other than the values of the elements are
changed during updating process. The strategy of PMX that performs swapping
elements is illustrated in Fig.1.

Here, the mutation vector and the running vector, respectively, resemble par-
ent 1 and parent 2 in PMX, except that the two vectors should not be in-
corporated into a vector. Element(called element 1) of mutation vector will be
determined according to formula(3) to see if the activity represented by the el-
ement will be moved to another placement or if the element will be swapped
with another one (called element 2), which is the element that element 1 maps
in the running vector[11]. When the placements of the two elements satisfy the
predecessors-successors constraints, the crossover operation takes place.

{n1, n2, · · · , ni, · · · , nk, · · · , nj , · · · , nN}
mutation vector

{n1, n2, · · · , nk, · · · , nj , · · · , ni, · · · , nN}
running vector

{n1, n2, · · · , ni, · · · , nj , · · · , nk , · · · , nN}
trial vector

�
�

��

�
�

��

	




Fig. 1. An example of the partially mapped crossover operator in DE vectors

4.4 Simulated Annealing Selection Operation

Once a new solution is generated, a decision must be made whether or not to
accept the newly derived vector as next generation. In standard DE, a greedy
strategy is utilized to determine trial and running vector, which means the better
of fitness of the two survive into next generation. The greedy criterion can con-
verge fairly fast, but it runs the risk of becoming trapped by a local minimum[6].
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The mechanism of Simulated Annealing is introduced into DE[12], which effec-
tively optimize the objective function while moving both uphill and downhill.
According to SA algorithm, selection strategy not only accepts better solutions
(decreasing scheduling length) but also some worse solutions(increasing schedul-
ing length). The Metropolis criterion decides on acceptance probability of worse
solutions[12].

5 Experiment Results

Benchmark instances from website (http://www.mi.sanu.ac.yu/ tanjad/) are
used to test the validity of our approach with three different selection strate-
gies. In order to demonstrate the efficiency of the SA select operation, we
test the benchmark instances using three strategies, SA selection operation
(DE+SA), standard DE(STDE), the trial vector directing into next genera-
tion(DE+RAND) respectively.

In our experiments, we select the ogra100 problem with different edge densities
, which is defined as the number of edges divided by the number of edges of a
completely connected graph with the same number of nodes [5]. For each density,
the mean deviations from the optimal schedule for 10 runs are recorded in Table1
for DE with and without SA selection strategy respectively. DE with SA always
has comparable performance on the results of DE without SA whether using
different processors or different densities.

Table 1. Results of the DE algorithm with different selection strategies compared
against optimal solutions (% deviations) for the random task graphs with three densi-
ties using 2, 4, 6, and 8 processors.( amplification factor F1=F2=1, Iteration number
equals 20).

No. of processors
STDE DE+RAND DE+SA

Graph density 2 4 6 8 2 4 6 8 2 4 6 8
60 3.75 8.00 9.25 10.88 2.88 7.13 12.88 11.25 2.88 6.75 8.63 6.79
70 2.75 6.38 7.25 7.25 2.63 8.50 12.13 9.38 1.63 6.75 6.79 6.75
80 1.63 5.00 7.63 4.63 1.38 8.13 10.25 7.38 1.00 4.00 4.75 4.75
90 1.00 1.12 5.48 5.50 1.13 3.50 5.50 5.50 0.50 1.63 4.00 4.00

Avg. Dev. 2.28 5.12 7.40 7.06 2.00 6.81 10.18 8.38 1.50 4.78 6.04 5.57

At the same time, we also investigate how the density of graphs affects the
scheduling results. Because the lengths of optimal schedules are given depend on-
lyon task number, it appears that dense graphs spent less communication costs.
Fig.2 is the result. Based on same tasks number and processors, less deviation
is achieved for dense-task graphs.

Finally, we test the average deviation under different task numbers, and the
result is illustrated in Fig.3. With the tasks number increasing, the communica-
tion cost between tasks assigned to different processors has a vital proportion to
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Fig. 2. The average % deviations from the optimal of the solutions generated by the
DE algorithm for the random task graphs with different densities using 2 processors
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Fig. 3. The average % deviations from the optimal of the solutions generated by the
DE algorithm for the random task graphs with different tasks using 4 processors

the overall cost. A conclusion can be observed that the DE algorithm with SA
selection strategy for scheduling has a good scalability.

From the values above it is evident that a hybrid strategy of DE incorporating
temperature-based acceptance criterion of SA is preferable to greedily selecting
manipulation because the use of probability acceptance to inferior solutions in SA
enhances the solution diversity in search process. The effect is always desirable
due to the advantage of the DE with SA to avoid the local optima.

6 Summary

We have presented a differential evolution algorithm for multiprocessor DAG
scheduling. As can be see from the previous results of the performance-testing
experiment, in most cases the permutation-based DE method can find near-
optimal schedule, especially the DE method with SA selection technique. In
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practice, we combine the DE technique of searching in global space with the SA
capacity to jump out of local optimum in selecting an optimal scheduling list.

References

1. I. Ahmad, M. K. Dhodhi: Multiprocessor Scheduling in a Genetic Paradigm. Par-
allel Computing,Vol. 22 (1996) 395-406

2. Y.-K. Kwok, I. Ahmad: Efficient Scheduling of Arbitrary Task Graphs to Multi-
processors Using a Parallel Genetic Algorithm. J. Parallel and Distributed Com-
puting,Vol 47,(1997) 58-77

3. T. Davidovic, P. Hansen, N. Mladenovic: Permutation Based Genetic, Tabu and
Variable Neighborhood Search Heuristics for Multiprocessor Scheduling with Com-
munication Delays. Asia-Pacific Journal of Operational Research,Vol. 22, (2005)
297-326

4. T. Davidovic, T. G. Crainic: New Benchmarks for Static Task Scheduling on Homo-
geneous Multiprocessor Systems with Communication Delays. Publication CRT-
2003-04, Centre de Recherche sur les Transports, Universite de Montreal (2003)

5. T. Davidovic, P. Hansen, N. Mladenovic: Variable Neighborhood Search for Mul-
tiprocessor Scheduling Problem with Communication Delays. Proc. MIC2001, 4th
Metaheuristic International Conference, J. P. de Sous, Porto, Portugal (2001)

6. R. Storn, K. Price: Differential Evolution-a Simple and Efficient Heuristic for
Global Optimization over Continuous Space. Journal of Global Optimization, Vol.
11,(1997) 341-359

7. R. Storn: System Design by Constraint Adaptation and Differential Evolution.
IEEE Transaction on Evolutionary Computation,vol. 3 (1999) 22-34

8. KANG-PING WANG, LAN HUANG,CHUN-GUANG ZHOU,WE1 PANG: Parti-
cle Swarm Optimization for Traveling Salesman Problem. Proceedings of the Sec-
ond International Conference on Machine Learning and Cybernetics,vol. 5 (2003)
1583-1585

9. Wenbo Xu, Jun Sun: Efficient Scheduling of Task Graphs to Multiprocessors
Using a Simulated Annealing Algorithm. DCABES 2004 Proceedings,Vol .1 (2004)
435-439

10. D.E. Goldberg: Genetic Algorithms in Search, Optimization, and Matching
Learning. Addison-Wesley Publishing Company, Inc.,Reading (1989)

11. Hong Zhang, Xiaodong Li, Heng Li: Particle Swarm Optimization-Based Schemes
for Resource-Constrained Project Scheduling. Automation in Construction,Vol.
14 (2005) 393-404

12. S.Kirkpatrick, C.Gelatt, M.Vecchi: Optimization by Simulated Annealing.
Science,vol. 220 (1983) 671-680



V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 522 – 529, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Accelerating the Viterbi Algorithm for Profile Hidden 
Markov Models Using Reconfigurable Hardware 

Timothy F. Oliver, Bertil Schmidt, Yanto Jakop, and Douglas L. Maskell  

School of Computer Engineering, Nanyang Technological University, Singapore 639798 
{yanto_jakop, tim.oliver}@pmail.ntu.edu.sg, 

{asbschmidt, asdouglas}@ntu.edu.sg 

Abstract. Profile Hidden Markov Models (PHMMs) are used as a popular tool 
in bioinformatics for probabilistic sequence database searching. The search 
operation consists of computing the Viterbi score for each sequence in the 
database with respect to a given query PHMM. Because of the rapid growth of 
biological sequence databases, finding fast solutions is of highest importance to 
research in this area. Unfortunately, the required scan times of currently 
available sequential software implementations are very high. In this paper we 
show how reconfigurable hardware can be used as a computational platform to 
accelerate this application by two orders of magnitude. 

1   Introduction 

Profile Hidden Markov Models (PHMMs) have been introduced to molecular biology 
to statistically describe protein families [6,8]. This statistical description can be used 
for sensitive and selective protein sequence database searching [5]. The scan 
operation consists of aligning each sequence in the database to a query PHMM using 
the well-known Viterbi algorithm [12]. This type of database search is widely used in 
biological research. Examples include searching for trans-membrane domains [9] and 
Spin/SSTY homologues [11], to name just a few.  However, due to the quadratic time 
complexity of the Viterbi algorithm this search can take hours or even days 
depending on the database size, query PHMM length, and hardware used. Therefore, 
several parallel solutions for PHMM database searching have been developed on 
coarse-grained architectures such as clusters [13] and grids [2] as well as on fine-
grained architectures such as SIMD boards [3,10] and graphics cards [7].  

In this paper we show how re-configurable field-programmable gate array 
(FPGA)-based hardware platforms can be used to accelerate PHMM database 
scanning by two orders of magnitude.  Since there is a large overall FPGA market, 
this approach has a relatively small price/unit and also facilitates upgrading to 
FPGAs based on state-of-the-art technology. We present a high-speed 
implementation on a Virtex II XC2V6000. The implementation is also portable to 
other FPGAs. 

This paper is organised as follows. In Section 2, we introduce the Viterbi 
algorithm used to align a PHMM to a sequence. The parallel algorithm and its 
mapping onto a reconfigurable platform are explained in Section 3. The performance 
is evaluated and compared to previous implementations in Section 4.  Section 5 
concludes the paper with an outlook to further research topics. 



 Accelerating the Viterbi Algorithm for PHMMs Using Reconfigurable Hardware 523 

2   Viterbi Algorithm for Profile Hidden Markov Models 

Biologists have characterized a growing resource of protein families that share 
common function and evolutionary ancestry. PHMMs have been identified as a 
suitable mathematical tool to statistically describe such families and PHMM 
databases such as PFAM [1] have been created. The general transisiton structure of a 
PHMM is shown in Figure 1. It consists of a linear sequence of nodes. Each node has 
a match (M), insert (I) and delete state (D). Between the nodes are transitions with 
associated probabilities. Each match state and insert state also contains a position-
specific table with probabilities for emitting a particular amino acid. Both transition 
and emission probabilities can be generated from a multiple sequence alignment of a 
protein family. 

M0
(start)

I0

M1

I1

D1

M2

I2

D2

M3

I3

D3

M4

I4

D4

M5
(end)  

Fig. 1. The transition structure of a PHMM of length 4. Squares represent match states, circles 
represent delete states and diamonds represent insertions. 

A PHMM can be aligned to a given protein sequence to determine the probability 
that the sequence belongs to the modeled protein family. The most probable path 
through the PHMM generating a sequence equal to the given sequence determines a 
similarity score. The well-known Viterbi algorithm can compute this score by 
dynamic programming (DP). The computation is given by the following recurrence 
relations. 
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where tr(state1,state2) is the transition cost from state1 to state2 and e(Mj,si) is the 
emission cost of amino acid si at state Mj. M(i,j) denotes the score of the best path 
matching subsequence s1…si to the submodel up to state j, ending with si being 
emitted by state Mj. Similarly I(i,j) is the score of the best path ending in si being 
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emitted by Ij, and, D(i,j) for the best path ending in state Dj. Initialization and 
termination are given by M(0,0)=0 and M(n+1,m+1) for a sequence of length n and a 
PHMM of length m. By adding jump-in/out costs, null model transitions and null 
model emission costs the equation can easily be extended to implement Viterbi local 
scoring (see e.g. [4]). 

An alignment example is illustrated in Figures 2, 3, and 4. A PHMM with 
transition scores is given in Figure 2. The emission scores of the M-states are given in 
Figure 3.  The I-states emission scores in this example are set to zero, i.e. e(Ij,si) = 0 
for all i ,j. The Viterbi DP matrix for computing the global alignment score of the 
sequence HEIKQ and the given PHMM is shown in Figure 4. The three values M, I, 
D at each position are displayed as DMI. A traceback procedure starting at M(6,5) and 
ending at M(0,0) (shaded cells in Figure 4) delivers the optimal path through the 
given PHMM emitting the sequence HEIKQ. 
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Fig. 2. The given PHMM of length 4 with transition scores 

 A C D E F G H I K L M N P Q R S T V W Y 
M1 −1 −1 −1 −1 1 −1 3 1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 
M2 1 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 
M3 2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
M4 −1 −1 1 −1 −1 −1 1 −1 2 −1 −1 −1 −1 −1 −1 −1 1 −1 −1 −1 

Fig. 3. Emission scores of the M-states for the PHMM in Figure 2 

 0 1 2 3 4 5 

∅ *0
* -5−∞−∞ -7−∞−∞ -9−∞−∞ -12−∞−∞  

H −∞−∞-5 −∞3−7 1−7−∞ −1−9−∞ −4−9−∞  
E −∞−∞-7 −∞−8−2 −43

−2 0−1−4 −3−3−6  
I −∞−∞-9 −∞−6−4 −6−4−1 −32

−3 −1−2−5  
K −∞−∞-11 −∞−10−6 −8−5−3 −5−30 −42

−3  
Q −∞−∞-13 −∞−12−8 −10−8−5 −7−5−2 −6−2−2  
      −2 

Fig. 4. The Viterbi DP matrix for computing the global alignment score of the protein 
sequence HEIKQ and the given PHMM 
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3   Mapping onto a Reconfigurable Platform  

The three values of I, D, and M of any cell in the Viterbi DP matrix can only be 
computed if the values of all cells to the left and above have been computed. But the 
calculations of the values of diagonally arranged cells parallel to the minor diagonal 
are independent and can be done simultaneously. Assuming we want to align a 
subject sequence to a query PHMM on a linear array of processing elements (PEs) 
this parallelization is achieved by mapping the Viterbi calculation as follows: one PE 
is assigned to each node of the query PHMM. The subject sequence is then shifted 
through the linear chain of PEs (see Fig. 5). If l1 is the length of the subject sequence 
and l2 is the length of the query PHMM, the comparison is performed in l1+l2−1 steps 
on l1 PEs, instead of the l1×l2 steps required on a sequential processor. 

… H E I K Q

subject sequence

query model

 
Fig. 5. Systolic sequence comparison on a linear processor array 

Figure 6 shows our design for each individual PE. It contains registers to store the 
following temporary DP matrix values: M(i−1,j−1), I(i−1,j−1), D(i−1,j−1) (upper-left 
cells) and M(i−1,j), I(i−1,j), D(i−1,j) (upper cells). The values M(i,j−1), I(i,j−1), and 
D(i,j−1) are stored in the left neighbour. Each PE holds the emission probabilities 
e(Mj,si) and e(Ij,si) for the corresponding PHMM node in two look-up-tables (LUTs). 
The look-ups of e(Mj,si) and e(Ij,si) and their addition are done in one clock cycle. 
The results are then passed to the next PE in the array together with the sequence 
character. 

The data width (dw) is scaled to the required precision (usually dw = 24 bits is 
sufficient). The LUT depth is scaled to hold the number of emission scores per node 
(usually 20 for aminoacid sequences). The emission width (ew) is scaled to 
accommodate the dynamic range required by the emission score (usually ew=16 is 
sufficient). The look-up address width (lw) is scaled in relation to the LUT depth. All 
numbers are represented in 2-complement form. Furthermore, the adders in our PE 
design use saturation arithmetic.  

In order to achieve high clock frequencies fast saturation arithmetic is crucial to 
our design. Therefore, we have added two tag bits to our number representation. 
These two tags encode the following cases: number (00), +max (01), −max (10), and 
not-a-number (NaN) (11). The tags of the result of an addition and maximum 
operation are calculated according to Table 1 and 2. Our representation has the 
advantage that result tags can be computed in a very simple and efficient way: if any 
of the operand’s tags is set in an addition, a simple bit-wise OR operation suffices. 
Otherwise, the tags will be set according to the overflow bit of the performed 
addition.  
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Table 1. Computation of result tags in the case of an addition 

add number (00) +max (01) −max (10) NaN (11) 

number (00) 00(a) 01 10 11 
+max (01) 01 01 11 11 
−max (10) 10 11 10 11 
NaN (11) 11 11 11 11 

(a)except the case that the result produces an overflow, then the result tag is 01 (if MSB is set) 
or 10 (if MSB is not set) 

Table 2. Computation of result tags in the case of a maximum operation 

max number (00) +max (01) −max (10) NaN (11) 
number (00) 00 01 00 11 

+max (01) 01 01 01 11 
−max (10) 00 01 10 11 
NaN (11) 11 11 11 11 

Assuming, we are aligning the subject sequence S = s1…sM of length M to a query 
PHMM of length K on a linear processor array of size K using the Viterbi algorithm. 
As a preprocessing step, the transition and emission probabilities of states Mj, Ij, and 
Dj are loaded into PE j, 1≤j≤K. S is then completely shifted through the array in 
M+K−1 steps as displayed in Figure 5. In iteration step k, 1≤k≤M+K−1, the values 
M(i,j), I(i,j), and D(i,j) for all i, j with 1≤i≤M, 1≤j≤K and k=i+j−1 are computed in 
parallel in all PEs within a single clock cycle. For this calculation, PE j, 2≤j≤K, 
receives the values M(i,j−1), I(i,j−1), D(i,j−1) and si from its left neighbor j−1, while 
all other required values are stored locally. Thus, it takes M+K−1 steps to compute 
the alignment score with the Viterbi algorithm. However, notice that after the last 
character of S enters the array, the first character of a new subject sequence can be 
input for the next iteration step. Thus, all subject sequences of the database can be 
pipelined with only one-step delay between two different sequences. 

So far we have assumed a processor array equal in size of the query model length. In 
practice, this rarely happens. Since the length of the HMMs may vary, the computation 
must be partitioned on the fixed size processor array. The query model is usually larger 
than the processor array. For sake of clarity we firstly assume a query sequence of 
length K and a processor array of size N where K is a multiple of N, i.e. K=p⋅N where 
p≥1 is an integer. A possible solution is to split the computation into p passes:  

The first N nodes of the query model are assigned to the processor array and the 
corresponding emission and transition scores are loaded. A number of database 
sequences to be aligned to the query model then cross the array; the M-, I-, and D-
value computed in PE N in each iteration step are output. In the next pass the 
following N nodes of the query model are loaded into the array. The data stored 
previously is loaded together with the corresponding subject sequences and sent 
again through the processor array. The process is iterated until the end of the query 
model is reached.   
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Fig. 6. Schematic diagram of our PE design 

The database sequences are passed in from the host one by one through a first-in 
first-out (FIFO) buffer. The database sequences have been pre-converted to LUT 
addresses. For query lengths longer than the PE array, the intermediate results are 
stored in a FIFO. The FIFO depth is sized to hold the longest sequence in the 
database. The database sequence is also stored in the FIFO. On each consecutive pass 
an LUT offset is added to address the emission table corresponding to the model of 
the next iteration step within the PEs. Figure 7 illustrates this solution for 4 PEs. 
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Fig. 7. System implementation 
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4   Performance Evaluation 

We have described our PE design in Verilog and targeted it to the Xilinx Virtex II 
architecture. We have specified an area constraint for each PE. The linear array is 
placed in a zigzag pattern as shown in Figure 8. We use on-chip RAM for the partial 
result FIFO, i.e. one column of block SelectRAM. The host interface also takes up 
some of the FPGA space in the bottom right-hand corner. Our design has been 
synthesized with Synplify Pro 7.0. We have used Xilinx ISE 6.3i for mapping, 
placement and routing.  

FIFO

 

 
PE Array 

Host IF
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To PCI BridgeVirtex-II XC2V6000 
 

Fig. 8. System Floor plan in the XC2V6000 on the Alpha-Data ADM-XRC-II Board 

The size of one PE is 8×14 configurable logic blocks (CLBs). We have 
implemented a linear array of these PEs. Using all 96×88 CLBs of a Virtex II 
XC2V6000 on an Alpha-Data ADM-XRC-II PCI board we are able to accommodate 
(96×88)/(8×14) =12×6 = 72 PEs. The corresponding clock frequency is 74MHz.  

A performance measure commonly used in computational biology is cell updates 
per second (CUPS). A CUPS represents the time for a complete computation of one 
entry of each of the matrices M, D, and I. The CUPS performance of our 
implementations can be measured by multiplying number of PEs times the clock 
frequency: 74 MHz × 72 PEs = 5.3 Giga CUPS.  

HMMER [5] is a widely used open source implementation of PHMM algorithms 
with protein databases written in the C programming language. We have measured 
the performance of the hmmsearch algorithm, which is part of the HMMER 2.3.2 
package. hmmsearch also aligns a query PHMM to all protein sequences of a given 
database using the Viterbi algorithm as described in Section 2. The performance of 
hmmsearch for searching the SwissProt database (release 48.6 containing 201,594 
sequences) is around 24 Mega CUPS on a Pentium4 3GHz, 1GB RAM, running 
Linux 2.6.11. Hence, our FPGA implementation achieves a speedup of 220. 
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5   Conclusions and Future Work 

In this paper we have demonstrated that re-configurable hardware platforms provide 
a cost-effective solution to high performance biological sequence database searching 
with PHMMs. We have described a partitioning strategy to implement database scans 
using the Viterbi algorithm on a fixed-size processor array with varying query model 
lengths. Our PE design and partitioning strategy outperforms available sequential 
desktop implementations by two orders of magnitude. Our future work includes 
extending our design to compute local alignments between a sequence and a PHMM 
and making our implementation available to biologists as a webserver.  

References 

1. Bateman, A., et al: The PFAM Protein Families Database, Nucleic Acid Research, 32: 
138-141 (2004) 

2. Chukkapalli, G., Guda, C., Subramaniam, S.: SledgeHMMER: a web server for batch 
searching the pfam database, Nucleic Acid Research 32 (July), W542-544 (2004) 

3. Di Blas, A. et al: The UCSC Kestrel Parallel Processor, IEEE Transactions on Parallel 
and Distributed Systems 16 (1) 80-92 (2005) 

4. Durbin, R., Eddy, S., Krogh, A., Mitchison, G.: Biologcial Sequence Analysis, 
Probabilistic models of proteins and nucleic acids, Cambridge University Press (1998) 

5. Eddy, S.R.: HMMER: Profile HMMs for protein sequence analysis, 
http://hmmer.wustl.edu (2003) 

6. Eddy, S.R.: Profile Hidden Markov Models, Bioinformatics 14, 755-763 (1998) 
7. Horn, D.R., Houston, M., Hanrahan, P.: ClawHMMER: A Streaming HMMer-Search 

Implementation, ACM/IEEE Conference on Supercomputing (2005) 
8. Krogh A., Brown, M., Mian, S., Sjolander, K., Hausler, D.: Hidden Markov Models in 

computational biology: Applications to protein modeling, Journal of Molecular Biology 
235, 1501-1531 (1994) 

9. Narukawa, K., Kadowaki, T.: Transmembrane regions prediction for G-protein-coupled 
receptors for hidden markov models, Proc. 15th Int. Conf. on Genome Informatics (2004)  

10. Schmidt, B., Schröder, H.: Massively Parallel Sequence Analysis with Hidden Markov 
Models, International Conference on Scientific & Engineering Computation, World 
Scientific, Singapore (2002) 

11. Staub, E., Mennerich, D., Rosenthal, A.: The Spin/Ssty repeat: a new motif identified in 
proteins involved in vertebrate development from gamete to embryo, Genome Biology 3, 
1 (2001) 

12. Viterbi, A.J.: Error bounds for convolutional codes and an asymptotically optimum 
decoding algorithm, IEEE Transactions on Information Theory 13, 2, 260-269 (1967) 

13. Zhu, W., Niu, Y., Lu, J., Gao, G.R.: Implementing Parallel Hmm-Pfam on the EARTH 
Multithreaded Architecture, 2nd IEEE Computer Society Bioinformatics Conference,  
549-550 (2003)  



V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 530 – 538, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Benchmarking and Adaptive Load Balancing of the 
Virtual Reactor Application on the Russian-Dutch Grid 

Vladimir V. Korkhov1,2 and Valeria V. Krzhizhanovskaya1,2 

1 University of Amsterdam, Faculty of Science, Section Computational Science 
2 St. Petersburg State Polytechnic University, Russia 
{vkorkhov, valeria}@science.uva.nl 

Abstract. This paper addresses a problem of porting a distributed parallel ap-
plication to the Grid. As a case study we use the Virtual Reactor application on 
the Russian-Dutch Grid testbed. We sketch the Grid testbed infrastructure and 
application modular architecture, and concentrate on performance issues of one 
of the core parallel solvers on the Grid. We compare the performance achieved 
on homogeneous resources with that observed on heterogeneous computing and 
networking infrastructure. To increase the parallel efficiency of the solver on 
heterogeneous resources we developed an adaptive load balancing algorithm. 
We demonstrate the speedup achieved with this technique and indicate the ways 
to further enhance the algorithm and develop an automated procedure for opti-
mal utilization of Grid resources for parallel computing. 

Keywords: Grid, benchmarking, adaptive load balancing, heterogeneous  
resources, parallel distributed application, Virtual Reactor, PECVD. 

1   Introduction 

The importance of fully integrated simulators is recognized by various research 
groups and scientific software companies [1]. Our Virtual Reactor application [2,3] 
was developed for simulation of plasma enhanced chemical vapour deposition 
(PECVD) reactors, multiphysics systems spanning a wide range of spatial and tempo-
ral scales. Simulation of three-dimensional flow with chemical reactions and plasma 
discharge in complex geometries is one of the most challenging and demanding prob-
lems in computational science and engineering, requiring both high-performance and 
high-throughput computing. This application serves as a test-case driving and validat-
ing the development of the Russian-Dutch computational Grid (RDG) for distributed 
high performance simulation [4]. The Virtual Reactor is particularly suitable for 
“gridification” since it can be decomposed into a number of functional components. 
Moreover, this application requires large parameter space exploration, which can be 
efficiently organized on the Grid. For that we rely upon the Nimrod-G parameter 
sweep middleware [5]. Our work on porting the Virtual Reactor to the Grid started 
within the CrossGrid EU project [6]. Some results of these efforts were reported in 
[2]. The RDG Grid is the successor of the CrossGrid as it is based on CrossGrid soft-
ware and serves as a testbed for the Virtual Reactor. 

In this paper we present the results of ongoing work on porting the Virtual Reactor 
application to the Russian-Dutch Grid. We demonstrate the results of benchmarking 
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of one of the parallel solvers on the RDG, indicate the bottleneck of the parallel algo-
rithm used on heterogeneous Grid resources, and propose a generic approach for 
adaptive workload balancing that takes into account the processors power and inter-
processor communications. Further we show the results of implementation of the load 
balancing algorithm, and conclude the paper with discussion and future plans. 

2   Russian-Dutch Grid Testbed Infrastructure 

Generally a site within a Grid testbed can be of one of the four types depending on 
homo- or heterogeneity of underlying resources: homogeneous worker nodes on uni-
form (I) or non-uniform (II) links; and heterogeneous nodes on uniform (III) or non-
uniform (IV) links. Currently the Russian-Dutch Grid testbed consists of five sites 
with different infrastructures: Amsterdam (3 nodes, 4 processors) and St. Petersburg 
(4 nodes, 6 processors) – type IV; Novosibirsk (3 processors) – type II; Moscow1 (12 
nodes, 24 processors) and Moscow2 (14 processors) – type I.  

The Russian-Dutch Grid testbed is built with the CrossGrid middleware [6] based 
on the LCG-2 distributions, and sustains the interoperability with the CrossGrid test-
bed. More information on the RDG testbed can be found in [4].  

3   Porting of the Virtual Reactor to the Grid  

The Virtual Reactor application includes the basic components for reactor geometry 
design; computational mesh generation; plasma, flow and chemistry simulation;  
editors of chemical processes and gas properties connected to the corresponding data-
bases; pre- and postprocessors, visualization and archiving modules [2]. This is  
schematically shown in Fig. 1, where we emphasize the simulation components.  

 

Fig. 1. Functional scheme of the Virtual Reactor application 

The aim of our research is to virtualize separate components of the application to 
run them as services and combine on the Grid. The core components are modules 
simulating gas flow, chemical reactions and film deposition processes occurring in a 
PECVD reactor. The details on numerical methods and parallel algorithm employed 
in the solver are described in [7]. The most important features are the following: for 
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stability reasons, implicit schemes were applied, thus forcing us to use a sweep-type 
algorithm for solving equations in every “beam” of computational cells in each spatial 
direction of the Cartesian mesh. A special parallel algorithm was developed with 
beams distribution among the processors with communications exploiting a synchro-
nous Master-Slave model [7]. The algorithm was implemented using the MPI mes-
sage passing interface. In the testbed we use generic MPICH-P4 built binaries that can 
be executed on all the testbed machines using Globus job submission service. 

In order to make a Grid application more efficient it is necessary to perform initial 
benchmarking of the application modules on Grid resources to reveal existing bottle-
necks in the application architecture and possible mismatch with the Grid environ-
ment. The results of this benchmarking activity are described in the next section. 

4   Benchmarking of the Virtual Reactor on the Grid  

The tests performed on the CrossGrid testbed showed that most of the interactive 
components of the Virtual Reactor do not set restrictions on the environment and can 
be effectively run on distributed Grid resources. Here we concentrate on benchmark-
ing of the simulation modules. Each simulation consists of two basic components: one 
for plasma simulation and another for reactive flow simulation (see Fig. 1). These two 
components exchange only a small amount of data every hundred or thousand time 
steps, therefore the network bandwidth is not critical for their communication. Next, 
we focus on benchmarking the individual parallel solvers, starting from a 2D reactive 
flow solver. To measure the dependency of solver performance upon the input data, 
multiparameter variation (of the computational mesh size, number of simulation time 
steps, and number of processors) has been applied. We started from a light-weighted 
problem not simulating the chemical and plasma processes, with a simplified reactor 
geometry consisting of a single block that allows easy tracking of parameter influence 
on the execution time. In these tests, a single-block topology was used. The block was 
subdivided into a (ncell x ncell) number of computational mesh cells, with ncell run-
ning from 40 to 100, thus forming 1600–10000 cells. 

4.1   Benchmark Results for Homogeneous Sites 

The measurements were carried out on the five Grid sites within the RDG testbed. 
Figures 2 and 3 demonstrate the total execution time and speedup of the parallel 
solver for different computational mesh sizes on the Moscow site of Type I (homo-
geneous cluster). The speedup decreases for larger problem size (with more computa-
tional mesh cells). This fact indicates that the ratio of the interprocess communica-
tions bandwidth to the processor performance is not high enough for the  
light-weighted problems with relatively small number of operations per computational 
cell. To get insight into the computation/communication relations within the solver 
we measured the communication time for different types of the problem and for vary-
ing mesh sizes. We observed that for light-weighted problems interprocess communi-
cation time grows super-linearly with increasing the mesh size, although the amount 
of data transferred is linearly proportional to the number of mesh cells. This behav-
iour shall be studied further by extensive benchmarking of the network links. Some 
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peculiarities in the communication time can be seen in Fig. 4: (1) The communication 
time grows non-monotonically with the number of processors, but drops down on 
every processor with an even number; and (2) The time of MPI Receive calls is an or-
der of magnitude higher for the first few processors.  

Fig. 2. Dependency of the total execution time
on the number of processors 

 

Fig. 3. Speedup achieved by the solver for 
different computational mesh sizes 

 

Fig. 4. Dependency of the communication time on the number of processors for different 
computational mesh sizes 

These results reflect the topology, network and nodes features of the tested Grid 
site:  

(1) Since the site consists of two-processor nodes, the network channels work more 
efficiently for data transfers between the Master and a Slave processor if a con-
nection was already established with another Slave processor on the same node. 
This can be explained by implementation of the MPI library which saves network 
resources while opening and maintaining connections for concurrent processes on 
the same node.  

(2) The “peaks” of the MPI Receive time for the first few processors (see Fig. 4 
right) are caused by the constraints on the portions of data that could be accom-
modated at once. The constraining factors could be the network bandwidth distri-
bution, the processor cache size, the memory available on the node, or a combina-
tion of these factors.  

MPI_Send MPI_Recv 
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In Figure 5 the total execution time is presented along with the contributions of 
calculation and communication. For a smaller mesh (Fig. 5 left), the communication 
time makes a relatively small contribution into the total execution time even for a 
large number of processors involved. For a larger mesh (Fig. 5 right), communication 
makes up to 30% of the execution time. This result confirms that the network band-
width is not sufficient for this type of problem (see also explanations to Fig. 3). 

 

Fig. 5. Total execution time and contributions of the calculation and communication depending 
on the number of processors for different computational mesh sizes 

All the previous results were shown for a light-weighted problem not simulating 
the chemical processes. Figure 6 demonstrates the influence of taking into account the 
chemistry on the solver performance. Here we plot the ratio of computation to com-
munication time for different mesh sizes. The higher this ratio, the better the parallel 
efficiency is. One can see that for the chemistry-enabled simulations the ratio behav-
iour does not depend on the mesh size in the tested range of parameters, while this 
behaviour for the chemistry-disabled simulations significantly differs for small and 
large mesh sizes. For a small mesh size, the ratio stays decently high, and for 6 proc-
essors and more it reaches the level of the chemistry-enabled simulations. For a larger 
mesh, the computation/communication ratio for the no-chemistry simulations is very 
low, thus diminishing the overall parallel efficiency. 

 

Fig. 6. The ratio of computation to communication time for chemistry-enabled and chemistry-
disabled simulations 

Mesh 40x40 Mesh 100x100 

Mesh 40x40 Mesh 80x80
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4.2   Heterogeneous Sites: Load Balancing and Benchmarking 

The parallel algorithm was originally developed for homogeneous computer clusters 
with equal processor power, memory and interprocessor communication bandwidth. 
In case of submitting equal portions of a parallel job to the nodes with different per-
formance, all the fast processors have to wait at the barrier synchronization point till 
the slowest ones get the job done. The same problem occurs if the network connection 
from the Master processor to some of the Slave processors is much slower than to the 
others. As we have shown in the previous section, for communication-bound simula-
tions (chemistry-disabled simulation with large computational meshes), the commu-
nication time on low-bandwidth networks is of the order of calculation time, therefore 
the heterogeneity of the interprocessor communication links is a hindrance as consid-
erable as the diversity of the processor power. One of the natural ways to adapt the 
solver to the heterogeneous Grid resources is to distribute the portions of job among 
the processors proportionally to the processor performance and network connections.  

The issue of load balancing in Grid environment is addressed by a number of re-
search groups. Generally studies on load balancing consider distribution of processes 
to computational resources on the system/library level with no modifications in the 
application code [11]. Less often load balancing code is included into the application 
source code to improve performance in specific cases [12]. Some research projects 
concern load balancing techniques that use source code transformations to improve 
the execution of the application [10]. We employ the application-centric approach 
where the balancing decisions are taken by the application itself, however the algo-
rithm and the code estimating available resources and suggesting the optimal load 
balancing of a parallel job is generic and can be employed in any parallel application 
to be executed on heterogeneous resources.   

We developed a mechanism for estimating the “weight” of a processor according 
to its processing power and network connection to the Master processor. The values 
of the weights determine how much work will be executed by each processor. Similar 
approach was used in [9] for heterogeneous computer clusters, however the same 
tools can not be used in Grid environments, where the weights shall be calculated 
every time the solver is started on a new set of dynamically assigned processors. 

The link bandwidth between the Master and Slave processors is estimated using 
MPI_Send transfers of a predefined data block (MPI buffer size is 106 of 
MPI_DOUBLEs) in the beginning of the solver execution, after the resources were al-
located. The CPU power was obtained by a function from the perfsuite library [8]. 
The node weights were calculated as follows: 

iii NETweightNETcCPUweightCPUcweight ⋅+⋅= __ ;  

== −−

j
jii

j
jii SendTimeMPISendTimeMPINETweightCPUCPUCPUweight 11 __;  

The main factor in distributing the load was the processor power (c_CPU=1.0), and 
to take into account the influence of the network connections we introduced the cn pa-
rameter (cn=c_NET=[0.0 … 2.0]). The value of cn=0 means that the diversity of 
communication links is not taken into account, and cn=1 means that influence of the 
links bandwidth is considered as important as the processor power.  
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To illustrate the approach described above, we present the results obtained for a 
light-weighted problem of chemistry-disabled simulation of a real reactor geometry 
with 10678 cells on St. Petersburg Grid site, which is heterogeneous in both CPU 
power and network connections of the nodes (Type IV). There are two 3 GHz nodes 
and two dual 450 MHz nodes. One of the dual nodes is placed in a separate network 
segment with 10 times lower bandwidth (10 Mbit/s against 100 Mbit/s in the main 
segment). Figures 7 and 8 illustrate the speedup achieved by applying the workload 
balancing technique with different values of the network influence parameter cn. The 
speedup was calculated as the ratio of the execution time without load balancing to 
that applying the balancing algorithm. The most noticeable speedup is observed for 3 
and 4 processors in the considered resource configuration. This is explained by the 
fact that in these cases the solver was run on equal-performance processors connected 
with the network links of different bandwidth (Type II infrastructure). Figure 8 shows 
that in this case the speedup grows linearly with the increase of the network influence 
coefficient cn. The slowdown observed on 2 processors with our balancing algorithm 
is discussed in the next section (item 4).  

Fig. 7. Speedup of the load-balanced version
compared to the non-balanced solver 

 

Fig. 8. Dependency of speedup on the net-
work influence parameter cn 

5   Discussion 

Analysis of the results achieved with the workload balancing algorithm suggests that 
the following issues shall be addressed in order to optimize the balancing technique: 

1. The type of resources assigned to the parallel solver shall play a role in choosing 
the c_CPU and cn coefficients: for the Type II resources (homogeneous worker 
nodes with heterogeneous interconnections) c_CPU shall be set to 0.0, as only the 
network heterogeneity shall be compensated by load balancing. For the Type III 
(heterogeneous worker nodes with uniform interconnections) cn shall be 0.0; and 
only for the Type IV (heterogeneous nodes with heterogeneous interconnections) 
both c_CPU and cn parameters shall be adjusted optimally. This can be done 
automatically by enriching the weighting algorithm with a function analyzing the 
CPU and network responses of the nodes participating in the simulation.  

2. To choose optimal values of the network weighting coefficient cn for the Type IV 
resources, for each particular problem to be simulated we shall analyze the ratio of 
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the computation to communication time. This can be also theoretically estimated 
as a function of the CPU power to the network bandwidth ratio. 

3. To measure the interprocess communication rate, we sent a fixed amount of data 
from the Master to each Slave processor. However the response of the communi-
cation channels to increasing amount of data is not scaled linearly. For the slower 
networks this tendency is even more pronounced. This brings us to a conclusion 
that the amount of data sent to measure the links performance shall be close to the 
amount really transferred within the solver for every particular problem, mesh 
size, geometry and number of processors in a parallel job.  

4. To calculate the weight of the Master processor, we used a fixed artificial value of 
the MPI_SendTime for this processor. Often it was much lower than the values of 
measured connections to the Slaves. It caused assigning excessive load for the 
Master processor, which slowed down the simulation because the Master shall 
perform co-ordination and execute some additional functions. A simple solution 
would be to dynamically set this parameter to the value of a Slave processor with 
the fastest link to the Master. 

7   Conclusions and Future Work 

In this paper we addressed the issue of porting a cluster-based problem solving envi-
ronment to the Grid using as a test case a distributed parallel Virtual Reactor on the 
Russian-Dutch Grid testbed. We illustrated the performance issues that occur while 
porting computational components from homogeneous cluster environment to the 
Grid. To adapt the parallel programs to the heterogeneous Grid resources, we devel-
oped a generic workload balancing technique that takes into account specific pa-
rameters of the Grid resources dynamically assigned to a parallel job. We plan to en-
hance the algorithm and create a library for automatic load balancing on the Grid.. 

Benchmarking the components of a distributed application allowed us to evaluate 
their performance dependencies. Applying these results to improve Grid resource 
management for the Virtual Reactor is another direction of our future work. 
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Abstract. Recently, dry and hot seasons have seriously increased the
risk of forest fire in the Mediterranean area. Wildland simulators, used to
predict fire behavior, can give erroneous forecasts due to lack of precision
for certain dynamic input parameters. Developing methods to avoid such
parameter problems can improve significantly the fire behavior predic-
tion. In this paper, two methods are evaluated, involving statistical and
uncertainty schemes. In each one, the number of simulations that must
be carried out is enormous and it is necessary to apply high-performance
computing techniques to make the methodology feasible. These tech-
niques have been implemented in parallel schemes and tested in Linux
cluster using MPI.

1 Introduction

Forest fires are a very serious hazard that, every year, cause significant damage
around the world from the ecological, social, economic and human point of view
[7]. These hazards are particularly dangerous when meteorological conditions
are extreme with dry and hot seasons. An example of fire effects under severe
conditions is summer 2003. That year, the temperatures in the Mediterranean
area were extremely high and there was also a lack of precipitations. A relevant
example of fire effects under these conditions was Portugal. In this country alone,
420,000 hectares were burned and, as a consequence, 20 people died.

To reduce the negative effects of fire it is crucial to improve current fire risk
assessment methods. These methods base their recommendations on the results
provided by a certain wildfire simulator. However, in most cases, the results
provided by simulation tools do not match real propagation. Thus, such simu-
lation tools are not wholly useful, since predictions are not reliable. One of the
most common sources of deviation in fire simulation spread from that of real-fire
propagation is imprecision in input simulator parameters. There are certain para-
meters that could be defined as static factor parameters such as the terrain slope
and the vegetation type because they remain invariable through time. However,
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there are other parameters, which can be referred to as dynamic parameters,
which typically are very difficult to determine as the fire progresses. Some ex-
amples of this kind of parameters are the moisture content in the vegetation and
wind conditions [12].

One of the most common ways of approaching this problem, consists in search-
ing for an optimal set of input parameters in order to obtain the best simulation
results [4]. However, there are some authors that reject the idea that there is
only one optimum parameter set in a simulator calibration. They consider that
there are multiple parameter sets that may be acceptable in simulating the sys-
tem under study [2, 11]. GLUE is one of the most relevant methods within this
category. The main drawback of this method is caused by its random way of
working. To overcome this difficulty, we propose the S2F 2M method. S2F 2M
applies statistical analysis by simulating the fire propagation, considering a wide
range of parameter combinations to determine different scenarios.

The GLUE and S2F 2M methods are described in section 2 and 3 respectively.
Since both strategies need to execute a large number of simulations, we have used
the parallel scheme master-worker, implemented with an MPI [8] as a message-
passing library and executed on a PC Linux cluster. The implementation details
are described in section 4. Section 5 provides a comparison study between both
strategies based on real field fires. And finally, the main conclusions are reported
in section 6.

2 GLUE Methodology

The GLUE method of Beven and Binley [2] is a Monte Carlo simulation based
approach to model conditioning and uncertainty estimation. It rejects the idea
that there is only one optimum parameter set in a model calibration. It consi-
ders that there are multiple parameter sets and even multiple model structures
that may be acceptable in simulating the system under study. Therefore, it is
possible to evaluate the relative likelihood of a given model and parameter set
in reproducing the available data to test the models. Then, uncertainty in the
predictions may be estimated by calculating a likelihood weighted cumulative
distribution of a predicted variable based on the simulated values from all the
retained simulations (those with a likelihood value greater than zero). Thus, for
any model predicted variable, Z :

P (Ẑt < z) =
N∑

i=1

L =
[
M(Θi)|Ẑt,i < z

]
where P (Ẑt < z) are prediction quantiles, Ẑt,i is the value of variable Z at time
t simulated by model M(Θi) with parameter set Θi and likelihood L[M(Θi)].
Then, the accuracy in estimating such prediction quantiles will depend on having
a suitable sample of models to represent the behavioral part of the model. In
this framework the parameter values are treated as a set with their associated
likelihood value so that any interactions between parameter values in fitting the
available observations are included implicitly in the conditioning process.
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In our case, we use a fuzzy measure of goodness of fit. Initial prior likelihoods
were set to zero for all the parameter sets. The updating of likelihoods from one
time step to the following one consisted in averaging of the prior and the current
likelihoods. In order to make the uncertainty limits converge when the actual
rate of spread did not change, this average can be raised, optionally, to a power
p (p ≤ 1):

Lp(M(Θi)) =
[L0(M(Θi) + L(M(Θi)|Y )]p

C

Where L0(M(Θi) is the prior likelihood of the model M with the parameter set
Θi; L(M(Θi)|Y ) is the goodness of fit of the of the model M with the parameter
set Θi to the latest observations Y ; Lp(M(Θi) is the posterior likelihood of the
model M with the parameter set Θi; and C is a constant which ensures the sum
of the posterior likelihoods of all the parameters to 1.

3 S2F 2M Methodolgy

The methodology of S2F 2M is based on statistics. When there are a lot of sig-
nificant factors involved (i.e. weather, wind speed, slope, etc.), the best strategy
is to use a factorial experiment. A factorial experiment is one in which the
factors vary at the same time [10] (for example, wind conditions, moisture con-
tent and vegetation parameters). A scenario represents each particular situation
that results from a set of values.

For a given time interval, we want to know whether a portion of the terrain
(called a cell) will be burnt or not. If n is the total number of scenarios and nA

is the number of scenarios in which the cell was burned, we can calculate the
ignition probability as:

Pign(A) = nA/n

The next step is to generalize this reasoning and apply it to some cell sets. In
this manner we obtain a matrix with values representing the probability of each
cell catching fire.

In this way, after calculation of the ignition probability (Pign) for each cell,
we can compare the real case against our matrix. Then, we find a key Pign which
defines an area similar to the real situation. So, we can use this value to predict
in a next time the possible fire behavior.

S2F 2M uses a forest fire simulator as a black box which needs to be fed
with different parameters in order to work. A particular setting of the set of
parameters defines an individual scenario. These parameters correspond to the
parameters proposed in the Rothermel model [12].

For each parameter we define a range and an increment value, which are used
to move throughout the interval. For a given parameter i (which we will refer to
as Parameter i) the associated interval and increment is expressed as:

[Inferior threshold i, Superior threshold i], Increment i
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Then, for each parameter i, it is possible to obtain a number Ci (parameter
domain cardinality), which is calculated as follows:

Ci =
((Superior threshold i − Inferior threshold i) + Increment i)

Increment i

Finally, from each parameter’s cardinality it is possible to calculate the total
number of scenarios obtained from variations of all possible combinations.

#Scenarios =
p∏

i=1

Ci

where p is the number of parameters.

4 Implementation

Both methods described above have been implemented in two operational sys-
tems that incorporate a simulation kernel and apply a methodology to evaluate
the fitness function. This system has been developed on a PC Linux cluster using
MPI as the message passing library.

4.1 The Simulator

The S2F 2M and GLUE system use as a simulation core the wildland simulator
proposed by Collin D. Bevins, which is based on the fireLib library [5]. fireLib
is a library that encapsulates the BEHAVE fire behavior algorithm [1]. In par-
ticular, this simulator uses a cell automata approach to evaluate fire spread. The
terrain is divided into square cells and a neighborhood relationship is used to
evaluate whether a cell will be burnt and at what time the fire will reach those
cells.

As inputs, this simulator accepts maps of the terrain, vegetation characteris-
tics, wind and the initial ignition map.

The output generated by the simulator consists of a map of the terrain in
which each cell is labeled with its ignition time.

4.2 The Fitness Function

To evaluate and compare the systems’ responses, we defined a fitness function.
Since both systems use an approximation based on cells, the fitness function was
specified as follows:

Fitness =
(#cells

⋂−#IgnitionCells)
(#cells

⋃−#IgnitionCells)

where, #cells
⋂

represents the number of cells in the intersection between the
simulation results and the real map, #cells

⋃
is the number of cells in the union
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Real burned area Simulated burned area cells in the union cells in the intersection

in the interseccionburned cells in the unionignition burned cells

Fig. 1. Calculating the fitness for a 5 x 5 cell terrain

of the simulation results and the real situation, and #IgnitionCells represent
the number of burned cells before starting the simulation.

Figure 1 shows an example of how to calculate this function for a terrain made
up of 5x5 cells. In this case, the fitness function is (7 − 2)/(10 − 2) = 0.7124.

A fitness value equal to one corresponds to the perfect prediction because it
means that the predicted area is equal to the real burned area. On the other
hand, a fitness equal to zero indicates the maximum error, because in this case
the simulation did not coincide with reality at all.

4.3 Parallelisation

GLUE and S2F 2M have to make a large quantity of calculations because they
use a sequential simulator as a kernel [5]. For this reason they need to make a
simulation for each resulting combination of parameters (#Scenarios), giving as
a result a very time consuming simulation.

Using multiple computational resources working in parallel to obtain the de-
sired efficiency is a solution. We believe a master-worker architecture is suitable
to achieve this aim, because a main processor can calculate each combination of
parameters and send them to a set of workers. These workers carry out the simu-
lation and return the map to the master. This resulting map indicates which cells
are burned and which are not. GLUE implementation follows the same scheme
as S2F 2M . For more information about the S2F 2M implementation, see [3].

5 Experimental Results

To compare the systems we used three experiments in the field. These burns took
place in Serra da Lousã (Gestosa, Portugal (40◦15’N, 8◦10’O)) , at an altitude
of between 800 and 950 m above sea level. The burns were part of the SPREAD
project [9]. In the Gestosa field experiments [6], terrain was divided into dedi-
cated plots in order to carry out different sorts of tests and measurements. We
worked with plots 520, 533 and 534, which had the following characteristics:

Experiment 1 (Plot 520): the plot was represented by means of a grid of 89
columns x 109 rows and the slope was 18◦.
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Experiment 2 (Plot 533): the plot was represented by means of a grid of 95
columns x 123 rows and the slope was 21◦.
Experiment 3 (Plot 534): the plot was represented by means of a grid of 75
columns x 126 rows and the slope was 19◦.

In the three experiments each cell was 3.28083 x 3.28083 feet, and the other
parameters such as wind conditions and moisture content were variable.

In order to gather as much information as possible about the fire-spread be-
havior, a camera recorded the complete evolution of the fire. The video obtained
was analyzed and several images were extracted every 2 minutes in the first and
second experiment, and every 1 minute in the third. From the images the co-
rresponding fire contours were obtained and converted to cell format in order
for S2F 2M and GLUE to interpret them.

Experiments were conducted on a cluster (16 processors) of homogenous Pen-
tium 4, 1.8 Ghz (SUSE Linux 8.0) connected by 100 Mb/sec network.

5.1 Experiment 1

To make comparisons we fixed the initial time to 6 minutes (when it is possible to
do the first prediction) and a limit value of 14 minutes. In figure 2 we can observe
that the prediction proposed by S2F 2M is always better or, in the worse case,
equal to the GLUE predictions. The highest fitness value (0.7624) is reached at
time 12. Also it is possible to observe that in time 6, 10 and 14, the fitness value
becomes significantly lower. However, that value is still above GLUE fitness and
above the best individual case of S2F 2M . On the left figure it is possible to see
the real propagation.

time in
minutes

Fig. 2. Real spread for Plot 520 (axes in feet). Comparison between the methods.

5.2 Experiment 2

The second experiment had a similar duration to previous burning. Figure 3
shows the real propagation and the resulting fitness after applying the methods
studied. This is an interesting case to analyze, because in it our method has a
lower fitness than the others on three of four points. Such a situation has an
explanation, which is related to the method. If we look at figure 4, in this simple
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time in
minutes

Fig. 3. Real spread for Plot 533 (axes in feet). Comparison between the methods.

scenario 3ignition point

Pign(1) Pign(2) Pign(3)
real case

Fig. 4. Explanation

example we have only three scenarios. Scenario number 3 has a similar behavior
to the real case, but when we choose Pign(1) or Pign(2) or Pign(3), we discover
that fitness on each case is lower than those individual case.

5.3 Experiment 3

Finally, figure 5 shows the fitness function obtained on plot 534 (the shortest
experiment). It is possible to identify clearly that the S2F 2M , as in the first
experiment, produces the best predictions.

In general, we saw that fitness function increases in certain intervals and
decreases in others. The reason could be because of quick weather changes which

time in
minutes

Fig. 5. Real spread for Plot 534 (axes in feet). Comparison between the methods
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are present during the burning. For example, if we find a parameter set that is
suitable for a specific time z, and in this set the wind speed value is high, when
we use this set in a time z + 1 where the wind speed value changes brusquely,
this new prediction will be distant from the real situation.

6 Conclusions

We have compared two methods which aim to avoid the problem caused by the
lack of precision for dynamic input parameters. In general, with the S2F 2M
method we obtain a better prediction that using GLUE. In some case we saw
that the S2F 2M prediction was slightly worse, but importantly we know the
reason why, and we can look for a solution to improve the method.

Because of the high number of simulations (in average 60,000 for each step)
it was necessary to apply high-performance computing techniques to make the
methodology feasible. We reduce considerably the execution time (we reached
a speed-up of 14.43 using 16 processors with S2F2M and 13.94 with GLUE),
and, for this reason, we think that parallel processing opens new possibilities for
applying the methodology to real-time environments.
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Abstract. On the basis of least squares support vector machine regression 
(LSSVR), an adaptive and iterative support vector machine regression algorithm 
based on chunking incremental learning (CISVR) is presented in this paper. 
CISVR is an iterative algorithm and the samples are added to the working set in 
batches. The inverse of the matrix of coefficients from previous iteration is used 
to calculate the regression parameters. Therefore, the proposed approach permits 
to avoid the calculation of the inverse of a large-scale matrix and improves the 
learning speed of the algorithm. Support vectors are selected adaptively in the it-
eration to maintain the sparseness. Experimental results show that the learning 
speed of CISVR is improved greatly compared with LSSVR for the similar train-
ing accuracy. At the same time the number of the support vectors obtained by the 
presented algorithm is less than that obtained by LSSVR greatly. 

1   Introduction 

The support vector machine (SVM) is a novel learning method that is constructed 
based on statistical learning theory. The support vector machine has been studied 
widely since it was presented in 1995. It has been applied to pattern recognition 
broadly and its excellent performance has been shown in function regression prob-
lems. Training a standard support vector machine requires the solution of a large-scale 
quadratic programming problem. This is a difficult problem when the number of the 
samples exceeds a few thousands. Many algorithms for training the SVM have been 
studied. Osuua [1] proposed a decomposition algorithm and the quadratic program-
ming problem for standard SVM is divided into a serial small-scale quadratic pro-
gramming sub-problem. Focusing on the problem of the working set selection, 
Joachims [2] presented a SVMLight algorithm to implement the decomposition  
algorithm in [1] efficiently. A sequential minimal optimization algorithm (SMO) was 
proposed by Patt [3]. It transformed the quadratic programming problem for standard 
                                                           
* Corresponding author. 
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SVM to the minimization quadratic programming problem that could be solved ana-
lytically. Suykens [4] suggested a least squares support vector machine (LSSVM) in 
which the inequality constrains were replaced by equality constrains. By this way, 
solving a quadratic programming was converted into solving linear equations. The 
efficiency of training SVM is improved greatly and the difficulty of training SVM is 
cut down. Suykens [5] studied the LSSVM for function regression further. Hao [6] 
proposed a chunking incremental learning algorithm for LSSVM to deal with classifi-
cation problem. In this paper, an adaptive and iterative support vector machine regres-
sion algorithm based on chunking incremental learning (CISVR) is presented. The 
support vectors are selected adaptively in the iteration to maintain the sparseness and 
the samples are added to working set in batches.  

2   Least Squares Support Vector Machine for Regression (LSSVR) 

According to [5], let us consider a given training set of l  samples l
iii yx 1},{ =  with the 

ith input datum n
i Rx ∈  and the ith output datum Ryi ∈ . The aim of support vector 

machine model is to construct the decision function that  takes the form: 

bxwwxf T += )(),( ϕ  (1) 

where the nonlinear mapping )(⋅ϕ  maps the input data into a higher dimensional 

feature space. In least squares support machine for function regression the following 
optimization problem is formulated 

=

+=
l

i
i

T

ew
ewwewJ

1

2

, 2

1
),(min γ  (2) 

subject to the equality constraints 

liebxwy ii
T

i ,...,1,)( =++= ϕ  (3) 

This corresponds to a form of ridge regression. The Lagrangian is given by 
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for li ,...,1= . After eliminating 
ie  and w , we could have the solution by the follow-

ing linear equations 

=
+Ω − ya

b
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T 0

1

10
1γ

 (6) 

where T
l

TT
lyyy ],...,[,]1,...,1[1,],...,[ 11 ααα === and the Mercer condition 

ljkxxxx jkj
T

kkj ,...,1,),()()( ===Ω ψϕϕ  (7) 

is applied. Set IA 1−+Ω= γ . If A is a symmetric and positive-definite matrix, A-1 

exists. Solving the linear equations (6) we obtain the solution  
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Substituting w in Eq. (1) with the first equation of Eqs. (5) and using Eq. (7) we have  
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where 
iα and b are the solution to Eqs. (6). The kernel function )(⋅ψ  can be chosen 

as linear function xxxx T
ii =),(ψ , polynomial function dT

ii xxxx )1(),( +=ψ or 

radial basis function }/exp{),( 22
2

σψ ii xxxx −−= . 

3   Adaptive and Iterative Least Squares Support Vector Machine 
Regression Algorithm Based on Chunking Incremental 
Learning   

3.1   Chunking Increment Procedure 

According to Eq. (6), set 

IAN
1−+Ω= γ αα =N yy N =  (10) 

where N is the number of samples in current working set. Eq. (8) can be rewritten as 
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T)1,...,1(1= When K new coming samples ),(),...,,(),,( 2211 KNKNNNNN yxyxyx ++++++ are added 

to the current working set, we could calculate the parameters according to Eq. (12) 
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According to the algorithm in [6], the matrix 1−
+KNA in Eq. (12) could be calculated 

from matrix 1−
NA and the inverse of a small KK×  matrix, that is  
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where 0 is a matrix whose elements are all zero. I is a unit matrix with K rows and K 
columns. In this way the calculation for the inverse of a large-scale matrix could be 
avoided. 

3.2   Decrement Procedure 

The number of support vectors will increase with the chunking increment procedure. 
To maintain the sparseness of support vectors, a decrement procedure is implemented 
after the chunking increment procedure. A support vector is omitted in this procedure. 
Meanwhile, a trained sample in the working set corresponding to the discarded sup-
port vector is also omitted. Form [7], ( )

kjiijl aA
≠

−
− =

,

1
1 ˆ can be calculated from ( )ijl aA ~1 =− , 

( )ijl aA = and ( )
kjiijl aA

≠− =
,1

 in the decrement procedure, that is  

kjik
kk
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a
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where 1−lA is a matrix obtained from 
lA by omitting the kth row and the kth column. 

3.3   Steps of CISVR Algorithm 

Set the training sample set { }liRyRxyxssT i
n

iiiii ,,2,1,,),,(| =∈∈== . The 

form of the regression function is  

W
W

~|)(),(),,( xfbxxbxf
i

ii ≡+=
∈

ψαα  
(15) 

where α and b are the regression parameters, W  is named working set whose ele-
ments are the training samples selected to calculate the regression parameters, and W~  
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is the regression parameters set which is decided by working set W . Set θ  is the 
precision in training and testing, the precision in stop criterion isε . 

Steps of CISVR algorithm are as follows: 

Initialization: set )},(),...,,{( 11 NN yxyxW =  and calculate 1−A analytically. Calculate 

W
~ and 

W
xf ~|)( from Eqs. (8) and (9). Set k=0. 

for lNi ,...,1+=  do 

      adaptive learning 
1. read a sample ),( iii yxs =  

2. if  θ>− iWi yxf ~|)(  and Wsi ∉  then 

3.       }{ isWW = ,  k=k+1 

4. end if 
5. if  k=K  then 

6.       calculate W
~

by chunking increment procedure 
7.       find the minimization support vector }{min* i

si
i

αα
W∈

=  

8.       *
ˆ \{ }

i
W W s=     //Ŵ is temporary working set 

9.       calculate )
~ˆ(W and temporary regression function

W
xf ˆ|)(  

// )
~ˆ(W is the temporary regression parameters set corresponding to the  

// temporary working setŴ  

10.       read a sample 1+is  

11.       if  θ≤− ++ 1)
~ˆ(1 |)( iWi yxf then 

12.              WW ˆ=      )
~ˆ(

~
WW =  

13.       end if 
14.       k=0 
15. end if 

end for 
while the stop criterion is false do 

   for li ,...,1=  do 
     adaptive learning 
  end for 

end while 

The stop criterion is related to the objective value. The formulation of the objective 

function is 21
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1= . The meaning of the defined stop criterion is that the procedure ends 
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when the relative error of objective values in the two adjacent iterations is smaller 
than a given precisionε . In the decrement procedure, the minimization support vector 
is omitted because it has least effect on the performance of the regression function. 

The matrix 1−A  in the current iteration is obtained from that in the previous iteration 
in both chunking increment and decrement procedure. In this way, it is possible on 
one hand to avoid calculating the inverse for a large-scale matrix and on the other 
hand to improve the learning speed of the procedure.  

4   Numerical Experiments 

In order to examine the efficiency of CISVR algorithm and compare CISVR with 
LSSVR algorithm, numerical experiments are performed using two kinds of data sets. 
One kind of data set is composed of the simply elementary functions which include 

)sin()( xxf = and 2)( xxf = These functions are used to test the regression ability for 

the known function. The other kind of data set is composed of Mackey-Glass (MG) 
system and simple function )(sin)( xcxf = . The MG system is a blood cell regulation 

model established in 1977 by Mackey and Glass. It is a chaos system 
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dt
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τ described in [8], where 17=τ 2.0=a 1.0=b 1=∆t

)400,0(∈t . The embedded dimensions are 8,6,4=n  respectively. The sample function 
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0
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x
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xxf An RBF kernel function ))2/(exp(),( 22
σψ jiji xxxx −−= is 

employed in these two algorithms. The parameters γ and σ are showed in Tab.1. The 

other parameters are as follows: 01.0,01.0 == εθ . The comparison between LSSVR  

 

Table 1. Parameters used in algorithm 

 sin square sinc MG 
system4 

MG 
system6 

MG 
system8 

γ  50000 30000 5000 50000 50000 50000 
LSSVR 1.0 1.0 2.0 2.0 2.0 2.0 σ  
CISVR 1.0 1.0 1.0 1.0 1.0 1.0 

and CISVR are showed in Tab.2, where the third column is the number of support 
vectors, the forth column is the seconds for training, and the fifth and seventh col-
umns are the regression accuracy for training and testing, respectively. The regression 
accuracy is a ratio that is the number of samples whose relative error is smaller than 
θ  to the number of samples in the working set (testing set). The sixth and eighth 
columns are the mean square error for training and testing, respectively. It can be seen 
from Tab.2 that the learning speed of CISVR is much faster than LSSVR. Moreover,  
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Table 2. Comparison between CISVR algorithm and standard LSSVR 

Dataset 

nl ×  
Algorithm 

name 
# of SVs 

Train time 
(CPU s) 

Accuracy 
(train%) 

MSE 
(train) 

Accuracy 
(test%) 

MSE 
(test) 

LSSVR 3000 1465.05 99.93 3.58e-009 99.87 4.19e-009 sin 
3000× 1 CISVR 56 4.44 99.96 9.31e-007 99.70 1.04e-006 

LSSVR 3000 1463.44 99.97 2.62e-005 99.97 2.49e-005 square 
3000× 1 CISVR 132 10.65 97.76 3.29e-003 97.73 2.85e-003 

LSSVR 3000 1448.28 99.93 8.23e-011 99.80 1.14e-010 sinc 
3000× 1 CISVR 53 4.984 99.83 2.87e-008 99.56 3.18e-008 

LSSVR 6000 11048.69 100 1.44e-008 100 1.49e-008 MG system4 
6000× 4 CISVR 16 52.35 100 6.65e-007 100 6.91e-007 

LSSVR 6000 12954.34 100 8.06e-009 100 8.48e-009 MG system6 
6000× 6 CISVR 14 55.64 100 9.67e-007 100 1.02e-006 

LSSVR 6000 13104.99 100 3.30e-009 100 3.28e-009 MG system8 
6000× 8 CISVR 10 54.92 100 1.08e-006 100 1.13e-006 

the number of support vectors is less than that obtained by LSSVR for the similar 
regression accuracy.  

5   Discussion and Conclusion 

In this paper we propose an adaptive and iterative support vector machine regression 
algorithm based on the chunking incremental learning and the least square support 
vector machine regression algorithm. The samples are added to the working set in 
batches. The support vectors are selected adaptively in the iteration and the sparseness 
of support vectors is maintained. Meanwhile, the inverse of matrix A in the previous 
iteration is used to calculate the regression parameters. Therefore, the proposed ap-
proach can avoid calculating the inverse of a large-scale matrix, and at the same time, 
substantially improve the learning speed compared to that of LSSVR for the similar 
regression accuracy.  
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Abstract. Several factorization techniques have been proposed for tack-
ling the Structure from Motion problem. Most of them provide a good
solution, while the amount of missing data is within an acceptable ra-
tio. Focussing on this problem, we propose an incremental multiresolu-
tion scheme able to deal with a high rate of missing data, as well as
noisy data. It is based on an iterative approach that applies a classical
factorization technique in an incrementally reduced space. Information
recovered following a coarse-to-fine strategy is used for both, filling in
the missing entries of the input matrix and denoising original data. A
statistical study of the proposed scheme compared to a classical factor-
ization technique is given. Experimental results obtained with synthetic
data and real video sequences are presented to demonstrate the viability
of the proposed approach.1

1 Introduction

Structure From Motion (SFM) consists in extracting the 3D shape of a scene as
well as the camera motion from trajectories of tracked features. Factorization is
a method addressing to this problem. The central idea is to express a matrix of
trajectories W as the product of two unknown matrices, namely, the 3D object’s
shape S and the relative camera pose at each frame M : W2f×p = M2f×rSr×p,
where f and p are the number of frames and feature points respectively and r
the rank of W2f×p. These factors can be estimated thanks to the key result that
their rank is small and due to constraints derived from the orthonormality of the
camera axes. The Singular Value Decomposition (SVD) is generally used when
there are not missing entries. Unfortunately, in most of the real cases not all the
data points are available, hence other methods need to be used.

In the seminal approach Tomasi and Kanade [1] propose an initialization
method in which they first decompose the largest full submatrix by the factor-
ization method and then the initial solution grows by one row or by one column
at a time, unveiling missing data. The problem is that finding the largest full
submatrix of a matrix with missing entries is a NP-hard problem. Jacobs [2]
1 This work has been supported by the Government of Spain under the CICYT project
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treats each column with missing entries as an affine subspace and shows that,
for every r-tuple of columns, the space spanned by all possible completions of
them must contain the column space of the completely filled matrix. Missing
entries are recovered by finding the least squares regression onto that subspace.
However, this approach is strongly affected by noise on the data. An incremental
SVD scheme of incomplete data is proposed by Brand [3]. The main drawback
of that scheme is that the final result depends on the order in which the data are
encountered. Brandt [4] proposes a different technique that addresses the affine
reconstruction under missing data by means of an EM algorithm. Although the
feature points do not have to be visible in all views, the affine projection ma-
trices in each image must be known. A method for recovering the most reliable
imputation, addressing the SFM problem, is provided by Suter and Chen [5].
They propose an iterative algorithm to employ this criterion to the problem of
missing data. Their aim is not to obtain the factors M and S, but the projection
onto a low rank matrix to reduce noise and to fill in missing data. Wiberg [6] in-
troduces the Alternation technique to solve the factorization with missing data.
Since then, several variants of this approach have been proposed in the literature.
In [7], Buchanan and Fitzgibbon summarize different factorization approaches
with missing data and propose the Alternation/Damped Newton Hybrid, which
combines the Alternation strategy with the Damped Newton method.

One disadvantage of the above methods is that the result depends on the
percentage of missing data. They give a good factorization while the amount
of missing points is reduced, which is not common in real image sequences,
unfortunately. Additionally to this problem, when real sequences are considered,
the presence of noisy data needs to be taken into account in order to evaluate
the performance of the factorization technique. Addressing to these problems,
we propose to use an iterative multiresolution scheme, which incrementally fill
in missing data. A statistical study of the performance of the proposed scheme
is carried out considering different percentages of missing and noisy data. The
key point of the implemented approach is to work with a reduced set of feature
points along a few number of consecutive frames. Thus, the 3D reconstruction
corresponding to the selected feature points and the camera motion of the used
frames are obtained. Missing entries of the trajectory matrix are recovered, while,
at the same time, noisy data are filtered.

This paper is organized as follows. Section 2 contains a brief review of Alterna-
tion factorization techniques for the case where there are missing data. Section 3
presents the incremental multiresolution scheme used to factorize a matrix of
trajectories that has a large amount of missing data. The error function is de-
fined in section 4. Section 5 contains results obtained with synthetic and real
data. Conclusions and future work are given in section 6.

2 Alternation Technique

Let be W2f×p the matrix of trajectories of p feature points, tracked over f
frames—also denoted as W , or input matrix. The goal of Alternation is to find
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the best rank r approximation to W , where r < 2f, p. That is, to compute the
matrix factors M and S such that minimize the cost function:

‖W − MS‖2
F (1)

where ‖ · ‖ is the Frobenius matrix norm [8]. In the case of missing data:

‖W − MS‖2
F =

∑
i,j

|Wij − (MS)ij |2 (2)

where i and j correspond to the index pairs where Wij is defined.
The algorithm starts with an initial random 2f × r matrix M0 and repeats

the next steps until the product MkSk converges to W :

Sk = (M t
k−1Mk−1)−1M t

k−1W Mk = WSk(St
kSk)−1 (3)

As pointed out in [9], the most important advantage of this 2-step algorithm
is that these equations are the matrix versions of the normal equations. That is,
each Mk and Sk is the least-squares solution of a set of equations of the form
W = MS. Besides, since the updates of M given S (and analogously in the case
of S given M) can be independently done for each row of S, missing entries in
W correspond to omitted equations. Due to that fact, with a few data points
the method would fail to converge, but this happens only with large amounts of
missing data.

In the application of affine SFM, the last row of S should be filled with
ones S =

[
X 1

]t, where X are the 3D recovered coordinates of the feature
points. Through the paper, an Alternation for SFM with motion constraints
(AM) approach has been used. Hence, at each iteration k, it is used the fact that
M is the motion matrix—the relative camera pose at each frame. Therefore,
given Mk−1, and before computing Sk, we impose the orthonormality of the
camera axes at each frame.

3 Proposed Approach

We propose an iterative multiresolution approach using the AM previously de-
scribed. We will refer it as Incremental Alternation with Motion constraints
(IAM). Essentially, our basic idea is to generate sub-matrices with a reduced
density of missing points. Thus, the AM could be used for factoring these sub-
matrices and recovering their corresponding 3D shape and motion. The proposed
technique consists of two stages, which are fully explained below.

3.1 Observation Matrix Splitting

Let W2f×p be the observation matrix of p feature points tracked over f frames
containing missing entries. Let k be the index denoting the current iteration
number. In a first step, W is split into k × k non-overlapped sub-matrices, each
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one of them defined as Wk(i,j) , i ∈ (0, � 2f
k 	], j ∈ (0, � p

k 	]. For the sake of presen-
tation simplicity, hereinafter a sub-matrix in the current iteration level k will be
referred as Wk (assuming k > 1, since k = 1 is simply the AM method).

Although the idea is to focus the process in a small area (sub-matrix Wk), with
a reduced density of missing data, recovering information from a small patch can
be easily affected from noisy data, as pointed out in [5]. Hence there is a trade
off between the size of a sub-matrix and the confidence of its recovered data.
In order to improve the confidence of recovered data a multiresolution approach
is followed. In a second step, and only when k > 2, four W2k overlapped sub-
matrices, with twice the size of Wk are computed as illustrated in Fig.1. The idea
of this enlargement process is to study the behavior of feature points contained
in Wk when a bigger region is considered. Other strategies were tested in order
to compute in a fast and robust way sub-matrices with a reduced density of
missing entries (e.g. quadtrees, ternary graph structure), but they do not give
the desired and necessary properties of overlapping.

Since generating four W2k for every Wk is a computationally expensive task,
a simple and more direct approach is followed. It consists in splitting the input
matrix W in four different ways, by shifting W2k half of its size (i.e., Wk) through
rows, columns or both at the same time. When all these matrices are considered
together, the overlap between the different areas is obtained.

Fig. 1. W2k overlapped matrices of the observation matrix W , computed during the
first stage (section 3.1), at iteration k = 6

3.2 Sub-matrices Processing

At this stage, the objective is to recover missing data by applying AM at every
single sub-matrix. Independently of their size hereinafter sub-matrices will be
referred as Wi.

Given a sub-matrix Wi, the AM gives its corresponding Mi and Si matrices.
Their product could be used for computing an approximation error εi such as
equation (2). In case the resulting error is smaller than a user defined threshold σ,
every point in Wi is kept in order to be merged with overlapped values after
finishing the current iteration. Additionally, every point of Wi is associated with
a weighting factor, defined as 1

εi
, in order to measure the goodness of that value.

These weighting factors are later on used for merging data on overlapped areas.
Otherwise, the resulting error is higher than σ, computed data are discarded.
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Finally, when every sub-matrix Wi has been processed, recovered missing data
are used for filling in the input matrix W . In case a missing datum has been
recovered from more than one sub-matrix (overlapped regions), those recovered
data are merged by using their corresponding normalized weighting factors. On
the contrary, when a missing datum has been recovered from only one sub-
matrix, this value is directly used for filling in that position.

Once recovered missing data were used for filling in the input matrix W , the
iterative process starts again (section 3.1) splitting the new matrix W (the input
one merged with recovered data) either by incrementing k one unit or, in case
the size of sub-matrices Wk at the new iteration stage is quite small (the smaller
Wk size was set to 5×5), by setting k = 2. This iterative process is applied until
one of the following conditions is true: a) the matrix of trajectories is totally
filled; b) at the current iteration no missing data were recovered; c) a maximum
number of iterations is reached.

4 The Error Function

As pointed out in [5], the cost function defined by equation (2) could be ambigu-
ous and in some cases contradictory. That is because that formula only takes into
account the recovered values corresponding to known features, but it ignores how
the rest of entries are filled. Therefore, in order to compare the proposed IAM
scheme with the classical AM, an error function that considers all the features of
the sequence, including missing points, is used (see equation (1)). Unfortunately,
this is only possible when we have access to the whole information. Hence, when
real data are considered, in order to perform a comparison by using the proposed
error function, a full matrix should be selected. This matrix is used as input and
missing data are randomly removed.

As it will be presented in short, noise is added to the input matrix W . However,
since the aim is also to study how the data are filtered, the entries of the matrix
of trajectories given by the product MS are compared with the corresponding
elements in the input matrix W .

5 Experimental Results

As it was previously mentioned we want to do an statistical study about the
filtering capability of the IAM scheme compared to the classical AM. At the
same time, the robustness to missing data will be considered. In order to per-
form a comparison that help us to infer some conclusions, different levels of
Gaussian noise—standard deviation (also denoted as std) with values from 1

8
to 1, both in a synthetic and a real case—are added into the 2D feature point
trajectories and different amounts of missing data are considered—from 20% up
to 80%. Statistical results are obtained by applying: a) AM over the input ma-
trix W ; b) AM after filling in missing data with the proposed IAM. Although
this strategy consists of two parts (IAM+AM), for simplicity, we referred it as
IAM.



560 C. Julià et al.

For each setting (level of noise, amount of missing data) 100 attempts are
repeated and the number of convergent cases—those in which the error value
is smaller than a threshold—obtained with each approach is computed. Due to
the fact that for each setting the error takes a different range of values, a unique
threshold is difficult to define. Therefore, it is defined for each particular setting,
by the mean of the inliers error values ε 2 obtained from AM and IAM. Notice
that more convergent cases does not necessary mean that a better performance
is achieved for that setting. The idea is compare AM and IAM, not the dif-
ferent settings. Experiments using both synthetic and real data are presented
below.

5.1 Synthetic Object

Synthetic data are randomly generated by distributing 35 3D feature points
over the whole surface of a cylinder, see Fig.2 (left). The cylinder is defined by
a radius of 100 and a height of 400; it rotates over its axis. The corresponding
input matrices are obtained using different number of frames. In order to obtain
a low percentage of missing data, a few frames are taken and the resulting input
matrices are quite small. The IAM performs worse in these cases. However,
the goal is to show its performance for a great amount of missing data, when
other factorization techniques tend to fail. Additionally, the small size of the
input matrices does not help to see the denoising capability of both AM and
IAM.

−100 −50 0 50 100−100

0

100

−50

0

50

Fig. 2. (left) Synthetic object used to test the proposed approach. (right) Input object
used for the real case.

As shown in Fig. 3 (left), the case of free-noisy data differs considerably from
the others. In particular, for the IAM approach, a high average of convergent
cases is obtained, no matter the ratio of missing data. Notice that with IAM
and for 80% of missing data, a ratio of convergence of 100 is obtained. That
does not mean a better result that working with a low percentage of missing
data. As mentioned above, the idea is not to compare with the other settings,
but with the AM, which has a ratio of convergence of about 2 for the same
setting.
2 The inliers ε are defined as |ε| < q3 + 1.5∆q—where q3 is the value of the third

quartile and ∆q is the interquartile distance q3 − q1.
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Fig. 3. Synthetic case. (left) Ratio of convergence for the different percentages of miss-
ing data, fixing different standard deviation (std) values. (right) The same for different
std values, fixing various percentages of missing data. Zero std means no noisy data.

5.2 Real Object

Experimental results with a real video sequence of 101 frames with a resolution
of 640 × 480 pixels are presented. The studied object is shown in Fig. 2 (right).
A single rotation around a vertical axis is performed. Feature points are selected
by means of a corner detector algorithm and 87 points over the object to be
studied are considered. An iterative feature tracking algorithm has been used.
More details about corner detection and tracking algorithm can be found in [10].
Different ratios of missing data are obtained by randomly removing data; the
removed data are recorded in order to compute the error value (1).

Again, in Fig. 4 (left) it seems that for the case of no noise and a percentage
of missing data from 40 up to 60, both AM and IAM performs worse than for
other percentages. As shown in Fig. 4 (right), the number of convergent cases is
in general higher applying IAM than AM.

20 30 40 50 60 70 80
0

10

20

30

40

50

60

70

80

90

100

%missing data

N
um

be
r 

of
 e

xp
er

im
en

ts
 th

at
 c

on
ve

rg
es

Ratio of convergence for different percentages of missing data (m.d.)

AM, no noise
IAM, no noise
AM, std = 1/6
IAM, std = 1/6
AM, std = 2/3
IAM, std = 2/3

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

10

20

30

40

50

60

70

80

90

100

standard deviation (std)

N
um

be
r 

of
 e

xp
er

im
en

ts
 th

at
 c

on
ve

rg
es

Ratio of convergence for different standard deviation values

AM, 20% m.d.
IAM, 20% m.d.
AM, 40% m.d.
IAM, 40% m.d.
AM, 70% m.d.
IAM, 70% m.d.
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6 Conclusions and Future Work

This paper presents an efficient technique for tackling the SFM problem when
a high ratio of missing and noisy data is considered. The proposed approach
exploits the simplicity of an Alternation technique by means of an iterative
scheme. Missing data are incrementally recovered improving the final results.
Noise have been added to the data and a statistical study about the filtering
capability of AM compared to our incremental strategy have been done. It has
been shown that, in most of the cases, results of IAM are better than the ones
of AM in the sense of number of convergent cases.

In the future, we would like to use the proposed icremental multiresolution
scheme with other classical factorization techniques. Additionally, other func-
tions that consider the goodness of the obtained M and S and not only the
recovered elements of W will be studied.
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Abstract. This paper presents a simple technique for motion detection in 
steady-camera video sequences. It consists of three stages. Firstly, a coarse 
moving edge representation is computed by a set of arithmetic operations  
between a given frame and two equidistant ones (initially the nearest ones). 
Secondly, non-desired edges are removed by means of a filtering technique. 
The previous two stages are enough for detecting edges corresponding to ob-
jects moving in the image plane with a dynamics higher than the camera’s cap-
ture rate. However, in order to extract moving edges with a lower dynamics, a 
scheme that repeats the previous two stages at different time scales is per-
formed. This temporal scheme is applied over couples of equidistant frames and 
stops when no new information about moving edges is obtained or a maximum 
number of iterations is reached. Although the proposed approach has been 
tested on human body motion detection it can be used for detecting moving ob-
jects in general. Experimental results with scenes containing movements at dif-
ferent speeds are presented. 

1   Introduction 

A number of techniques for motion detection have been proposed during last years 
(e.g., [1], [2], [3]). An extensive survey of the current state of the art in image change 
detection is given in [4]. The most common approaches compute a background image 
and then threshold the difference between each frame and this estimated background. 
This difference will automatically unveil moving objects (foreground) present in the 
scene. Background modeling and subtraction approaches have been extensively used 
and mainly rely on the use of color or luminance information (e.g. [5], [6]). [7] util-
izes color and edge information in order to improve the quality and reliability of the 
results. It requires several frames to compute an initial estimation of the background 
image. Since the background is exposed to permanent changes, it has to be updated 
periodically. Typical approaches update background model by means of Gaussian 
mixtures [8]. 

In contrast to iterative updating algorithms, [9] proposes a background estimation 
algorithm that utilizes a global optimization to identify the periods of time in which 
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background content is visible in a small block of the image. Since foreground regions 
are excluded, no bias towards the foreground color will occur in the reconstructed 
background. The main drawback of background-modeling techniques appears when 
moving objects always overlap the same area. 

On the contrary to previous approaches, the difference between consecutive images 
was also used to detect motion. For instance, [10] and [11] propose techniques based 
on the difference between consecutive frames. In [10], moving objects are detected by 
a combination of three edge maps: a) a background edge map, b) an edge map com-
puted from the difference of two consecutive frames, and c) an edge map from the 
current frame. In both approaches an interframe scheme that only considers two con-
secutive frames is proposed; therefore, objects moving with a low dynamics are only 
detected by both an edge labeling process and a parameters’ tuning process.  

Our work is closely related to the work presented in [10]. However, it is more ad-
vantageous than [10] since: (1) efficiency is higher due to the fact that there is no 
need to compute a background model, (2) moving objects are directly extracted by 
means of their moving edges without tuning any user defined parameter and (3) com-
plex scenes, containing objects with different dynamics, can be processed. The pro-
posed technique is based on the use of arithmetic operations between the current 
frame and other two equidistant ones (backward and forward along the video se-
quence). It allows handling scenes containing bodies moving at different speeds.  

The proposed technique consists of three stages. Firstly, a coarse representation of 
moving edges is computed. Secondly, that representation is filtered given rise to an 
image only containing those objects moving with a speed higher than the camera’s 
capture rate. Finally, these two stages are applied iteratively in order to extract all the 
moving objects present in the current frame. The paper is organized as follows. Sec-
tion 2 introduces the moving edge detection stage. Section 3 presents the filtering 
stage, proposed to remove non-moving edges generated in noisy regions. The iterative 
process is presented in section 4. Experimental results are presented in section 5 and 
conclusions are finally given in section 6. 

2   Moving Edge Detection 

Given a video sequence defined by f frames, the algorithm starts by computing their 
corresponding edges by means of the Canny edge detector [12]. These segmented 
frames, Ei, contain all the edges of the input frames, Fi. At this first stage the objective 
is to extract a coarse description of those edges defining moving objects. 

In order to detect those edges, a set of arithmetic operations is applied over three 
consecutive frames {n-m, n, n+m}. The philosophy of this first stage is to detect mov-
ing edges based on the fact that they will be placed at different positions when con-
secutive frames are considered. Firstly, the signed differences between edges  
extracted from a central frame and edges corresponding to two nearest neighbors are 
computed (DEl = En – En-1  and DEr = En – En+1 ). From these differences, only 
positive pixels are considered; pixels with a negative value are set to zero. Each one 
of these new images (DEl , DEr) essentially contains moving edges together with 
some background edges occluded by the non-overlapped difference (DEl , DEr). The 
latter will be called δ edges, see Fig. 3(bottom). The amount of δ edges depends on 
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the speed of the moving objects in the image plane. In addition to the previous edges, 
the new images also contain edges generated by noisy data or by small differences in 
the edge representation computed by the Canny edge detector (edges are quite sensi-
tive to light variations). All these non-moving edges will be removed during the next 
stage by a filtering algorithm, while δ edges are easily removed by merging the com-
puted images (DEl , DEr) through an AND logical operation: 

 ME = DEl ∩ DEr (1) 

δ edge removal stage is one of the differences with respect to [10], where occluded 
edges are removed by using an edge map generated by combining background edges 
and the edges of the current frame. 

 

Fig. 1. (left) Original frame. (right) Edge representation computed by the Canny edge detector. 

DEl = E480-E479 DEr = E480-E481 ME = DEl  DEr  

Fig. 2. (left) Edges computed by subtracting to the central frame the previous one. (center) 
Result after subtracting the next one. (right) Final edge representation ME, computed from DEl 
and DEr. 

As mentioned above, an image ME still contains edges belonging to non-moving 
objects generated by noisy data. They are removed next by a filtering stage. Fig. 
2(right) shows an illustrations of the resulting ME image, corresponding to Fig. 1, 
computed after merging Fig. 2(left) with Fig. 2(center). Notice that at this particular 
sequence, motion is performed with a low dynamics⎯a walking displacement; hence, 
there are not unveiled δ edges in Fig. 2(left) neither in Fig. 2(center). Notice that DEl, 
DEr and therefore ME, contain some edges corresponding to noisy data from  
Fig. 1(right), which will be removed next. 
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DEl = E128-E127 DEr =  E128-E129 ME = DEl  DEr

 edges 

 

Fig. 3. (top-left) Original frame. (top-right) Edge representation computed by the Canny edge 
detector. (bottom-left) Edges computed by subtracting to the central frame the previous one. 
(bottom-center) Result after subtracting the next one. (bottom-right) Final edge representation 
ME, computed from DEl and DEr. 

Fig. 3 shows the result obtained with a scene containing a movement having higher 
dynamics. Differently to the previous case, Fig. 3(bottom-left) and Fig. 3(bottom-
center) show some δ edges. The final edge representation is shown in Fig. 3(bottom-
right), again there are some edges corresponding to noisy data. 

3   Non-moving Edge Removal 

The outcome of the previous stage is an image containing edges belonging to objects 
moving with a speed, in the image plane, higher than the camera capture rate. In addi-
tion, that image contains edges belonging to non-moving objects, which are originated 
due to the fact that the random noise created in one frame is different from the one 
created in other frames. These differences generate slight changes in the edge position 
(or new edges), which make that even stationary background edges are not removed 
when the differences between the current frame and its neighbors is computed (DEl , 
DEr) (see Fig. 2(right) and Fig. 3(bottom-right)). The objective at this stage is to re-
move all these non-moving edges.  

As shown in [10] and [11], an easy and robust way to extract a noiseless edge rep-
resentation of moving edges is to apply the Canny operator over the 

difference of two original frames ζ( Fn – Fn-1 ), instead of performing the difference 
of the computed edges. It is because Gaussian convolution, included in the Canny 
operator, suppresses the noise in the luminance difference by smoothing it: 

 ζ( Fn – Fn-1 ) = θ (∇G* Fn – Fn-1 ) (2) 
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l( F480 – F479 ) r( F480 – F481 )  = l  r

l( F128 – F127 ) r( F128 – F129 )  = l  r

 

Fig. 4. (top) Filter mask for merged edges (ME) shown in Fig. 2(right). (bottom) Filter mask for 
merged edges (ME) shown in Fig. 3(bottom-right). 

MovEdges(480,1)

MovEdges(480,m) 

m={1,3}

MovEdges(480,m) 

m={1,3,6}

MovEdges(128,m) 

m={1,3}

MovEdges(128,m) 

m={1,3,6}
MovEdges(128,1)

 

Fig. 5. (top) Moving edges extracted from frame 480, Fig. 1(top-right), after two iterations. 
(bottom) Moving edges extracted from frame 128, Fig. 3(top-right ), after two iterations. 

where the edges of the original input frames difference, ζ( Fn – Fn-1 ), are computed 
by the Canny edge detector by performing a gradient operation ∇ on the Gaussian 
convoluted image G*F, followed by applying the nonmaximum suppression to the 
gradient magnitude to thin the edges and the thresholding operation with hysteresis to 
detect and link them (θ). This strategy has already been used in [10] to extract the 
edges of moving objects by merging this representation with other two edge map 
representations (edges from the background, automatically or manually computed, 
and edges from the current frame). In the current implementation we propose to take 
advantage of this noiseless edge representation and to use it as a filtering mask.  
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Similarly, two representations are computed: ζl( Fn – Fn-1 ) and ζ r( Fn – Fn+1 ). These 
representations are merged together, by means of an OR logical operation, giving rise 
to a single image that is the sought filtering mask: 

 Ω = ζ l ∪ ζ r (3) 

Fig. 4 shows filter masks for the two examples previously presented. Finally, this 
mask is applied over the edge representation computed in (1), through an AND logi-
cal operation. The resulting representation only contains those moving edges present 
at the frame n, when its two nearest frames (n±1) are considered:  

 MovEdges(n,1) = Ω ∩ ME (4) 

The previous scheme only detects objects moving with a speed higher than the 
camera’s capture rates (only two nearest frames were used). It cannot work properly 
with all the possible situations—low dynamics or temporarily still moving objects. In 
order to handle these situations the following scheme is proposed. 

4   Detecting Moving Objects 

The previous stages can easily be extended by considering not only the two nearest 
frames but a combination of two frames equidistant to the one under study. In this 
way, an iterative process has been proposed to detect all the spectra of moving edges 
present in the scene. 

Let En be the edges extracted from frame n by using the Canny operator. The tech-
nique presented in previous sections, is now used by taking into account a couple of 
frames placed at m backward and forward positions from n (m>1). Again, moving 
edges computed by (1) are filtered by means of (3), also computed from the frame n 
together with both n±m frames. The variable m is incremented after every iteration 
and the computed moving edges, MovEdges(n,m), are merged with previous re-
sults⎯OR operation. This iterative process is applied until no new information about 
moving edges is extracted or a maximum number of iterations is reached. In this case 
the algorithm stops and moving objects are defined by the extracted moving edges. 

In order to speed up the process, in the current implementation the variable m has 
been increased by a step of three frames after each iteration (m += 3). An attractive 
point of the proposed scheme, when human motion is considered, is that this itera-
tive approach allows detecting all body parts independently of their particular dy-
namics. Human body displacement (e.g. walking, running) is a good example of a 
movement involving different dynamics. Its particularity, over other rigid moving 
objects, is that in spite of the fact that the center of gravity could have associated a 
constant velocity, each body part has a different non-constant velocity; this veloc-
ity, for example during a walking period, is temporarily null for the foot that is in 
contact with the floor. Hence, detection of human body displacement is an attractive 
topic, where, up to our knowledge none of those algorithms based on the use of 
only two consecutive frame differences is able to efficiently detect without further 
considerations.  
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MovEdges(128,m)     m={1,3}MovEdges(128,1)  

Fig. 6. (top-left) Original frame. (top-right) Edge representation computed by the Canny edge 
detector. (bottom-left) Moving edges extracted after one iteration. (bottom-right) Moving edges 
extracted after two iterations. 

5   Experimental Results 

The proposed technique has been tested with several video sequences depicting body 
motion having different dynamics. In the paper two different illustrations have been 
used (one with low dynamics and the other with high dynamics). Fig. 5 shows final 
results of both illustrations. Fig. 5(top-left) has been obtained after filtering Fig. 
2(right) with the mask presented in Fig. 4(top-right). While Fig. 5(top-center) and 
Fig. 5(top-right) present moving edges obtained after two and three iterations respec-
tively—edges corresponding to the highlighted region in Fig. 5(top-left) have been 
recovered when frames further than one position were considered. Fig. 5(bottom-left) 
has been obtained after filtering Fig. 3(bottom-right) with the mask presented in Fig. 
4(bottom-right). Similarly, the highlighted region corresponds to the body part with 
lowest dynamics. Fig. 5(bottom-center) and Fig. 5(bottom-right) present moving 
edges obtained after two and three iterations respectively. 

Fig. 6 presents results obtained with an indoor video sequence. Fig. 6(top-left) 
shows an original frame, while its corresponding edges, computed by Canny edge 
detector, are presented in Fig. 6(top-right). Moving edges obtained after one and two 
iterations are presented in Fig. 6(bottom). 

Finally, although at the current implementation segmenting the bodies’ region is 
not addressed, they can be easily handled by detecting regions bounded by the first 
and last edge points along rows and columns [10]. Extracted points will define the 
moving body regions. 
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6   Conclusions 

This paper described a simple technique for recovering moving objects by extracting 
their defining edges—moving edges. Further works will consider labeling those non-
moving edges as background edges. In this way, if it necessary, a background repre-
sentation could be incrementally generated; moreover after computing a full back-
ground image, where some measure of confidence is reached, the algorithm could 
switch from moving edge detection to a background subtraction approach, probably 
reducing CPU time.  

Improvements of the proposed technique with respect to [10] are mainly in two as-
pects. First, all the spectra of moving objects is recovered; and second there is no need 
to generate a background edge map neither to tune particular parameters. The main 
advantage over those background modeling techniques is that the proposed approach 
can be applied whenever it is required, without having to process a large part of the 
video. 
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Abstract. We propose a new Connected Dominating Set (CDS) based
algorithm for clustering in Mobile Ad hoc Networks (MANETs). Our
algorithm is based on Wu and Li’s [14] algorithm, however we provide
significant modifications by considering the degrees of the nodes dur-
ing marking process and also provide further heuristics to determine the
color of a node in the initial phase. We describe, analyze and measure
performance of this new algorithm by simulation and show that it per-
forms better than Wu and Li’s [14] algorithm especially in the case of
dense networks.

1 Introduction

MANETs do not have any fixed infrastructure and consist of wireless mobile
nodes that perform various data communication tasks. MANETs have potential
applications in rescue operations, mobile conferences, battlefield communications
etc. Conserving energy is an important issue for MANETs as the nodes are
powered by batteries only[1].

Clustering has become an important approach to manage MANETs. In large,
dynamic ad hoc networks, it is very hard to construct an efficient network topol-
ogy. By clustering the entire network, one can decrease the size of the problem
into small sized clusters. Clustering has many advantages in mobile networks.
Clustering makes the routing process easier, also, by clustering the network, one
can build a virtual backbone which makes multicasting faster. However, the over-
head of cluster formation and maintenance is not trivial. In a typical clustering
scheme, the MANET is firstly partitioned into a number of clusters by a suitable
distributed algorithm. A Cluster Head (CH) is then allocated for each cluster
which will perform various tasks on behalf of the members of the cluster. The
performance metrics of a clustering algorithm are the number of clusters and
the count of the neighbor nodes which are the adjacent nodes between clusters
that are formed [1].

In this study, we search various graph theoretic algorithms for clustering in
MANETs and propose a new distributed algorithm. Dominating Set based Clus-
tering which is a fundamental approach and related work in this area are reviewed
in Section 2. We illustrate our algorithm and sample results in Section 3 and the
Conclusion Section provides the overview.
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2 Background

2.1 Clustering Using Dominating Sets

A dominating set is a subset S of a graph G such that every vertex in G is either
in S or adjacent to a vertex in S[2]. Dominating sets are widely used in clustering
networks[8]. Dominating sets can be classified into three main classes, Indepen-
dent Dominating Sets (IDS), Weakly Connected Dominating Sets (WCDS) and
Connected Dominating Sets (CDS)[4].

– Independent Dominating Sets: IDS is a dominating set S of a graph G in
which there are no adjacent vertices. Fig. 1.a shows a sample independent
dominating set where black nodes show cluster heads.

– Weakly Connected Dominating Sets (WCDS): A weakly induced subgraph
(S)w is a subset S of a graph G that contains the vertices of S, their neighbors
and all edges of the original graph G with at least one endpoint in S. A
subset S is a weakly-connected dominating set, if S is dominating and (S)w

is connected [5]. Black nodes in Fig. 1.b show a WCDS example.
– Connected Dominating Sets: A connected dominating set (CDS) is a subset

S of a graph G such that S forms a dominating set and S is connected.
Fig. 1.c shows a sample CDS.

(a) (b) (c)

Fig. 1. (a)IDS (b)WCDS (b)CDS

2.2 Dominating Set Algorithms

Various algorithms exist for clustering in IDS, WCDS and CDS.

Clustering Using IDS: Baker and Ephremides [6] proposed an independent
dominating set algorithm called highest vertex ID. A very similar algorithm to
the highest id algorithm is the lowest id algorithm by Gerla and Tsai [7]. Gerla
and Tsai developed another algorithm to find the independent dominating sets
called the highest degree algorithm. Although these algorithms are considered
as important algorithms, Chen et al. [8] proposed that these algorithms are not
working correctly for some graphs. To solve this incorrect operation, Chen et al.
developed the k-distance independent dominating set algorithm.[9].

Clustering Using WCDS: Although independent dominating sets are suitable
for constructing optimum sized dominating sets, they have some deficiencies such
as lack of direct communication between cluster heads. In order to obtain the
connectivity between cluster heads, WCDSs can be used to construct clusters.
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The WCDS was first proposed for clustering in ad hoc networks by Chen and
Liestman [10] called zonal clustering.

Clustering Using CDS: CDSs have many advantages in network applications
such as ease of broadcasting and constructing virtual backbones [11], however,
when we try to obtain a connected dominating set, we may have undesirable num-
ber of cluster heads. So, in constructing connected dominating sets, our primary
problem is to find a minimal connected dominating set. Guha and Khuller [12]
proposed two centralized greedy algorithms for finding suboptimal connected
dominating sets. Das and Bharghavan [13] provided distributed implementa-
tions of Ghua and Khuller’s algorithms [12]. Wu and Li [14], improved Das
and Bhraghavan’s distributed algorithm as a localized distributed algorithm for
finding connected distributed sets in which each node only needs to know its
distance-two neighbor [13]. Then Wu and Dai, proposed an extended version of
this algorithm which uses more general rules in order to cluster graphs[18]. Xin-
fang Yan, Yugeng Sun, and Yanlin Wang [15] proposed a heuristic algorithm for
minimum connected dominating set which uses uptime and power levels of the
nodes as heuristics. Peng-Jun Wan, Khaled M. Alzoubi and Ophir Frieder [16]
proposed a distributed algorithm for finding a CDS which constructs the domi-
nating set using the Maximal Independent Sets. Hui Liu, Yi Pan and Jiannong
Cao [17], improved Wu and Li’s algorithm [14] by adding a third phase elimi-
nation. In the additional third phase, the algorithm searches redundant cluster
heads. A cluster head is eliminated if it is dominated by two of its cluster head
neighbors. Our algorithm is based on Wu and Li’s CDS Algorithm [14].

Wu and Li CDS Algorithm: Wu and Li CDS Algorithm [14] is a step wise
operational distributed algorithm, in which every node has to wait for others in
lock state in the algorithm. In this algorithm, initially each vertex marks itself
WHITE indicating that it is not dominated yet. In the first phase, a vertex
marks itself BLACK if any two of its neighbors are not connected to each other
directly. In the second phase, a BLACK marked vertex v changes its color to
WHITE if either of the following conditions is met:

1. ∃u ∈ N(v) which is marked BLACK such that N [v] ⊆ N [u] and id(v) <
id(u);

2. ∃u, w ∈ N(v)which is marked BLACK such that N(v) ⊆ N(u)
⋃

N(w) and
id(v) = min{id(v), id(u), id(w)};

3 The Distributed Dominating Set Based Clustering
Algorithm

3.1 General Idea

We propose a distributed algorithm which finds a minimal connected dominating
set in a MANET. We developed our algorithm based on Wu’s CDS Algorithm
but we add some extra heuristics. First, we determine some situations that a
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CHK_NODES

Period_TOUT / Neighbor_REQ

/Neighbor_LST
Neighbor_REQ

IDLE

Color_REQ
/Color_RES

Neighbor_REQ
/Neighbor_LST

Neighbor_LST, 1

Neighbor_LST,2,3

Neighbor_LST,2,4

/I_am_UNMARKED (WHITE)

/I_am_MARKED (BLACK)

CHK_DOM

Color_REQ
/Color_RES

/I_am_MARKED (BLACK)

/I_am_UNMARKED (WHITE)

Neighbor_REQ
/Neighbor_LST

Color_REQ
/Color_RES

Neighbor_LST, 2
/Domination_REQ

Color_RES, 1

Color_RES,2,5

Color_RES,2,6

1) count < Neighbor_number
2) count = Neighbor_number
3) Having at least one isolated neighbor
4) All neighbors are connected OR i am isolated

6) None of the four pruning rules is true
5) One of the four pruning rules is true

Fig. 2. Finite State Machine of the Clustering Algorithm

node cannot change its color after the first phase. We also consider the degree
of a node when marking it.

3.2 Algorithm

We assume that each node has a unique node id and knows its adjacent neigh-
bors. Each node has a color indicating whether the node is in the dominating
set or not. The color is set to BLACK if the node is in the dominating set, or
WHITE if the node is not in the dominating set. Color GRAY is used to indicate
that the node is marked after the first phase, but it will change its color after the
second phase as either WHITE or BLACK. The finite state diagram for the al-
gorithm can be seen in Fig. 2. Period TOUT message triggers the algorithm and
is sent periodically. Neighbor REQ message is sent to collect a list of distance-2
neighbors. Neighbor LST message includes a list of adjacent neighbors of send-
ing node. Color REQ message is used to collect a node’s neighbor’s colors after
the first phase. Color RES message includes sender’s color after the first phase.
Each node is in the IDLE state and colored as UNDEFINED COLOR initially.
When all Neighbor LST messages are collected in the CHK NODES state, the
node checks the following heuristics to determine if it will be among the ones
whose color will not alter after the first phase:
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– If the node has at least one isolated neighbor, it changes its color to BLACK
and its state to IDLE.

– If all neighbors of the node are directly connected to each other or if the
node is an isolated node, it changes its color to WHITE and its state to
IDLE.

If the node is not suitable for one of these two coloring heuristics, then it changes
its color to GRAY and its state to CHK DOM. When the node switches to
state CHK DOM, it multicasts a Color REQ message to its neighbors. Then it
waits until all its neighbors send their colors. When the node v collects all color
information, it starts to apply the following rules:

1. ∃u ∈ N(v) which is marked BLACK such that N [v] ⊆ N [u];
2. ∃u, w ∈ N(v) which is marked BLACK such that N(v) ⊆ N(u)

⋃
N(w);

3. ∃u ∈ N(v) which is marked GRAY such that N [v] ⊆ N [u] and degree(v) <
degree(u) OR (degree(v) = degree(u) AND id(v) < id(u));

4. ∃u, w ∈ N(v) which is marked GRAY OR BLACK such that N(v) ⊆
N(u)

⋃
N(w) and degree(v) < min{degree(u), degree(w)} OR degree(v) =

min{degree(u), degree(w)} AND id(v) < min{id(u), id(w)};
If one of these rules is true, then the node v changes its color to WHITE, else it
changes its color to BLACK. After the node determines its permanent color, it
changes its state to IDLE. At any state, a node can receive request messages to
help other nodes run their algorithms. These messages are Neighbor REQ and
Color REQ. In such a case, the node prepares the required information requested
in the received message and continues to its current operation. No state changes
are performed in these cases.

3.3 An Example Operation

We obtained the resulting connected dominating set in Fig. 3 by using our al-
gorithm. This section explains the algorithm step by step by using the sample
graph in Fig. 3. Runtime of the algorithm is explained for nodes 1 and 8, but
we remark again that each node is running the algorithm concurrently.

– Execution of algorithm at node 1: When node 1 times out the period, it sets
its color to UNDEFINED COLOR, sends a Neighbor REQ message to all of
its neighbors and changes its state to CHK NODES. It waits at that state
until all response messages are collected from its neighbors. Once responses
are collected, node 1 prepares a list of its directly unconnected neighbors

5

81

69

7 3

2

4

Fig. 3. Example
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by looking at Neighbor LST messages. In this stage, it finds out that all of
its neighbors are directly connected, therefore the node 1 sets its color to
WHITE and its state to IDLE.

– Execution of algorithm at node 8: When node 8 times out the period, it sets
its color to UNDEFINED COLOR, sends a Neighbor REQ message to all
of its neighbors and changes its state to CHK NODES. Once responses are
collected, node 8 checks if one of the heuristics is suitable for it, at that
stage, it finds out that the node 8 has an isolated neighbor (node2), so it
sets its color to BLACK and its state to IDLE.

3.4 Analysis

Theorem 1. Time complexity of the clustering algorithm is Θ(4).

Proof. Every node executes the distributed algorithm by the exchange of 4 mes-
sages. Since all these communication occurs concurrently, at the end of this
phase, the members of the CDS are determined, so the time complexity of the
algorithm is Θ(4).

Theorem 2. Message complexity of the clustering algorithm is O(n2) where n
is the number of nodes in the graph.

Proof. For every mark operation of a node, 4 messages are required (Neigh-
bor REQ, Neighbor LST, Color REQ, Color RES ). Assuming every node has

Fig. 4. Test Results
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n-1 adjacent neighbors, total number of messages sent is 4(n − 1). Since there
are n nodes, total number of messages in the system is n(4(n − 1)) Therefore
messaging complexity of our algorithm has an upperbound of O(n2).

3.5 Results

We implemented the Dominating Set Based Clustering Algorithm with POSIX
threads in RedHat. Each thread is treated as a mobile node. Graph is constructed
randomly with different densities. Fig. 4 displays the cluster head numbers at
graphs with 40, 50, 60 and 70 per cent densities. The results are taken at rang-
ing from 10 to 90 nodes in a random graph. It can be seen that our modified
algorithm performs significantly better than Wu and Li’s[14] algorithm at higher
densities.

4 Conclusions

In this paper, we proposed a distributed algorithm with significant modifications
on Wu and Li’s algorithm for constructing a CDS. We showed the implemen-
tation of the algorithm and analyzed its time and message complexities. We
showed that we can decrease the size of the CDS by adding some heuristics to
Wu and Li’s algorithm. We also showed that this improvement can be significant
especially when the number of nodes in the MANET is large. Therefore, we can
conclude that the algorithm can be preferable in dense mobile networks. Cluster-
ing described in this study can be used for various distributed tasks in MANET’s
such as routing and multicast communications. We are planning to experiment
various total order multicast algorithms in such an environment where message
ordering is provided by the cluster heads on behalf of the ordinary nodes of the
MANET.
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Abstract. This paper presents the heuristic algorithm Maximizing Value per 
Resources Consumption (MVRC) that solves the Multi-Choice Multi-
Constraint Knapsack Problem, a variant of the known NP-hard optimization 
problem called Knapsack problem. Starting with an initial solution, the MVRC 
performs iterative improvements through exchanging the already picked items 
in order to conclude to the optimal solution. Following a three step procedure, it 
tries to pick the items with the maximum Value per Aggregate Resources 
Consumption. The proposed algorithm has been evaluated in terms of the 
quality of the final solution and its run-time performance. 

1   Introduction 

One of the most studied combinatorial optimization problems is the Knapsack 
Problem (KP). Numerous problems of different fields such as capital budgeting, cargo 
loading and resource allocation are modeled as a variant of it. Due to the high 
applicability of this NP-hard problem, it has been widely studied. The objective of the 
original KP is to optimize resource allocation, or more precisely, how to distribute a 
fixed amount of resources among several actions in order to obtain maximum payoff. 
The 0-1 KP considers a knapsack of specific capacity and a set of items; each of them 
has specific weight and value. The objective is to determine which items should be 
placed in the knapsack so as to maximize the total value of the items contained in it 
without exceeding its capacity. Another variant of the 0-1 KP refers to the case that 
there are multiple constraints regarding resources and is called Multi-Dimension or 
Multi-Constraint KP (MDKP). Another one is the Multi-Choice KP (MCKP).  In this 
case the items are divided into groups and the objective is to pick exactly one item of 
every group in order to maximize the total value. 

A combination of the MDKP and MCKP variants is the Multi-Choice Multi-
Constraint Knapsack Problem (MMKP). Its formal definition is: There are n groups 
of items. Group i contains il  items. Each item ij has a particular value ijv  and weights 

),...,( 1 mijijij rrr =  regarding the m resource constraints: )...,( ,1 mCCC = . The objective is 

to pick exactly one item from each group in order to have maximum total value of the 
collected items, subject to the m resource constraints. With decision 
variable: { }1,0∈ijx , the MMKP is formulated as follows. The objective function to be 

maximized is the total value of the picked items:  
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This paper presents the heuristic Maximizing Value per Resources Consumption 
(MVRC) for solving the MMKP. It is an improvement of the heuristic HEU [1] which 
is proved to be one of the best known algorithms in terms of performance (solution 
optimality vs. computation time). Starting with an initial solution, MVRC performs 
iterative improvements though exchanging the already picked items in order to 
conclude to the optimal solution. Unlike HEU that tries to minimize the resources 
consumption, MVRC picks the items with the maximum Value per Aggregate 
Resources Consumption. Finally, MVRC solves the MMKP instances in less time that 
is important for cases that require real-time decision making.  We have applied the 
proposed heuristic to the MMKP instance referring to the discovery of the 
information sources for acquiring data on behalf of the context-aware services. 
Regarding this problem, each requested type of info corresponds to a group, and the 
available quality levels of the same context data correspond to the items of the group.  
The resource constraints refer to the cost and the latency bound for obtaining the data. 
The value that needs to be maximized is the expected utility of the picked items. The 
formulation of context source discovery as MMKP has been analyzed in [2]. In this 
case, the values do not follow monotone feasibility order, since items with higher cost 
correspond to higher expected utility, while items with higher response time to lower. 

The rest of the paper is organized as follows: the literature review related to 
MMKP is reported in Section 2. In Section 3, the proposed heuristic MVRC is 
detailed and its worst-case complexity is computed. In Section 4 the evaluation of the 
MVRC performance is presented. Finally, Section 5 provides some conclusive 
remarks. 

2   Related Work 

In [3] and recently in [4], reviews of the KPs and literature on methods to solve them 
are presented. The proposed exact algorithms for solving the different variants are 
based on the “branch-and-bound” approach or dynamic programming techniques, that 
are capable of producing optimal solutions but they require much time. Therefore, 
heuristics providing near-optimal solutions within low computation time are 
developed. We are particularly interested in the literature about the MMKP variant. 
The exact algorithm for the MMKP is a branch-and-bound [5] that performs a 
complete enumeration keeping the best solution found so far in order to find the 
optimal one. If a partial solution cannot improve on the best, it is abandoned. 
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However, this approach cannot be applied when the selection should be done  
real-time, due to its high complexity and therefore, heuristics are developed. 

One of the first heuristics for solving the MMKP is presented in [6]. It uses the 
concept of graceful degradation from the most valuable items based on Lagrange 
Multipliers. This algorithm fails to find a solution when the resources are extremely 
short and the feasible solutions are very few. In [1] the heuristic HEU is detailed. This 
approach is based on the concept of “aggregate resources” proposed in [7] that 
converts the multiple resource dimensions into only one through penalizing the use of 
resources. In fact, it applies a large penalty for a heavily used resource and a small 
penalty for a lightly used resource. The proposed method starts from an initial pick of 
the least valuable items, finds a feasible solution by exchanging items based on the 
Toyoda concept, while it ensures that there is improvement regarding the resources 
consumption. It finally upgrades the feasible solution in terms of solution value 
through iterative exchanges resulting to another feasible solution. The HEU has been 
applied to the QoS management problem, where the QoS levels follow monotone 
feasibility order since a QoS level with higher utility requires more resources. In order 
to have better solutions for the MMKP instances where some higher-valued items 
consume less resources than lower-valued, the authors of [8] have proposed another 
method. This one applies a transformation technique to map the multi-dimensional 
resource to single dimension and constructs convex hulls to reduce the search space of 
solutions. Comparing it with the HEU showed that even though it produces solutions 
with significant lower value especially for the correlated data sets, it concludes to the 
solution in significant reduced time. As a result, it can be stated that it mostly fits to 
cases where run-time performance is of greater interest than the solution quality. 
Finally, the authors of [9] propose a set of algorithms for finding the solution of an 
MMKP instance. The first one constructs an initial feasible solution through a greedy 
approach, the second one improves the quality of the initial solution using a 
complementary procedure and the third one searches for the best feasible solution 
over a set of neighborhoods according to the “guided local search” method. The 
evaluation of the performance of this approach showed that it outperforms the HEU in 
terms of the solution quality but for the run-time performance no metrics are given.  

3   The MVRC Heuristic Algorithm 

Before describing the MVRC heuristic, we introduce some notations. Considering 
item ij with value vij and resources usage ),...,( 1 mijijij rrr = , we define the Aggregate 

Resources Consumption (ARC): 
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ARCV =− .  Assuming that we have the problem’s 

solution described by the vector S=(1j1,2j2,…, iji,..,njn), denoting the items picked per 

each group, and resources consumption RS = (R1,R2,…Rk) where 
=

=
=

ni
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ikijk rR

1
. If the 

already picked item iji of group i is exchanged by the item ij, the new solution is: 
S =(1j1,2j2,…,ij,…,njn). The resources consumption becomes RS =(R 1,R 2,…,R k). 
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For the new solution S , we define the Aggregate Resources Requirements (ARR): 
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∗−++∗−= , and the Value Update-per unit of ARR 

(VU-ARR): 
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ARRVU

−
=− . For the solution S, we also define the feasibility 

factor of each resource k as follows: 
k

k
k C

RF = . If 1≤kF , the resource k is called 

feasible; otherwise it is infeasible. In the same respect, if 1≤kF  for each k=1,2,…,m, 

the solution S is called feasible; otherwise it is called infeasible. Moreover for the 
picked items in solution S, we define the feasibility factor of each item iji of group i 

for each resource k, as follows: 
k

ikij
ikj R

r
FI = . Finally, the sum of the values of the 

picked items is the solution value: 
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=
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1
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The MVRC heuristic follows three steps in order to reach the final solution. Given 
the MMKP input instance, Step1 produces an initial solution. Step 2 produces a 
feasible solution through iteratively exchanging the already picked items. In Step 3 
the feasible solution is improved by iteratively picking items with higher values.  

STEP1STEP1:
Initial SolutionInitial Solution

STEP2STEP2:
Find feasibleFind feasible

solutionsolution

STEP3:STEP3:
ImprovementImprovementINPUT OUTPUTSTEP1STEP1:

Initial SolutionInitial Solution
STEP2STEP2:

Find feasibleFind feasible
solutionsolution

STEP3:STEP3:
ImprovementImprovementINPUT OUTPUT

 

Fig. 1. MVRC heuristic 

The MVRC steps are described in more detail below: 

STEP 1:  We find the initial solution by selecting the item with the highest V-ARC of 
each group. In case the solution is a feasible Step 3 follows; otherwise Step 2 follows. 
STEP 2:  In this step, we exchange one of the items of the current solution in order to 
find a feasible solution. The decision about the exchange is the outcome of the 
following sub-steps. Firstly, the resource with the highest feasibility factor is found 
(step 2.1) and in relation to this resource, the picked item with the highest feasibility 
factor is determined (step 2.2). Then, we exchange this item with an item of the same 
group that has lower V-ARC (step 2.3). In case the solution which has come out of 
this exchange remains infeasible, Step 2 is repeated; otherwise, Step 3 follows. If Step 
2 fails to find any feasible solution, the algorithm terminates without a solution.  
STEP 3:  In this step, we exchange one of the items of the current solution with 
another of the same group in order to increase the solution value. The criterion is the 
maximization of the VU-ARR ratio so that the new solution remains feasible. For 
deciding on the item to insert in the knapsack, we identify the following cases. 
Having two candidate items, with aggregate resources requirements ARR1 and ARR2 
respectively: (i) If both ARR1, ARR 2  0, the item that maximizes the solution 
upgrade is preferred. (ii) If both ARR1, ARR2 > 0, the one with the maximum VU-
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ARR is preferred. (iii) If ARR1  0 and ARR2 >0, the one that maximizes solution 
value upgrade is preferred. In case, a new exchange can be performed, Step 3 is 
repeated; otherwise, the algorithm terminates and the current solution is the optimal. 

In the following, we present the upper bounds of the computational complexity of 
the three steps of the MVRC heuristic for the MMKP input instance consisting of n 
groups, m resources and l items per group. It is assumed that in each group the items 
are arranged in non-decreasing order.  In Step 1, for every item the ratio V-ARC is 
computed with complexity O(nml). For the sorting of the items according to the V-
ARC ratios we use a simple algorithm with complexity O(nl!). For the feasibility 
check the complexity is O(m). Therefore, the complexity of Step 1 is O(nml+ nl!+m). 
The step 2.1 requires m comparisons and is O(m). The step 2.2 is O(n). The step 2.3 
requires constant time since the items are already ordered. The Step 2 can be repeated 
at most n(l-1). Thus, the complexity of Step 2 is O(n2(l-1)m). In Step 3, computing the 
VU-ARR has O(m) complexity, while finding the item to be exchanged may require 
n(l-1) computations. Thus, the complexity is O(n(l-1)m). Since the feasible upgrades 
could be n(l-1) at most, the complexity of Step 3 is O(n2(l-1)2m). Finally, we conclude 
that the complexity of the MVRC heuristic is O(nml+ nl!+m+n2(l-1)m+n2(l-1)2m). 

4   Evaluation 

In order to test the performance of the proposed algorithm, we implemented the 
MVRC algorithm along with the HEU and the exhaustive approach. The HEU is one 
of the best known heuristics that has been evaluated comparatively to all proposed 
approaches of the literature. The exhaustive approach is an exact algorithm that 
computes all possible combinations and checks their feasibility in order to find the 
optimal one (its complexity is ( )nmlO ).  We applied the three algorithms to instances 

of different sizes under the scope to test both the quality of the solution and the run-
time performance. The implementation of the algorithms is done in Java 1.4., while 
we ran the algorithms on a 1.4 GHz Pentium Fujitsu Siemens Lifebook with 512MB 
running Linux. The data sets were generated according to the state-of-the-art pattern 
described in [8] that generated both correlated and uncorrelated data sets. Concerning 
the correlated data instances, that are harder to solve [10], the value of an item 
depends on its weights, while concerning the uncorrelated, the value and the weights 
are independent. The metrics measuring the performance of the algorithms are: 

1. Percentage (%) optimality of the solution that measures the quality of the 
produced solution. Assuming that Vopt is the optimal one and Vi is the one we 
wish to compare, the percentage optimality is defined as follows: 

100*/% optViVOpt =  

2. Computation time describing the required time to execute the algorithm. 
3. Number of updates that are performed till the final solution is found, showing 

how quick the algorithm converges to the final solution. Unlike the computation 
time, this metric does not depend on the implementation of the algorithm. 

We recorded these metrics for all algorithms with the increase in the number of 
groups, items per group, resource constraints. For each size of data set, we generated 
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10 instances and applied the algorithms to all of them. However, we report the average 
of the performance metrics of the 10 test instances of the specific data set size. The 
graphs of figures 2-4 depict the % optimality of the solutions for small-sized data sets, 
since we are unable to run the exhaustive approach for large-sized data instances due to 
memory and computation time requirements. The graphs of figures 5-7 depict the 
computation time for the two algorithms to find a solution for large-sized data 
instances. Finally, the figures 8-10 depict the number of updates respectively.  
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Fig. 2. Optimality in relation to the number of 
groups (l=20, m=2) 
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Fig. 3. Optimality in relation to the number of 
items per group (n=2, m=2)  
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Fig. 4. Optimality in relation to the number of 
res. constraints (n=2, l=20) 
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Fig. 5.Computation time in relation to the 
number of groups (l=10, m=2) 
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Fig. 6. Computation time in relation to the 
number of items per group (n=10, m=2) 
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Fig. 7. Computation time in relation to the 
number of resource constraints (n=10, l=500) 
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Fig. 8. Number of updates in relation to the 
number of groups (l=10, m=2) 
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Fig. 9. Number of updates in relation to the 
number of items per group (n=10, m=2) 
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Fig. 10. Number of updates in relation to the number of resource constraints (n=10, l=500) 

Observing the above figures we conclude to the following evaluation results: 

 Testing the algorithms with small-sized data instances showed that both algorithms 
provide feasible solutions for every case. However, using large-sized input 
instances the algorithms showed that MVRC fails to find feasible solutions for 
large number of resource constraints. In fact, for n=10, l=500, m=20, the failure 
rate is 50% while for m=25, it becomes 70%. For the other large-sized input 
instances, no failure is noticed. 

 Regarding the quality of the solutions, we conclude that both algorithms produce 
solutions with value very close to the one produced by the exhaustive approach. 
For the smaller data instances, the increase of the problem size result in the 
increase of optimality, while for larger data instances the optimality tends to 
stabilize. Regarding the quality of the solutions for large data sets, we observe that 
the solutions produced by the two algorithms are quite close. 

 It may happen that smaller data sets take longer than larger data sets. This happens 
because of the fact that the data sets are produced randomly. If the data set consists 
of very few feasible solutions it might take less time to get the final solution. 

 The performance for the uncorrelated data sets is better than the correlated ones. 
 The MVRC outperforms the HEU in terms of solution optimality. It also performs 

less updates till finding the final solution, and requires lower computation time. As 
the data sizes increase, the increase rates of computation time and performed 
updates get higher for the HEU, while for the MVRC it tends to remain stable. The 
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complexity of the HEU is quadratic to the group size and number of groups, while 
for the MVRC only the complexity of Step 3 is quadratic to the problem size. 
However, for large number of constraints the HEU produces better solutions in 
terms of quality but it requires more time. 

 For large number of items per group, the computation time of the MVRC is higher 
than the HEU. However, this is due to the sorting algorithm with complexity 
O(nl!) that is used in Step 1. A sorting algorithm with lower complexity, such as 
“Quicksort” [11], can be applied in order to minimize the computation time of the 
MVRC. 

5   Conclusions  

We presented the Maximizing Value per Resources Consumption   heuristic algorithm 
for solving the MMKP within low time that is important for cases that require real-
time decision making. The proposed algorithm has been tested against the HEU and 
the exhaustive approach for various sizes of input data. The evaluation results showed 
that the MVRC generates high quality solutions within low computation time. As the 
input data sizes increase, the increase rate of the computation time remains stable. 
However, it falls short in cases of large number of resource constraints. Moreover, in 
cases of large number of items per group it requires high computation time, but this 
can be improved if we utilize sorting algorithms with lower complexity. 
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Abstract. Clustering belongs to the set of mathematical problems which aim at 
classification of data or objects into related sets or classes. Many different 
pattern clustering approaches based on the pattern membership model could be 
used to classify objects within various classes. Different models of Crisp, 
Hierarchical, Overlapping and Fuzzy clustering algorithms have been 
developed which serve different purposes. The main deficiency that most of the 
algorithms face is that the number of clusters for reaching the optimal 
arrangement is not automatically calculated and needs user intervention. In this 
paper we propose a fuzzy clustering technique (FACT) which determines the 
number of appropriate clusters based on the pattern essence. Different 
experiments for algorithm evaluation were performed which show a much 
better performance compared with the typical widely used K-means clustering 
algorithm. 

Keywords: Fuzzy Clustering, Unsupervised Classification, Adaptive Pattern 
Categorization, Fuzzy C-means. 

1   Introduction 

Clustering belongs to the set of mathematical problems which aim at classification 
and assignment of data or objects to related sets or classes. The act of classification 
could well be applied through supervised or unsupervised learning methods [1]. In the 
Supervised model, Patterns are learnt using some familiar, previously classified data. 
Multi-layered Perceptron - MLP, Support Vector Machine - SVM, and Decision Trees 
are illustrious examples of such learning algorithms. This type of learning may be 
called the learning by example methodology. On the other hand, and in the 
unsupervised method, mainly named clustering, entities are classified in 
homogeneous classes so that neighboring patterns are assembled in similar 
collections. In this approach object-class association is not previously known and 
clusters are formed based on some object similarity criteria.  

As unsupervised learning models, such as clustering, can semi-consciously detect 
well separated classes amongst available data based on their intrinsic features, they 
have been extensively used in different scientific fields. Their use can significantly 
vary from Medicine and its application to disease detection, to Intrusion Detection 
Systems (IDS) for network activity division into two typical types of intrusive and 



 FACT: A New Fuzzy Adaptive Clustering Technique 589 

non-intrusive. New applications of clustering have been found in data (web) mining 
and adaptive systems where user characteristics modeling, session detection and etc 
can be achieved through modified clustering algorithms. Pattern recognition can also 
be an important field of clustering application. 

Most clustering techniques assume a well defined distinction between the clusters 
so that each pattern can only belong to one cluster at a time. This supposition can 
neglect the natural ability of objects existing in multiple clusters. For this reason and 
with the aid of fuzzy logic, fuzzy clustering can be employed to overcome this 
weakness. The membership of a pattern in a given cluster can vary between 0 and 1. 
In this model one single pattern can have different degrees of membership in various 
clusters. A pattern belongs to the cluster where it has the highest membership value. 

In this paper we aim to propose a fuzzy clustering technique which is capable of 
detecting the most appropriate number of clusters based on a density factor. This 
algorithm is completely insensitive to the initial number of employed clusters; 
however the initial value should always be lower than the optimal cluster number. 
Although a very low number of initial clusters will increase the computation time and 
CPU usage but it will prevent the algorithm from choosing the incorrect number of 
clusters. The method discovers the number of clusters by intelligently splitting 
capable clusters and creating new cluster centers through outlier detection.  

The paper is organized in the following sections: Section 2 will introduce the 
proposed fuzzy clustering heuristic. Sections 3 presents experimental results obtained 
from the algorithm implementation and the following section will conclude and 
provide related works in the field. 

2   FACT Heuristic 

Although Fuzzy C-means algorithm shows strengths in many areas but it lacks the 
ability to determine the appropriate number of clusters for pattern classification and 
requires the user to define the correct number of clusters. Many applications of 
clustering like pattern recognition or intrusive data classification require the clustering 
algorithm to decide on the proper number of clusters, as the correct number of classes 
is not a priori known. In the proposed heuristic we devise an algorithm which exploits 
a modified version of Fuzzy C-means in which U (Membership Degree Matrix) is not 
randomly initialized. The other two strengths of this heuristic is that it is based on a 
fuzzy split-outlier detector and a Cluster Density Criterion (CDC). The fuzzy split 
algorithm was to some extent inspired by [8]. Some fuzzy clustering algorithms such 
as [9] are based on the minimization of the objective function value as their ultimate 
goal. This criterion serves as a great factor for the algorithms with a predefined 
number of clusters; however in heuristics which have an adaptive approach to cluster 
number assessment, this factor cannot be used. This is because the objective function 
will decrease with the increase of the number of clusters and hence causes further 
cluster splitting which results in an incorrect number of clusters (the number of 
clusters will most likely end up being identical to the number of available patterns). 
For this reason using the objective functions as the basis for successful split 
assessment is unreasonable. We define and apply CDC for split success comparison. 
FACT is comprised of 3 main steps which are further explained in the following 
paragraphs: 
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Step 1 – Initialization 
The existing version of the Fuzzy C-means is applied to the set of available patterns 
by setting the initial cluster number and m to 2. The outputs of this step are the 
preliminary values for U and CDC. 

Step 2 – Outlier Detection  
a) Cluster Member Assignment  
Every pattern in the fuzzy clustering algorithm has a membership degree in all 
available clusters. The process of pattern to cluster assignment is done through 
allocating the pattern to the cluster in which it has the highest membership degree. 
Matrix M, [mij] c*n is defined as follows: 

== =
else

UUMaxifUM ijij

c

i
ij

ij

,0

,
1  (6) 

b) Local Outlier Detection 
In this sub step the candidates in each cluster to be the final outliers over all of the 
patterns are selected. This process selects the pattern with the lowest non-zero 
membership value in vector Mi where i shows the current cluster (7). 
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c) Final Outlier Selection and Splitting 
The pattern with the lowest value in the Candidate vector (OP) is selected as the 
ultimate outlier. The coordinates of OP are used as the basis for the center of a new 
cluster. Let OP = {op1, op2… opr} be the outlier point, the new cluster center will be 
calculated using (Eq.8): 

Center (c+1) = OP +  (8) 

Where  = ( 1, 2… r) ~ 0. 
Having calculated the value of the new cluster center, the previous composition 

of pattern classifications can be altered and rearranged based on c+ 1 cluster. Matrix 
U is updated using (Eq. 4) where the upper bound of k is c+1.The modified version 
of fuzzy C-means is now tuned using the calculated U and c+1 number of clusters 
and is used to create the new cluster composition. After having split the cluster 
formation into a new arrangement, the CDC will be updated (Eq. 9). The value 
obtained from the division of the new CDC to the former CDC is multiplied by a 
coefficient, , which is between 0 and 1. To show that splitting has improved the 
clustering, t+1 should be larger than t and thus the splitting procedure is confirmed 
and stabilized. The value for  is usually set to 0.2. The  is named the Feedback 
Control Parameter (FCP) which controls the system behavior using a feedback from 
the prior iteration. 
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If the splitting has been unsuccessful 2.c is repeated with the next pattern in the 
Candidate vector.  

Step 3 – Test 
If none of the patterns available in the Candidate vector can serve as a successful 
splitting point for improving the current cluster arrangement, the algorithm will 
terminate with the current composition on hand else it will increase the number of 
clusters by one unit and resume algorithm execution from 2.a. 

3   Experimental Results 

Four main pattern sets were used in the first set of experiments.  Wisconsin Breast 
Cancer Databases containing 699 patterns were cleaned to be used in the comparison 
procedure. The patterns were 9 dimensional data with 2 main classes (malignant and 
benign). Pima Indians Diabetes Database was the second pattern set used which 
included 768 patterns with 8 attributes for each pattern. The training was done to test 
positive or negative diabetes tests. The patterns were initially obtained from the 
National Institute of Diabetes and Digestive and Kidney Diseases. The third pattern set 
was the Liver-disorders Database from the BUPA Medical Research Ltd. This pattern 
set consisted of 345 patterns each with 7 numeric-valued attributes. The Statlog Project 
Heart Disease Database is made up of 270 patterns which are used to classify normal 
and abnormal patients using 13 different traits. The four pattern sets were taken from 
the UCI Machine Learning Repository at [10]. The pattern sets were divided into two 
parts for train and test purposes. The exact division is shown in table 1. 

Table 1. The number of Train and Test patterns used in each pattern set 

Pattern Set Patterns Train Patterns Test patterns 
  Sum First class Second class Sum First class Second class 

Wisconsin 
Breast Cancer 

683 400 303 197 183 141 42 

Pima Indians 
Diabetes 

768 500 318 182 268 182 86 

Liver-disorders 345 250 110 140 95 35 60 
Statlog Project 
Heart Disease 
Database 

270 220 124 96 50 26 23 

For the sake of clarity and to show K-means’ dependency to the number of 
clusters, different variations of cluster numbers were created for k-means performance 
evaluation ranging from 2 to 34 clusters. Figure 1 depicts K-means performance 
under different circumstances. As it can be inferred from the diagram, different 
number of clusters employed, can significantly affect the final outcome and hence be 
evaluated as a negative impact on the overall algorithm performance. 
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K-means Performance Evaluation
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Fig. 1. K-means Performance Evaluation 

The proposed heuristic was examined under several different criteria and compared 
with the K-means algorithm. As the K-means algorithm clusters data using a 
predefined number of classes and this is different from what the proposed heuristic 
does, the appropriate comparison model should have been devised. In our analysis, 
FACT was first applied to the pattern sets for clustering. This step detected the 
available classes (c) in the pattern sets. K-means was then executed with three 
different initial cluster numbers of c-1, c and c+1. Although the evaluations were 
initially done based upon the number of FACT detected classes but the optimal 
number of classes known from the omniscient were also applied to the K-means 
algorithm to compare the optimal success ratio of both heuristics. As K-means 
provides different clustering compositions each time it is run due to its sensitivity to 
the initial state; it was executed 100 runs on every pattern set with the specified 
cluster number and the average results were used. Table 2 compares the performance 
of both heuristics based on the percentage of correct pattern classification. As it can 
be clearly seen, the FACT algorithm outperforms the K-means algorithm in 3 of the 
pattern bases and reaches optimality in the Liver-disorders pattern set. The important 
point is that due to the differences in the essence of the algorithms the number of 
appropriate clusters for the FACT might differ from the optimal number of clusters 
for K-means, but even with the selection of the best number of clusters in K-means, 
FACT still shows better performance. 

The next experiment was done on pattern sets which were statistically created to 
form well-defined class boundaries. Each pattern set had colonies of patterns 
consisting of 200 objects. 4, 5 and 7 colonies had been integrated into the pattern sets 
forming pattern sets with 800 (PS1), 1000 (PS2) and 1400 (PS3) patterns. To compare 
the performance of each clustering model, the Quadratic Error (QE) factor introduced 
in [11] was used. Let Xi= (xi1,xi2,…,xin) be the members of cluster I and cci be the 
centroid of the ith cluster, QE is  defined as the average of the mean squared distances 
of each pattern to the cluster centroids as shown in (Eq.11). 
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Table3 compares the values for the QE factor obtained from different heuristics. 
The smaller the value for the Quadratic Error is, the higher the inter object 
relationship in one cluster would be. FACT related QE values show much better 
performance for the proposed algorithm. Figure 2 shows one of the devised pattern 
sets depicting the cluster centers chosen using each algorithm which reveals a better 
centroid placement strategy in the FACT algorithm. 

 
Fig. 2. PS3 and Centroid Placement Strategy 

Table 2. The comparison of the two heuristics based on the correct classifications rate.1 and 2 
show the number of detected clusters using the FACT algorithm and the success percentage 
achieved, respectively. The number of clusters used to reach the best success percentage and 
the success percentage achieved in K-means are also shown in 3 and 4.  

Pattern Set FACT K-means 
 

 
Number of 
Clusters1 

Success 
Percentage2 

Number of 
Clusters 

Success 
Percentage 

Optimal 
Number of 
Clusters3 

Optimal 
Success 

Percentage4 
7 98.57 
8 98.36 

Wisconsin 
Breast 
Cancer 

8 100.00 
9 98.91 

2 100.00 

67 67.67 
68 65.10 

Pima Indians 
Diabetes 

68 71.31 
69 66.10 

14 69.96 

2 63.16 
3 63.16 

Liver-
disorders 

2 63.16 
4 53.68 

 
2 

63.16 

8 59.50 

9 60.66 
Statlog 
Project 
Databases 

9 70.00 

10 60.66 

18 64.66 
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Table 3. QE-based Comparison 

Pattern Set 
Number of 

Clusters 
Quadratic Error of  

FACT 
Quadratic Error of  

K-means 
PS1 4 0.005934 0.006044 
PS2 5 0.0064 0.0306 
PS3 7 0.0075 0.0321 

4   Conclusion  

In this paper we have proposed a fuzzy adaptive clustering algorithm which modifies 
the well known fuzzy C-means. The Fuzzy C-means algorithm is altered so that it is 
initialized based on the Membership Degree Matrix from the previous iteration. The 
number of pattern classes used in the clustering process is adaptively calculated. 
Comparisons done between the typical K-means algorithm and the proposed heuristic 
demonstrate a better performance concerning the correct clustering percentage and the 
Quadratic Error factor. It is notable that the outstanding feature of the FACT 
algorithm is that it detects the correct number of pattern classes adaptively. 
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Abstract. The maximum subarray problem is to find the array por-
tion that maximizes the sum of array elements in it. For K disjoint
maximum subarrays, Ruzzo and Tompa gave an O(n) time solution
for one-dimension. This solution is, however, difficult to extend to two-
dimensions. While a trivial solution of O(Kn3) time is easily obtainable
for two-dimensions, little study has been undertaken to better this. We
first propose an O(n + K log K) time solution for one-dimension. This
is equivalent to Ruzzo and Tompa’s when order is considered. Based on
this, we achieve O(n3 +Kn2 log n) time for two-dimensions. This is cubic
time when K ≤ n/ log n.

1 Introduction

The maximum subarray problem determines an contiguous array elements that
sum to the maximum value with respect to all possible array portions within
the input array. When the input array is two-dimensional, we find a rectangular
subarray with the largest possible sum.

In the sales database, the maximum subarray problem may be applied to
identify certain group of consumers most interested in a particular product.
This is also used in the analysis of long genomic DNA sequences to identify a
biologically significant portion. In graphics, we can find the brightest area within
the image after subtracting the average pixel value from each pixel.

For the one-dimensional case, we have an optimal O(n) time sequential solu-
tion, known as Kadane’s algorithm [5]. A simple extension of this solution can
solve the two-dimensional problem in O(m2n) time for an m×n array (m ≤ n),
which is cubic when m = n [6]. The subcubic time algorithm is given by Tamaki
and Tokuyama [10], which is further simplified by Takaoka [9].

Finding K maximum sums is a natural extension. We can define two categories
depending on whether physical overlapping of solutions is allowed or not.

For K overlapping maximum subarrays, significant improvements have been
made since the problem was first discussed in [1] and [3]. Recent development
by Cheng et al. [7] and Bengtsson and Chen [4] established an optimal solution
of O(n + K log K) time. For two-dimensions, O(n3) time is possible [2, 7].

The goal of the K-disjoint maximum subarray problem is to find K maximum
subarrays, which are disjoint from one another. Ruzzo and Tompa’s algorithm
[8] finds all disjoint maximum subarrays in O(n) time for one-dimension.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 595–602, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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To the best of Authors’ knowledge, little study has been undertaken on
this problem for higher dimensions. Particularly, an algorithm for the two-
dimensional case may be used to select brightest spots in graphics, and such
a technique may be also applied to motion detection and video compression.

In this paper, we discuss the difficulty involved in extending Ruzzo and
Tompa’s algorithm [8] to two-dimensions and design an alternative algorithm
for one-dimension that is more flexible to extend to higher dimensions. Based
on the new framework, we present an O(m2n + Km2 log n) time solution for
two-dimensions where (m, n) is the size of the input array. This is cubic time
when m = n and K ≤ n/ logn.

2 Problem Definition and Difficulty in Two-Dimensions

2.1 Problem Definition

For a given array a[1..n] containing mixture of positive and negative real num-
bers, the maximum subarray is the consecutive array elements of the greatest
sum. The definition of K disjoint maximum subarrays is given as follows.

Definition 1 (Ruzzo and Tompa [8]). The k-th maximum subarray is the
consecutive subarray that maximizes the sum of array elements disjoint from the
(k − 1) maximum subarrays

In addition, we impose sorted order on K maximum subarrays.

Definition 2. The k-th maximum subarray is not greater than the (k − 1)-th
maximum subarray.

It is possible for a subarray of zero sum adjacent to a subarray of positive sum to
create an overlapping subarray with tied sums. To resolve this, we select the one
with smaller area if there are subarrays of tied sums. Another subtle problem
arises with the value of K. For k < K, it is possible that the k-th maximum
subarray becomes non-positive. We may stop the process at this point even if
the K-th maximum is yet to be found. A non-positive maximum subarray is
essentially a single negative array element, which is trivial to find. Let K̄ be
the maximum number of positive disjoint maximum subarrays. Theoretically
1 ≤ K̄ ≤ n/2 and is data dependent. Throughout this paper, we assume that
K, the number of maximum subarrays we wish to find, is not greater than K̄.

Example 1. a ={3,51,-41,-57,52,59,-11,93,-55,-71,21,21}. From the array a, the
maximum subarray is 193, a[5] + a[6] + a[7] + a[8] if the index of first element
is 1. We denote this by 192(5, 8). The second and third maximum subarrays are
54(1, 2) and 42(11, 12). The fourth is −41(3, 3), so K̄ = 3.

A trivial solution may be repeated application of Kadane’s algorithm [5, 6]. When
the first maximum subarray is found in O(n) time, we replace the element values
within the solution with −∞. The second and subsequent maximum subarrays
are found by repeating this process. This is O(Kn) time. Ruzzo and Tompa’s
algorithm [8] takes O(n) time for K̄ disjoint maximum subarrays, but requires
sorting if Definition 2 needs to be met.
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Algorithm 1. Maximum subarray for one-dimension
1: If the array becomes one element, return its value.
2: Let Mleft be the solution for the left half.
3: Let Mright be the solution for the right half.
4: Let Mcenter be the solution for the center problem.
5: M ← max {Mleft, Mright, Mcenter}.

2.2 Problems in Two-Dimensions

For an (m, n) array, a[1..m][1..n], we wish to find K disjoint maximum subarrays
which are in rectangular shape. We denote a subarray of sum x with coordinates
of top-left corner (r1, c1) and bottom-right corner (r2, c2) by x(r1, c1)|(r2, c2). In
the following example, we compute K = 4 disjoint maximum subarrays.

Example 2.

3

4

1 3

4 9

5

6

7

211

7 13
−2

−5

−8

−2

−1

−7

−3

For K = 4, K disjoint maximum subarrays are
21(3,2)|(4,3), 13(1,4)|(2,4), 7(1,1)|(2,1) and 1(4,1)|(4,1).

In this example, K̄ = 4. When K > 4, the subsequent
subarrays will be comprised of a single negative array ele-
ment such as −1(3, 4)|(3, 4), −2(1, 3)|(1, 3) etc.

As is in one-dimension, a trivial solution for finding K disjoint maximum
subarrays is repeated application of Kadane’s algorithm. This is O(Km2n) time
or O(Kn3) time for m = n. In the worst case, where K̄ = n2/2, we have O(n5)
time for K = K̄.

For more efficient solution, it is natural to consider extending Ruzzo and
Tompa’s algorithm [8]. While we omit the details of this algorithm, it seems
difficult to extend to two-dimensions as we have to organize the scanning in two
directions such that the rectangular subarray may be found.

In the following section, we present another algorithm for one-dimension. This
algorithm provides solid framework to extend to the two-dimensional case.

3 One-Dimensional Case

For a one-dimensional array a[1..n], we compute the prefix sum s such that
s[x] =

∑x
i=1 a[i]. We assume s[0] = 0.

Algorithm 1 shows the outer framework. In this algorithm, the center problem
is to obtain an array portion that crosses over the central point with maximum
sum, and can be solved in the following way. Note that the prefix sums once
computed are used throughout recursion. We assume that n is power of 2 without
loss of generality.

Mcenter = max
n/2≤i≤n
0≤j<n/2

{s[i] − s[j]} = max
n/2≤i≤n

{s[i]} − min
0≤j<n/2

{s[j]} (1)

The recursive computation of this algorithm can be conceived as a tournament-
like selection process, which we describe in the following.
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Algorithm 2. Build tournament for a[f..t]
procedure buildtree(node, f, t) begin
1: (from, to) ← (f, t)
2: if from = to then
3: (L, M, G) ← (s[f − 1], a[f ], s[f ]) // node is a leaf
4: else // node is an internal node
5: create two children left and right
6: buildtree(left,f , f+t

2 − 1) //build left subtree
7: buildtree(right, f+t

2 , t)) //build right subtree
8: L ← min{Lleft, Lright}, R ← max{Gleft, Gright}
9: M ← max{Mleft, Mcenter , Mright} where Mcenter ← Gright − Lleft

end

3.1 Tournament

We construct a binary tree bottom-up where each node contains the following
attributes.

– (from,to): the coverage, i.e., the range of array elements covered by this
node.

– L: the minimum prefix sum within (from − 1, to − 1). Abbreviates “least”.
– G: the maximum prefix sum within the coverage. Abbreviates “greatest”.
– M : the maximum sum found within the coverage. Refer to Lemma 1.
– (noL, noG): boolean values initially both false. Discussed in Section 3.2.

We denote the left child of an internal node x by xleft and the right child
by xright. Variables of the child node are given with subscript such as Lleft,
meaning that L of xleft. Throughout this paper, we call this tree the tournament,
or simply T . The root of T will be referred to as root(T ).

Based on Algorithm 1, we design Algorithm 2 that recursively builds T . Note
that the computation of Mcenter at line 9 is due to Eq. 1. After buildtree(root,1,n)
is processed, the value of M at root(T ) is the maximum sum in the array a[1..n].

We let each L, G and M carry two indices such as M.from and M.to to
indicate that M is the sum of array elements a[M.from]..a[M.to]. If Mcenter is
chosen for M , M.from = Lleft.to + 1 and M.to = Gright.to. The following two
facts are easily observed. Proofs are omitted.

Lemma 1. When a node x has coverage (from, to), its M is the maximum
subarray inside this coverage. i.e., from ≤ M.from ≤ M.to ≤ to.

Lemma 2. The maximum subarray of a[1..n] is M at root(T ).

When there is a tie during computation, such as Lleft = Lright, we select
the one that will result in M with smaller physical size. For example, when
Lleft = Lright, we select Lright as Mcenter will have smaller physical size by
subtracting Lright. Similarly, when Gleft = Gright, we select Gleft. For the
same reason, we choose the one with smaller physical size in computing M =
max {Mleft, Mright, Mcenter}.
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Fig. 1 shows the example in Section 2.1 computed by the tournament. Each
node shows a 3-tuple of (L, M, G). The value of M at root, 193 represents the
maximum sum. The figure omits the location (M.from,M.to) which is (5, 8).

3.2 Delete a Subarray

We discuss how we delete a subarray from the tournament, so that the tree will
produce a maximum subarray that is disjoint from the deleted portion. In the
following description, we use a term hole to refer to the portion to be deleted or
has been deleted.

With the index holeBegin and holeEnd, the location of the hole, we trace the
tree from the root to find subtrees whose coverage is inside the hole. In Fig. 2,
dark subtrees are those to be deleted. These subtrees can be deleted by removing
the link a,b and c. Since we only delete the link, deleting each subtree takes O(1)
time. Actual memory deallocation will be done during the post-processing.

After deletion is done, there are nodes that no longer have two children. Such
nodes include 2,4,6. When a node has one child missing, we assume that this
node receives a 3-tuple (∞,−∞,−∞) from the missing child.

The maximum subarray in the range of (u, v) is determined by node 1. We
want it to be disjoint from the hole. If Mcenter becomes M at node 1, we have
(M.from, M.to) = (Lleft.to + 1, Gright.to). This M is a “superarray” of the
hole as it covers the hole. In general, a node with coverage that encompasses
the whole range of the hole can “potentially” produce Mcenter overlapping the
hole as Mcenter becomes a superarray of the hole. Node 0 is another node that
has such potential, however, if Lleft comes from region II,III or IV, Mcenter at
node 0 can be disjoint from the hole. So we can not simply disable computing
Mcenter at such nodes. We resolve this issue by Algorithm 3. The objective of
the following algorithm is to ensure that Mcenter is a subarray disjoint from the
hole. If no subarray disjoint from the hole can be obtained for Mcenter, we set
Mcenter = −∞ to represent no value.
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Algorithm 3. Update tournament T

Recursively trace from root(T ) downwards the hole, and update each node
x.
1: if holeEnd is in left subtree then noG ←true
2: if holeBegin is in right subtree then noL ←true

//Recursively update (L, M, G)
3: if xleft was deleted then (Lleft, Mleft, Gleft) ← (∞,−∞, −∞)
4: if xright was deleted then (Lright, Mright, Gright) ← (∞, −∞, −∞)
5: if noL then L ← Lright else L ← min {Lleft, Lright}
6: if noG then G ← Gleft else G ← max {Gleft, Gright}
7: M ← max {Mleft, Mright, Mcenter}, where Mcenter ← Gright − Lleft

When a node has the flag noL set, it means that this node will not use
Lleft for updating L. Similarly, noG means Gright is not used for updating G.
However, Lleft and Gright are still used to compute Mcenter regardless of the
flags. Basically these flags block propagating Lleft and Gright to the parent node.

If we delete the hole (5, 8) from Fig. 1, and update T as described above, the
second maximum subarray 54(1, 2) will be obtained from the root.

We propose the following lemma holds. If we use the minimum hole inclusive
tree (MHIT), the smallest subtree that contains the hole (as shown in Fig. 2), as
the basis, it can be inductively proved. We omit the proof due to limited space.

Lemma 3. After deleting the hole and applying Algorithm 3, root(T ) produces
maximum subarray M that is disjoint from the hole.

3.3 Analysis

We find the first maximum subarray by building T in O(n) time. To compute the
next maximum subarray, we regard the previous solution as a hole and perform
the deletion and flag updates as described in Section 3.2. Deleting nodes involves
traversing two paths from the root to holeBegin and holeEnd. Since the height
of the tree is O(log n), the time for the next maximum subarray is bounded by
O(log n). To obtain K disjoint maximum subarrays in sorted order, the total
time is therefore O(n+K log n). Note that O(n+K log n) = O(n+K log K) for
any integer K according to [4, 7]. For ranking K disjoint maximum subarrays,
this is equivalent to Ruzzo and Tompa’s algorithm [8] which requires extra time
for sorting.

4 Two-Dimensional Case

In this section, we extend algorithm for one-dimension to two-dimensions.

4.1 Strip Separation

An easy way to extend an algorithm for the one-dimensional case to two-dimen-
sions is strip separation technique, such that the two-dimensional array a[1..m]
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[1..n] is separated into m(m + 1)/2 strips. As shown in Fig. 3, a strip sk,i is the
prefix sum array of a portion Pk,i[1..n]. We call a strip consisting of x rows a
x−strip.

We pre-process the row-wise prefix sum r[1..m][1..n], such that r[i][j] =
a[i][1] + a[i][2] + .. + a[i][j] in O(mn) time. Then sk,i[j] is computed by r[k][j] +
..r[i][j]. The time for strip separation is O(m2n).

4.2 Two-Level Tournament

We organize a two-level tournament as shown in Fig. 4. The bottom-level is
composed of O(m2) tournaments of each strip. A tournament of sk,i has Mk,i,
the maximum sum of the strip, at the root. Since each strip is regarded as a one
dimensional problem, Mk,i is given as x(l, j), from which we obtain the original
rectangular subarray x(k, l)|(i, j). The upper-level is a tournament where all
Mk,i of bottom-level tournaments participate. There are O(m2) participants.
The winner of the upper-level is the maximum subarray for two-dimensions. As
building a tournament is linear time, we spend O(m2n) time for the bottom-level
tournaments, and O(m2) time for the upper-level.

4.3 Next Maximum

Suppose x∗(k∗, l∗)|(i∗, j∗) is selected for the first maximum by the upper-level.
Let us consider a strip sk,i. If its row-wise coverage (k, i) is disjoint from (k∗, i∗),
this strip definitely produces Mk,i disjoint from the first maximum. Otherwise,
it is possible that this strip produces an overlapping Mk,i. There are O(m2) such
strips. By creating a hole (l∗, j∗) in tournaments of such a strip and updating the
tree as per Section 3.2, we ensure that all Mk,i are disjoint from (k∗, l∗)|(i∗, j∗).

Now that all winners of each bottom-level tournament have become disjoint
from the first maximum, we are safe to re-build the upper-level to select the sec-
ond maximum. Subsequent disjoint maximum subarrays are found by repeating
these steps. Each maximum subarray is computed by O(m2 log n) time overlap
removal and O(m2) time upper-level re-build. The latter time is absorbed into
the former. For K maxima, it is O(Km2 log n) time.

Including the time for initial setting, the total time is O(m2n + Km2 log n).
For K ≤ n

log n , we have a cubic time O(m2n).
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5 Concluding Remarks

In this paper, we established O(n + K log K) time for ranking K disjoint max-
imum subarrays in a one-dimensional array and extend this to two-dimensions
to achieve O(m2n) time for small K. To Authors’ knowledge, this is the first im-
provement to the trivial O(Km2n) time solution. Since K̄, the maximum possible
K, can be as large as mn/2 depending on the data, reduction of the factor K is
significant. It will be an interesting question to determine K̄ in advance.

In the current form of our algorithm, in fact, the upper-level does not require
a tournament. Linear time maximum selection algorithm can be used instead
without increasing the complexity. It is, however, expected that the two-level
tournament may provide a solid structural platform for further improvement.

The second term of the complexity, O(Km2 log n), seems possible to improve.
Currently, we update O(m2) bottom-level tournament trees on computation of
each maximum subarray. If Mk,i of a bottom-level tournament is no longer posi-
tive, we may discard such a tree to reduce the size of the bottom-level. By doing
so, if K̄ = mn/2, only O(m) bottom-level tournaments of 1-strip will remain.
Also if a hole (l∗, j∗) has been already created in a bottom-level tournament
in the previous computation, we may skip creating it again. As no more than
O(n) holes can be made in each strip, this will result in the second term not ex-
ceeding O(m2n logn) even if K > n. If such an idea is incorporated, the overall
complexity may be reduced to O(m2n + min(K, n) · m2 log n).
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Abstract. One critical step in information retrieval is the skimming of
the returned documents, considered as globally relevant by an Informa-
tion retrieval system as responses to a user’s query. This skimming has
generally to be done in order to find the parts of the returned docu-
ments which contain the information satisfying the user’s information
need. This task may be particularly heavy when only small parts of the
returned documents are related to the asked topic. Therefore, our propo-
sition here is to substitute an automatic extraction and recomposition
process in order to provide the user with synthetic documents, called
here composite documents, made of parts of documents extracted from
the set of documents returned as responses to a query. The composite
documents are built in such a way that they summarize as concisely as
possible the various aspects of relevant information for the query and
which are initially scattered among the returned documents. Due to the
combinatorial cost of the recomposition process, we use a genetic algo-
rithm whose individuals are texts and that aims at optimizing a satisfac-
tion criterion based on similarity. We have implemented several variants
of the algorithm and we proposed an analysis of the first experimental
results which seems promising for a preliminary work.

1 Introduction

One critical step in information retrieval is the skimming of the returned docu-
ments, considered as globally relevant by an Information retrieval system [1, 10, 6]
as responses to a user’s query. This skimming has generally to be done in the
aim to find the parts of the returned documents which contain the information
satisfying the user’s information need. This task may be particularly heavy in
the case where only small parts of the returned documents are related to the
asked topic. For example, it may be the case when a general document base or a
set of press agency dispatches is asked for technical questions: some documents
may incidentally contain relevant information but, as they have not been written
to satisfy these kinds of topics, only small parts of them can eventually contain
the suitable information. Therefore, our proposition here is to furnish a response
to a query not directly in terms of documents of the base taken in their wholes,
but rather by producing new documents, extracted from the initially furnished
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documents as responses. The built documents, called composite documents, are
made of parts of the previous ones, called here segments, and are intended to
synthesize or summarize the information relevant for the query. For that pur-
pose, we use an automatic extraction and recomposition process which provide
the user with this synthetic documents made of parts of documents relevant for
his information need initially scattered among the returned documents. So, the
user may focus his attention only on interesting information avoiding the boring
task of exploring non relevant parts in the returned documents.

Fig. 1. Information retrieval process

The combinatorial aspect of the problem and its modeling characteristics led
us to consider resolution paradigms that are commonly used in the combina-
torial optimization community. Moreover, viewing the generation of composite
documents as the result of a succession of segmentations and recombinations of
documents until a satisfaction criterion threshold is reached make this task suit-
able for a treatment by evolutionary algorithms, and more precisely by genetic
algorithms to solve combinatorial problems, a genetic algorithm manages a pool
(population) of configurations (individuals) of the problem and its purpose is to
generate the best possible configuration, a solution if this notion is appropriate.
In our context, the characterization of what constitutes a solution is a rather
difficult task, since it is not only strongly related to the satisfaction degree of the
end user, but depends also on what the initial materials are (i.e.the documents
base from which it is built). What is searched for is not appropriately said a
solution but rather what is the best individual we can built from initial data.
So stated, our problem is merely an optimization rather than a solution finding
one. In this sense our objective will be to provide good answers with regards to
a given multipurpose quality function, taking into account different evaluation
points of view. In this genetic algorithm approach, individuals consists of parts
of documents and are evaluated according to a fitness function that takes into
account its semantics appropriateness with regards to the initial query of the
user. The population of documents evolves thanks to recombinations and mu-
tations that correspond to exchanges of text parts between two individuals and
the random changes of some these parts. These basic genetic operators produce
new individuals that are added to the current population. In order to converge
toward a good individual, a selection stage in necessary and consists in eliminat-
ing the less performing individuals with regards to the fitness function from the
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current population . This process is repeated until a maximum number of iter-
ations has been reached. Experiments have been performed on a specific corpus
and provide very promising results.

2 Background

2.1 Information Retrieval

The vectorial model [9] constitutes an alternative to the binary model which
responds to their major defaults (lack of partial results, lack of a similarity eval-
uation criterion and lack of ranking of the returned documents). It has been
shown as sufficiently simple and efficient compared with other more elaborated
models like the extended boolean one [8] or the generalized vector one [11] which
are computationally more costly. This is enough to justify this choice as a model
for our information retrieval system, since our works mainly bears on the set
of the returned documents to a user’s query by an information retrieval sys-
tem, and it doesn’t matter what precisely is its underlying model. Let us sketch
however here some of the underlying principles of the this model sufficient to
the comprehension of our work. The main characteristic we use of this model
is that it rends it possible to represent the contribution of the terms to the
general semantics of a text by means of non-binary weights. Thus queries and
documents representations are expressed in terms of vectors of weights. Each
vector component expresses the semantic weight of the term associated to the
component and renders both the representativity of the term for the question or
the document and its ability to distinguish documents the ones from the others.
The application of the vectorial algebra makes it possible to model the semantic
similarity between documents or between documents and queries as a vectorial
distance expressed, for example, by the angles between the concerned vectors.
In this case, this measurement of similarity can be chosen as the cosine between
the two vectors in the space of terms considered as having N for its dimension
if there are N terms in the documents base. This cosine similarity criterion has
a real value between 0 and 1, collinearity corresponds to the value 1 and indi-
cates the highest similarity degree interpreted as the highest semantic similarity
between the compared entities (a query and a document or a document and
another document). The weights of the terms t pertaining to a document o are
defined in the following way :

Definition 1. Weight of term t in an object o

wo(t) = fo(t)(1 − log( N
f(t) ))

where fo(t) is the normalized frequency of the term t in the object o, fo(t) =
occuro(t)/occuro(tmax) where tmax is the term with the highest occurrence num-
ber in the object o, and occuro(t) is the number of times that the term t appears
in the object o, f(t) is the number of documents containing the term t and N
the total number of documents of the corpus.
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The similarity between a request q and a document d or between two documents
is also defined as we have previously said as a cosine measurement of the an-
gle between the two associated vectors. More formally, let

→
o≡ (o1, . . . , oN ) the

vector corresponding to the object o (document or request), with oi indicating
the weight associated with the ith component of o (this component is associated
with the ith term), then the similarity between the two objects (in fact here, a
document d and a request q) in this model is calculated as follows :

Definition 2. Similarity

sim(d, q) =
−→
d .−→q

|−→d |.|−→q |

Segmentation of Documents. The segmentation consists in cutting out docu-
ments provided by the document retrieval system in order to extract paragraphs
containing elementary pieces of information since, most of the time, a complete
document may include different topics. Our purpose is then to recombine these
paragraphs into a more relevant composite document. Segmentation can be con-
sidered from several points of view : we may either exploit the layout of the
text (morphosyntaxic criteria like punctuation) or detect semantic variations
with methods like Text Tiling[3] or Decision Tree. As mentioned in the intro-
duction, we want to reduce the computational effort as much as possible and
we have chosen to use a morphosyntaxic segmentation of texts into paragraphs.
In the experimental section, we will see that this type of segmentation provides
promising results and can be achieved very quickly.

2.2 Genetic Algorithms

Genetic algorithms (GA)[4, 5] are mainly based on the notion of adaptation of
a population (i.e., a set of individuals) to a criterion using evolution operators
like crossover [2]. If individuals are considered as potential solutions to a given
problem, applying a genetic algorithm consists in generating better and better
individuals with respect to the problem by selecting, crossing, and mutating
them. This approach reveals very useful for problems with huge search spaces.
We give a general framework for GAs and we refer the reader to [7] for a survey.
A GA consists of the following components:

– a representation of the individuals,
– an evaluation function eval: the evaluation function rates each potential

solution with respect to the given problem,
– genetic operators that define the composition of the children: two different

operators will be considered: crossover allows to generate new individuals
(the offsprings) by crossing individuals of the current population (the par-
ents), mutation arbitrarily alters one or more genes of a selected individual,

– parameters: population size psize and probabilities of crossover pc and mu-
tation pm.

We now precise how this general algorithmic scheme will be instantiated to
fit our problem.
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3 Designing a Genetic Algorithm for Composite
Documents Generation

As mentioned in the introduction, our purpose is to produce composite docu-
ments in order to answer to a given query. The general process consists in using
first a document retrieval system in order to select a sets of relevant initial docu-
ments, to cut them into basic paragraphs and then to combined them, thanks to
a specific GA, to obtain a new composite document, that is expected to contain
all pertinent informations with regards to the initial query. This full process can
be thus schemed as in figure 2. We only depict here the GA part that we have
designed for this problem.

Fig. 2. General process

Representation. A crucial point for the design of an efficient evolutionary
solving procedure relies on the representation of the search space. In our context,
the initial ordered set of documents D generated by the retrieval system, will
be cut into a set of basic paragraphs P from elements of D (see section 2.1).
Therefore, our search space is 2P . Individuals will be documents of a given size
(here, composed of 50 paragraphs) and their set is denoted I. A population π is
a subset of I.

Evaluation. In the composition of documents, we have to consider several crite-
ria of evaluation. Of course, in order to assess the proximity between a text and
the user’s query we use a measure of similarity. Here we do not want to evaluate
paragraphs independently and we only allow our algorithm to use global simi-
larity of a document. We may also use a specific indicator to rate an individual
according to the order of the documents provided by the document retrieval
process (i.e., the order of initial documents in D). We first define a function that
computes the average rank of an individual i with regards to the ranks in D of
the documents its paragraphs come from : rank(i) = 1

nΣn
k=1rk where rk is the

rank in D of the document that originally contains the kthparagraph of i. Using
the definition of similarity given in definition 2, we define an evaluation function
with regards to a given query q. This function takes into account both similarity
and rank Eval1q(i) = −log( 1

rank(i) )(sim(i, q)− rank(i)). We will also introduce
a simple similarity evaluation Eval2q(i) = sim(i, q) in order to compare different
versions of the algorithm.
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Population Management. The initial population is randomly generated from
the set of all paragraphs in order to generate a set of 100 individuals. At each step,
crossover and mutation are applied to generate new individuals that are added
to the current population. The 100 best individuals of the current population are
then selected in order to generate the next population and to keep a constant
size. This process is repeated until a maximum number of iteration has been
reached (this number is fixed here to 100).

Genetic Operators. Crossover operators [2] are used in the evolution process
to combine individuals from the population and produce new ones. Here we focus
on a basic crossover operator, the single point crossover, that takes as input two
individuals, the parents, and produces two children by exchanging the values of
the parents. The parents are classically selected according to their fitness (i.e.,
the best evaluated individuals have better chance to participate to a crossover
operation). More precisely, crossover is performed in the following way:

– Select two individuals according to their fitness
– Generate randomly a number r ∈ [0, 1]
– If r > pc then the crossover is possible;

• Select a random position p ∈ {1, . . . , n − 1}
• From selected individuals (a1, ..., ap, ap+1, ..., an),(b1, ..., bp, bp+1, ..., bn),

two new individuals (a1, ..., ap, bp+1, ..., bn), (b1, ..., bp, ap+1, ..., an) are
added to the current population.

The mutation is defined as:

– For each individual i and for each paragraph k in i, generate a random
number r ∈ [0, 1],

– if r > pm then mutate k (randomly exchange the paragraph with any element
from P).

For the experiments, pc is set to 0.2 and pm = 0.02 (empirical settings deter-
mined by experimentation).

4 Experiments

The previous GA has been implemented and connected with an existing docu-
ment processing system.

Extraction of Documents. In our approach, we first retrieve, from a cor-
pus of texts, documents corresponding to the user’s query with a document
search system (see figure 1). These documents are ordered according to their
global similarity with the initial query. We use here the corpus of documents
of TREC (Text REtrieval Conference : http://trec.nist.gov/) which consists of
columns of several newspapers written in ASCII code. Our document retrieval
system is a PERL program named PIRES (Perl Information REtrieval System :
http://www.info.univ-angers.fr/pub/robin/). This program is based on the clas-
sical vectorial model and the documentary research is implemented thanks to a
measure of similarity.
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Genetic Algorithm. According to the different evaluation functions provided
in the evaluation section, we have implemented three different versions of the
GA that correspond to the three possible evaluations:

– GA1 : evaluation Eval1q including rank
– GA2 : evaluation Eval2q using only the similarity
– GA3 : blind GA with no evaluation function in order to compare our results

with a full random document composition process.

Remind that the main parameters are : individual size = 50, population size =
100, probability of crossover = 0.2, probability of mutation = 0.02 and number
of generations = 100.

Comparison Criteria. Our purpose is to test and compare the three versions
of the genetic algorithm. Our experimental process is the following (according
to fig. 2) : we fix a query and we extract a set D of documents from our corpus
with PIRES. These documents serve as basis for the text tiling process in order
to obtain our set of paragraphs P . After the runs of the GA, the paragraphs are
evaluated by hand in order to rate from a user point of view their pertinence
with regards to the query. Based on this pertinence evaluation we define a first
experimental evaluation criterion (Recall) which is the rate of relevant para-
graphs appearing in an individual NbPerti with regards to the total number of
relevant paragraphs which were available in the corpus NbPertTotal. A second
criterion is the similarity between a individual and the initial query sim(i, q).
The last criterion (Recall Back) evaluates the covering ability of an individual i
with respect to the initial set of documents D, i.e. we calculate the average rank
rk of the paragraphs k in i with regards to the initial order in D.

Experimental Results. We test two different queries : Query1 Oil platforms
attacks during the gulf war and Query2 Brain drain migrations. We first give the
average results for the three versions of the GA described above. We chose to
run each algorithm 100 times and to compute the average values of the criteria
previously described over the 15 best individuals obtained after a full run of 100
generations.

Query1 Query2
GA1 GA2 GA3

Recall 0.0072 0.0058 0.0047
Similarity 0.9978 0.9534 0.9306
Recall Back 0.0220 0.0090 0.0068

GA1 GA2 GA3

0.9256 0.7606 0.6086
0.9999 0.9999 0.8721
0 0 0

This results show the improvements for all the three evaluation measures of
GA1 and GA2 compared with GA3. It is interesting to see GA1 appears to be
the more efficient for the three evaluation criteria (it has the particular ability
to better cover the initial set of documents (recall back criterion)). Results on
the query 2 are due to the extreme parsimony of relevant information for it in
the returned documents. Best individuals of each GA versions contain the same
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relevant segment duplicated so as to constitute a document. This explains the
high value of the similarity measure and the value zero for the recall back measure
since this segment belong to the first relevant document initially returned by
PIRES. We have performed several tests with other queries and observed similar
results.

5 Conclusion

In this paper we have presented a new approach to generate composite doc-
uments that provide the user a better overview and a faster exploitation of a
set of documents he gets from an information retrieval system. Our techniques
based on a GA could be more efficiently tuned and extended in several ways.
We could introduce more sophisticated evaluation criteria such as the intrinsic
consistency of a composite document, with regards to the relationships of its dif-
ferent pieces of text. The genetic framework could be used to naturally handle
such a multi-objective optimization problem.
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Abstract. This paper presents the Evolutionary Geometric Near-neigh-
bor Access Tree (EGNAT) which is a new data structure devised for
searching in metric space databases. The EGNAT is fully dynamic, i.e.,
it allows combinations of insert and delete operations, and has been op-
timized for secondary memory. Empirical results on different databases
show that this tree achieves good performance for high-dimensional met-
ric spaces. We also show that this data structure allows efficient paral-
lelization on distributed memory parallel architectures. All this indicates
that the EGNAT is suitable for conducting similarity searches on very
large metric space databases.

1 Introduction

Searching for similar objects into a large collection of objects stored in a metric-
space database has become an important problem. For example, a typical query
for these applications is the range query which consists on retrieving all objects
within a certain distance from a given query object. From this operation one can
construct other ones such as the nearest neighbors. Applications can be found
in voice and image recognition, and data mining problems.

Similarity can be modeled as a metric space as stated by the following defin-
itions.

Metric Space. A metric space is a set X in which a distance function is defined
d : X2 → R, such that ∀x, y, z ∈ X ,
1. d(x, y) ≥ 0 and d(x, y) = 0 iff x = y.
2. d(x, y) = d(y, x).
3. d(x, y) + d(y, z) ≥ (d(x, z) (triangular inequality).

Range query. Given a metric space (X,d), a finite set Y ⊆ X , a query x ∈ X ,
and a range r ∈ R. The results for query x with range r is the set y ∈ Y ,
such that d(x, y) ≤ r.

The distance between two database objects in a high-dimensional space can
be very expensive to compute and in many cases it is certainly the relevant per-
formance metric to optimize; even over the cost secondary memory operations.
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For large and complex databases it then becomes crucial to reduce the number
of distance calculations in order to achieve reasonable running times. This makes
a case for the use of parallelism.

The distance function encapsulates the particular features of the application
objects which makes the different data structures for searching general purpose
strategies [4]. Well-known data structures for metric spaces are BKTree [3], Met-
ricTree [9], GNAT [2], VpTree [12], FQTree [1], MTree [5], SAT [6], Slim-Tree
[8]. Some of them are based on clustering and others on pivots. The EGNAT
proposed in this paper is based on clustering [10].

In the case of pivots based strategies a set of (usually random) objects are
selected from the database and distances are calculated to organize the pivots in
a, for example, tree fashion. A search query is executed by calculating distances
between the query object and the pivots so that the search space is reduced by
applying the triangular inequality to discard tree branches.

The strategies based on clustering divide the space in areas, where each area
has a center point. Information is stored in each area so that it allows easy
discarding of the whole area by just comparing the query with the center point.
The strategies based on clustering are better suited than pivots ones for high-
dimensional metric spaces.

Voronoi Diagrams. Consider a set of point {c1, c2, . . . , cn}(centers). A Vor-
onoi Diagram is defined as the subdivision of the plane in n areas, one for
each ci, such that q is in the area ci if and only if the euclidean distance
holds d(q, ci) < d(q, cj) for each cj , with j �= i.

The EGNAT is based on the concepts of Voronoi Diagrams and is an extension
of the GNAT proposed in [2], which in turn is a generalization of the Generalized
Hyperplane Tree (GHT) [9]. Basically the tree is constructed by taking two
selected points (the two children of the root) and distributing the remaining
points according with how close in distance they are to one of the two points.
This is repeated recursively in each sub-tree.

In the GNAT k points, instead of two, are selected to divide the space
{p1, p2, . . . , pk}, where every remaining point is assigned to the closet one among
the k points.

Most data structures and algorithms for searching in metric-space databases
were not defined to be dynamic ones [4]. However, some of them allow insertion
operations in an efficient manner once the whole tree has been constructed from
an initial set of points (objects). Deletion operations, however, are particularly
complicated because in this strategies the invariant that supports the data struc-
ture can be easily broken with a sufficient number of deletions, which makes it
necessary to re-construct from scratch the whole tree from the remaining points.
Experimental results about these issues can be found in [7].

When we consider the use of secondary memory we find in the literature a
few strategies which are able to cope efficiently with this requirement. Among
the well-know strategies are the M-Tree [5] which has a similar performance to
the GNAT in terms of number of accesses to disk and overall size of the data
structure.
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2 Evolutionary Geometric Near-Neighbor Access Tree

The construction of the initial EGNAT is performed using the GNAT method
proposed by [2], that is

1. Select k points called centers, p1, . . . , pk.
2. Associate every remaining point with the nearest center. The set of points

associated with every center pi is denoted by Dpi .
3. For each pair of centers (pi, pj), the following range is calculated,

range
(
pi, Dpj

)
=

[
min{d (

pi, Dpj

)}, max{d (
pi, Dpj

)}] .

4. The tree is constructed recursively for each element in Dpi .

Every set Dpi represents a sub-tree whose root is pi.
Additionally, the EGNAT [10] is data structure in which the nodes are cre-

ated as buckets in which the only information is the distance to their father.
This allows a significant reduction in space used in disk and also allows good
performance in terms of number of distance evaluations. When a node becomes
full of objects it evolves from a bucket to a GNAT node by re-inserting all objects
in the bucket to the new GNAT sub-tree node.

Searching in the EGNAT is performed recursively as follows,

1. Assume that we are interested in retrieving all objects with distance d ≤ r to
the query object q (range query). Let P be the set of centers of the current
node in the search tree.

2. Choose randomly a point p in P , calculate the distance d(q, p). If d(q, p) ≤ r,
add p to the output set result.

3. ∀x ∈ P , if [d(q, p) − r, d(q, p) + r] ∩ range(p, Dx) is empty, the remove x
from P .

4. Repeat steps 2 and 3 until processing all points (objects) in P .
5. For all points pi ∈ P , repeat recursively the search in Dpi .

3 EGNAT Performance (Sequentially and in Parallel)

In figure 1 we show results comparing the EGNAT with the M-Tree for both
number of distance calculations and access to secondary memory. These results
show that EGNAT is more efficient than the M-Tree. The results shown in the
figure were obtained for the best tunning parameters for each data structure (19,
20, 0.4, 0.1, details in references).

We also tested the suitability of the EGNAT data structure for supporting
query processing in parallel. We evenly distributed the database among P proces-
sors of a 10-processors cluster of PCs. Queries are processed in batches as we
assume an environment in which a high traffic of queries is arriving to a broker
machine. The broker routes the queries to the processors in a circular manner.
We takes batches as we use the BSP model of computing for performing the
parallel computations [11].
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Fig. 1. Results for the local index approach

In the bulk-synchronous parallel (BSP) model of computing [11], any parallel
computer (e.g., PC cluster, shared or distributed memory multiprocessors) is seen
as composed of a set of P processor-local-memorycomponents which communicate
with each other through messages. The computation is organized as a sequence
of supersteps. During a superstep, the processors may only perform sequential
computations on local data and/or send messages to other processors. The
messages are available for processing at their destinations by the next superstep,
and each superstep is ended with the barrier synchronization of the processors.

We used two approaches to the parallel processing of batches of queries. In the
first case, an independent EGNAT is constructed in the piece of database stored
in each processors. Queries in this case start at any processor at the beginning
of each superstep. The first step in processing a particular query is to send a
copy of it to all processors including itself. At the next superstep the searching
algorithms is performed in the respective EGNAT and all solutions found are
reported to the processor that originated the query. We call this strategy the
local index approach.

In the second case, we assume that a single EGNAT has been constructed
considering the whole database. The first levels of the tree are kept duplicated
in every processor. The size of this tree is large enough to fit in main memory.
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Downwards the tree branches or sub-trees are evenly distributed onto secondary
memory of the processors. A query stars at any processor and the sequential
algorithms is used for the first levels of the tree. The copies of the query “travel”
to other processors to continue the search in the sub-trees stored in remote
secondary memory. Note that queries can divided in multiple copies according
to the tree paths that contains valid results. Thus these copies are processed in
parallel when are sent to different processors. We call this strategy the global
index approach.

Results for databases formed by natural language text, a large set of points
formed with Gaussian distribution and a collection of images are shown in the
figure 2. A total of 10,000 queries are processed. The results show that the local
index approach achieves good efficiency in parallel. In particular, because of
the relatively larger cost of disk access with respect to communication cost, we
observed super-linear speedups in the results. The speedups for the global index
approach were very similar.
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4 Conclusions

We have described the EGNAT data structure and shown its performance both
sequentially and in parallel.

The results show that this data structure is a good choice for systems large
enough that tree nodes has to be stored in secondary memory. It also allows
insert and delete operations to take place once the tree has been constructed.

For the sequential case the results with different databases show that EG-
NAT is more efficient than the well-known M-Tree both in number of distance
evaluations required to solve range queries and amount of accesses to secondary
memory.

For the parallel setting, the results show that the EGNAT admits an efficient
parallelization. The results for running time show that it is feasible to signifi-
cantly reduce the running time by the inclusion of more processors. This because
of distance calculations takes in parallel during solutions of batches of queries.
We emphasize that for use of parallel computing to be justified we must put
ourselves in a situation of a very high traffic of user queries. The results show
that in practice just with a few queries per unit time it is possible to achieve
good performance. That is, the combined effects of good load balance in both
distance evaluations and accesses to secondary memory across the processors,
are quickly enough to achieve good performance.
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Abstract. Our discussion in this article centers on a new optimization problem 
called unsplittable anycast flow problem (UAFP). We are given a directed net-
work with arc capacities and a set of anycast requests. Anycast is a one-to-one-
of-many delivery technique that allows a client to choose a content server of a 
set of replicated servers. In the context of unsplittable flows, anycast request 
consists of two connections: upstream (from the client to the server) and the 
downstream (in the opposite direction). The objective of UAFP is to find a sub-
set of the requests of maximum total demand for which upstream and down-
stream connection uses only one path and the capacity constraint is satisfied. To 
our best survey, this is the first study that addresses the UFP (unsplittable flow 
problem) in the context of anycast flows. After formulation of UAFP, we pro-
pose several heuristics to solve that problem. Next, we present results of simu-
lation evaluation of these algorithms. 

Keywords: UFP, connection-oriented network, anycast. 

1   Introduction 

In this paper we consider a new version of the Unsplittable Flow Problem (UFP) for 
anycast flows. Anycast is a one-to-one-of-many technique to deliver a packet to one 
of many hosts. Anycast paradigm becomes popular, since there is a need to facilitate 
the distribution of popular content (electronic music, movies, books, software) in the 
Internet. One of exemplary techniques that apply anycast traffic is Content Delivery 
Network (CDN). For more details on anycast flows and CDNs refer to [3], [8-10]. In 
this work we consider on anycast unsplittable flows. Several connection-oriented (c-
o) techniques apply unsplittable flows, e.g. MultiProtocol Label Switching (MPLS), 
Asynchronous Transfer Mode (ATM), optical network [2]. In c-o networks an anycast 
demand consists of two connections: one from the client to the server (upstream) and 
the second one in the opposite direction (downstream). Upstream connection is used 
to send user’s requests. Downstream connection carries requested data. Consequently, 
each anycast demand is defined by a following triple: client node, upstream band-
width requirement and downstream bandwidth requirement. In contrast, a unicast 
demand is defined by the following triple: origin node, destination node and band-
width requirement. According to observations of real networks and user behavior, 
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there is asymmetry in anycast flows, since usually more data is received by clients 
then is sent to content servers Therefore, bandwidth of upstream connection is typi-
cally much lower than bandwidth of downstream connection.  

The considered unsplittable anycast flow problem (UAFP) can be formulated as 
follows 

Given network topology, anycast traffic demand pattern, location of replica 
servers, link capacity 

Minimize  volume of un-established anycast requests 
Over selection of replica server, routing (path assignment) 
Subject to anycast connection-oriented flow constraints, capacity constraints 

To the best of the author’s knowledge, this is the first work that addresses the UFP 
in the context of anycast flows. The objectives of this paper are twofold: mathemati-
cal formulation of the UAFP and development of effective heuristics for the UAFP. 
Evaluation of proposed algorithms through simulation experiments is also provided.  

2   Related Work 

The most intuitive approach to solve unicast UFP is the greedy algorithm (GA), 
which proceed all connections in one pass and either allocate the processed request to 
the shortest path or reject the request if such a feasible path does not exist, i.e. origin 
and destination node of the connection do not belong to the same component of con-
sidered graph [5]. A modification of GA called bounded greedy algorithm (BGA) 
works as follows [5], [7]: Let L be a suitable chosen parameter. Reject the request if 
there is no feasible path of the length at most L hops. Otherwise accept the request. 
Another version of GA is careful BGA (cBGA) proposed in [7]. Online algorithms 
can also solve the UFP. Several such algorithms were developed in the context of 
dynamic routing in MPLS networks [6]. MPLS supports the explicit mode, which 
enables the source node of the LSP to calculate the path. The main goal of dynamic 
routing is to minimize the number of rejected calls or the volume of rejected calls. 
The most common approach to dynamic routing is the shortest path first (SPF) algo-
rithm based on an administrative weight (metric).  

3   Problem Formulation 

In this section we will formulate the UAFP. We consider an offline UAFP, in which 
we know a priori all requests that are to be located in the network. To mathematically 
represent the problem we introduce the following notations 

Sets: 
V set of vertices representing the network nodes. 
A set of arcs representing network directed links. 

P set of connections in the network. A connection can be of two types: down-
stream or upstream. 

Πp the index set of candidate routes (paths) k
pπ  for connection p. Route 0

pπ  is a 
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“null” route, i.e. it indicates that connection p is not established. For upstream 
connection, paths are between client node and server. Analogously, down-
stream candidate paths connect server and client node. 

Xr set of variables k
ix , which are equal to one. Xr determines the unique set of 

currently selected routes. 
Constants: 

k
paδ  equal to1, if arc a belongs to route k realizing connection p; 0 otherwise 

Qp Volume (estimated bandwidth requirement) of connection p 
ca capacity of arc a 

τ(p) index of the connection associated with connection p. If p is a downstream 
connection τ(p) must be an upstream connection and vice versa. 

o(π) origin node of route π. If π is a “null”, then route, o(π)=0. 
d(π) destination node of route π. If π is a “null”, then route, d(π)=0. 
Variables: 

k
px  1 if route k∈Πp is selected for connection p and 0 otherwise. 

fa flow of arc a. 

The UAFP can be formulated as follows 

pp
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r
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The objective function (1) is a lost flow (LF). Function LF is as a sum of all de-

mands (connections) that are not established (variable 0
px  is 1). It should be noted 

that also an equivalent objective function could be applied, in which we maximize the 
total volume of established connections. Condition (2) states that the each connection 
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can use only one route or is not established. Therefore, we index the subscript of vari-

able k
px  starting from 0, i.e. variable 0

px  indicates whether or not connection p is 

established. If it is established, 0
px =0 and one of variables k

px  (k>0), which is equal 

to 1, indicates the selected path. Constraint (3) ensures that decision variables are 
binary ones. (4) is a definition of an arc flow. Inequality (5) denotes the capacity con-
straint. Equation (6) guarantees that two routes associated with the same anycast de-
mand connect the same pair of nodes. Furthermore, (6) assures that if upstream con-

nection is not established ( 0
px =0 and the “null” route is selected) the downstream 

connection of the same anycast demand is not established, and vice versa. Finally, (7) 
is a definition of a set X called a selection that includes all variables x, which are 
equal to 1. Each selection denotes for each connection either the selected route or 
indicates that the particular connection is not established. Note, that we call a connec-

tion p established in selection X if Xxp ∉0 . 

4   Algorithms 

The first, quite intuitive, approach to solve UAFP can be a modification of heuristics 
developed for unicast UFP. Now, we shortly discuss how to adapt GA (greed algo-
rithm) to anycast flows. We refer to this new algorithm as AGA (anycast GA). AGA 
proceeds all anycast requests in a one pass. Requests can be sorted accordingly to 
selected criterion (e.g. bandwidth requirement). For each request we perform the 
following procedure. First, we construct a residual network for downstream connec-
tion of considered anycast demand, i.e. we remove from the network all arcs that have 
less residual capacity than volume of downstream connection. Next, we find shortest 
paths between each server and client node. If none path exists, the demand is rejected. 
Otherwise, we select a shortest path among all found paths. We repeat the same pro-
cedure for upstream connection. The residual network is computed again. However, 
in this case we try to find a shortest path from the client node to the server node al-
ready selected for downstream connection. This follows from the asymmetry of any-
cast flows discussed in Section 1, because the downstream connection is more impor-
tant than upstream connection. 

Now we propose two new offline algorithms for the UAFP: Anycast Greedy Algo-
rithm with Preemption (AGAP) and Anycast Greedy Algorithm with Preemption and 
Flow Deviation (AGAPFD). Both algorithms use the preemption mechanism, which 
consists in removing from the network already established connections in order to 
enable establishment of other connections to minimize the objective function. 

We apply some temporary variables in both algorithms. Sets H and F are selections 
including decision variables x equal to 1. Sets B and D include indexes of connec-
tions. Operator first(B) returns the index of the first connection in set B. Operator 
sort(H) returns indexes of connections included in H ordered according to their paths’ 
length given by the metric CSPF [1] starting with the longest. We select CSPF metric 
due to its effectiveness in many dynamic routing problems. Operator AGA(H,i,j) re-
turns either the pair of indexes of calculated routes: downstream and upstream  
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according to AGA or a pair of zeros, if a pair feasible routes does not exist for con-
nections i and j associated with the same anycast demand. Operator ue(H) returns 
indexes of connections, which are not established in H, while es(H) returns indexes of 
connections established in H. 

Algorithm AGAP 
Step 1.  Let H denote an initial solution, in which none connection is established. Let 
B:=sort(H).  
Step 2.  Set i:=first(B) and {d,u}:=AGA(H,i,τ(i)). Calculate B:=B-{i}, B:=B-{τ(i)}). 

a) If d>0 set { }( ) { }u
ii xxHH ∪−= 0: , { }( ) { }d

ii xxHH )(
0

)(: ττ ∪−= . Go to step 2c. 

b) If d=0 go to step 3. 
c) If ∅=B  then stop the algorithm. Otherwise go to step 2. 

Step 3.  Set D:=es(sort(H)). 

a) Set j:=first(D). Set D:=D-{j} and { }( ) { }0: j
m
j xxHF ∪−= , where Hxm

j ∈ . Next 

set D:=D-{τ(j)} and { }( ) { }0
)()(: j

m
j xxFF ττ ∪−= , where Hxm

j ∈)(τ . 

b) Find {d,u}:=AGA(F,i,τ(i)). If d>0 set { }( ) { }u
ii xxHH ∪−= 0: , 

{ }( ) { }d
ii xxHH )(

0
)(: ττ ∪−=  and go to step 2. 

c) If d=0 then go to step 3d. 
d) If ∅=D  then go to step 2c. Otherwise go to step 3a. 

The idea of AGAP is as follows. We start with an “empty” solution – none connec-
tion is established. We process connections one-by-one sorted according to selected 
criterion. If the AGA can find a pair of feasible paths for current anycast demand, we 
establish upstream and downstream connections (step 2a). Otherwise (step 2b), we go 
back to already established connections and preempt each of these demands (step 3a) 
trying to establish again considered anycast connections (step 3b-d).  

Algorithm AGAPFD(α,β) 
Step 1. Let X1 denote a feasible initial solution given by AGA. Sort all connections in 
X1 according to their bandwidth requirements starting with the heaviest. Set j:=1.  
Step 2.  Set H:=Xj. Let B:=sort(H). Let l denote the number of connections established 
in H. Set k:=0. 

a) Set i:=first(B). Calculate {}( )iBB −=: , B:=B-{τ(i)}), { }( ) { }0: i
m
i xxHF ∪−=  

where Hxm
i ∈ , { }( ) { }0

)()(: i
m

i xxFF ττ ∪−= , where Hxm
i ∈)(τ . 

b) Set H:=F and k:=k+1. 
c) If k>α⋅l then go to step 3. Otherwise go to step 2a. 

Step 3.  Let F:=AFDNB(H) be a selection of route variables calculated according to 
the Anycast Flow Deviation for Non-bifurcated flows algorithm [10].  
Step 4.  Set H:=F and B:=ue(H). 

a) Set i:=first(B) and find {d,u}:=AGA(H,i,τ(i)). Calculate B:=B-{i}, B:=B-{τ(i)}), 

{ }( ) { }u
ii xxHH ∪−= 0:  and { }( ) { }d

ii xxHH )(
0

)(: ττ ∪−= . 

b) Set H:=F. 
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c) If ∅=B  then go to step 5. Otherwise go to step 4a. 
Step 5. If j≥β stop the algorithm. Otherwise set j:=j+1, Xj:=H and go to step 2. 

The algorithm has two input parameters that can be calibrated. Parameter ]1,0[∈α  

is used to find set for preemption of α established connections. The second parameter 
of the GAPFD algorithm - β - is a number of iterations for which the main loop of the 
algorithm is repeated. The main idea of the AGAPFD algorithm is as follows. We 
start with a feasible solution X1, found by AGA. Next, in step 2 we remove from the 
network a number of connections. We find α⋅l connections with the longest routes 
computed according to the CSPF metric [1] assigned to each arc, where l denotes the 
number of established connections in a given selection. Next, we remove these con-
nections. The major goal of preemption is to remove connections having routes using 
the most congested arcs. In Step 3 we re-optimize routes of established connections in 
order to change the allocation of arcs’ flows and enable creation of as many as possi-
ble of un-established connections, what should yield improvement of UAFP objective 
function. We use the Anycast Flow Deviation for Non-bifurcated flows (AFDNB) 
algorithm proposed in [10]. Note that AFDNB uses as objective the network delay 
function, which includes the capacity constraint (5) as a penalty function. This guar-
antees feasibility of obtained selection. Furthermore, former studies shows that the 
delay function provides proportional allocation of network flows – more open capac-
ity is left for other demands [4]. Since AGA processes connections sequentially, there 
is no chance to change the route of already established connections. Running of 
AFDNB in step 4 eliminates this constraint and enables re-optimization of already 
established routes. In Step 4 we process all un-established connections using AGA. 
The main loop of the algorithm (Steps 2-5) is repeated β times. 

5   Results 

Algorithms AGA, AGAP, AGAPFD were coded in C++. The network on which we 
conduct our experiment consists of 36 nodes and 144 directed links [10]. We test 10 
demand patterns for 5 various locations of 2, 3, or 4 content servers. Each of 10 de-
mand patterns includes 360 anycast requests generated randomly. Due to asymmetry 
of anycast flows, we assume that upstream bandwidth is 0.1 of the downstream band-
width. To compare results we apply competitive ration performance indicator. The 
competitive ration is defined as the difference between result obtained for a particular 
algorithm and the minimum value of objective function yielded by the best algorithm. 
For instance, if in a test consisting of simulations of various algorithms the minimum 
value of lost flow is 2000 and the considered algorithm yields 2500; the competitive 
ration is calculated as follows: (2500-2000)/2500=20%. For presentation of aggregate 
results we apply the aggregate competitive ration, which is a sum of competitive 
rations over all considered experiments. 

The first objective of numerical experiments was evaluation of various metrics and 
orderings for AGA. We have tested two link metrics: HOP and CSPF [1]. Demands 
were sorted according to the bandwidth requirement of downstream connection in 
decreasing and increasing order. In Table 1 we report aggregate competitive ration of 
AGA for these cases. We can watch that the best result provides CSPF metric and 
demand sorted in decreasing order. 
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Table 1. Aggregate competitive ration of AGA using ordering CDLI and various metrics for 
experiment C 

Decreasing Decreasing Increasing Increasing Servers 
Hop CSPF HOP CSPF 

2 3.5% 3.0% 152.7% 165.3% 
3 14.6% 3.0% 415.9% 426.4% 
4 52.8% 7.9% 1495.4% 1536.6% 

The next goal of experiments was tuning of AGAPFD. Due to initial trial runs we 
decided to set the number of iterations (parameter β) to 10. We run simulations for the 
following values of parameter α={0.0; 0.05; 0.1; 0.2; 0.3; 0.4; 0.5; 0.6; 0.7; 0.8; 0.9; 
1.0}. In Fig. 1 we report comparison of results obtained for tested values of α. Due to 
results presented in Fig. 1 we decide to set α=0.3 for further simulations. 
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Fig. 1. Aggregate competitive ration of parameter α for various numbers of content servers 

Finally, we run experiments to compare performance of AGA, AGAP and 
AGAPFD(0.3,10). In Table 2 we present aggregate competitive ration for these algo-
rithms. We can see that AGAPFD outperforms other methods – in all cases it can find 
the best result. The difference between AGAP and AGA increases with the number of 
content servers. 

The main drawback of AGAPFD is the calculation time – AGAPFD needs about 
25 times more decision time than AGA. Most of the time is spent on running AFDNB 
algorithm. AGAP needs about 3-4 times more than AGA. However, it should be 
noted that we consider the offline UAFP. Consequently, the decision time is not the 
most important criterion in our considerations. 

Table 2. Aggregate competitive ration of tested algorithms 

Servers AGA AGAP AGAPFD(0.3,10) 
2 6.50% 6.02% 0.00% 
3 31.00% 27.42% 0.00% 
4 156.64% 112.90% 0.00% 
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6   Conclusion 

In this paper, we have formulated the Unsplittable Anycast Flow Problem. To our best 
knowledge, this is the first survey that addresses the UFP in the context of anycast 
flows. We have developed three heuristics solving offline version of UAFP. Through 
simulations we have tuned and compared the algorithms. The UAFP problem is moti-
vated by service provider needs for fast deployment of bandwidth guaranteed services 
enabling fast and effective distribution of popular content over Internet. Results of our 
work can be applied for optimization of flows of Content Delivery Networks located 
in connection-oriented environment, e.g. MPLS network. 

Acknowledgements. This work was supported by a research project of the Polish 
State Committee for Scientific Research carried out in years 2005-2007. 

References 

1. Crawley, E., Nair, R., Jajagopalan, B., Sandick, H.: A Framework for QoS-based Routing 
in the Internet. RFC2386 (1998) 

2. Grover, W.: Mesh-based Survivable Networks: Options and Strategies for Optical, MPLS, 
SONET and ATM Networking. Prentice Hall PTR, Upper Saddle River, New Jersey 
(2004) 

3. Hao, F., Zegura, E., Ammar, M.: QoS routing for anycast communications: motivation and 
an architecture for DiffServ networks. IEEE Communication Magazine, 6 (2002), 48-56 

4. Kasprzak, A.: Designing of Wide Area Networks. Wroclaw Univ. of Tech. Press, (2001)  
5. Kleinberg, J.: Approximation algorithms for disjoint paths problems. PhD thesis, MIT, 

Cambridge, (1996) 
6. Kodialam, M., Lakshman, T.: Minimum Interference Routing with Applications to MPLS 

Traffic Engineering. In Proceedings of INFOCOM (2000), 884-893  
7. Kolman, P., Scheideler, C.: Improved bounds for the unsplittable flow problem. In Proc. 

of the Symposium on Discrete Algorithms (2002), 184-193 
8. Markowski, M., Kasprzak, A.: The web replica allocation and topology assignment prob-

lem in wide area networks: algorithms and computational results. Lectures Notes in Com-
puter Science, Vol. 3483 (2005), 772-781 

9. Peng, G.: CDN: Content Distribution Network. Technical Report, 
sunysb.edu/tr/rpe13.ps.gz, (2003) 

10. Walkowiak, K.: Heuristic Algorithm for Anycast Flow Assignment in Connection-
Oriented Networks. Lectures Notes in Computer Science, Vol. 3516 (2005), 1092-1095 



V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 626 – 633, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Lagrangean Heuristic for Anycast Flow Assignment in 
Connection-Oriented Networks 

Krzysztof Walkowiak 

Chair of Systems and Computer Networks, Faculty of Electronics,  
Wroclaw University of Technology, Wybrzeze Wyspianskiego 27, 50-370 Wroclaw, Poland 

Krzysztof.Walkowiak@pwr.wroc.pl 

Abstract. In this work we address the problem of anycast flow assignment. 
Anycast is a one-to-one-of-many delivery technique that allows a client to 
choose a content server of a set of replicated servers. We formulate an optimi-
zation problem of anycast flows assignment in a connection-oriented network, 
which is 0/1 and NP-complete. Thus, we propose a new effective heuristic algo-
rithm based on Lagrangean relaxation technique. To our best survey, this is the 
first study that applies the Lagrangean relaxation to anycast flow problem. We 
evaluate the performance of the proposed scheme by making a comparison with 
its counterpart using a sample network topology and different scenarios of traf-
fic demand patterns and replica location. Obtained results show advantage of 
the Lagrangean heuristic over a previously proposed algorithm. 

1   Introduction 

The influence of the Internet can be noticed in many areas of people’s life, and in the 
future its importance will grow. Currently, most of transmissions issued in the Inter-
net are unicast – two individual systems connect one-to-one to exchange data. How-
ever, new approaches are developed to overcome problems now being encountered in 
computer networks, e.g. network latency, congestion, growing costs. One of the most 
interesting approaches that can facilitate the development of new services in the 
Internet and enable QoS (Quality of Service) guarantees is the anycast paradigm. 
Anycast is a one-to-one-of-many technique to deliver a packet to one of many hosts. 
Significance of anycast transmission will grow with popularity of the Internet and 
development of new services, e.g. distribution of electronic music, movies, books. 
One of the most famous technologies that applies anycast traffic is Content Delivery 
Network (CDN). CDN uses many content servers offering the same content replicated 
in various locations. User-perceived latency and the other QoS parameters can be 
easily and inexpensively improved by the CDN.  

In this work we concentrate on problems of CDN design in MPLS (Multiprotocol 
Label Switching) environment. The MPLS proposed by the Internet Engineering Task 
Force (IETF) in [8] is a networking technology that enables traffic engineering and 
QoS performance for carrier networks. MPLS is a connection-oriented (c-o) technique 
and is widely applied in backbone networks. Thus, MPLS should be addressed in 
designing of CDNs. The considered problem can be formulated as follows: 
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Given network topology, traffic demand pattern, location of replica servers, 
link capacity 

Minimize  network delay 
Over selection of replica server, routing (path assignment) 
Subject to connection-oriented flow constraints, capacity constraints 

The considered problem was formulated and solved in [9]. In this paper we pro-
pose a Lagrangean relaxation method combined with subgradient optimization to 
iteratively solve the problem by a heuristic algorithm ANBFD [9] using as initial 
solutions results given solving dual problems. Lagrangean relaxation with subgradient 
optimization has been used successfully for solving various communication network 
routing problems [3], [7]. Our starting point is the algorithm proposed in [3]. How-
ever, we modified this approach according to anycast flow constraints. 

Due to limited size of the paper we cannot present more information on anycast 
flow, CDN and networks optimization. For more information refer to [1], [4-6], [7-9]. 

2   Anycast Flow Assignment Problem 

Since we consider a connection-oriented network, we model the network flow as non-
bifurcated multicommodity flow. In c-o networks an anycast demand must consist of 
two connections: one from the client to the server (upstream) and the second one in 
the opposite direction (downstream). Upstream connection is used to send user’s 
requests. Downstream connection carries requested data. Consequently, each anycast 
demand is defined by a following triple: client node, upstream bandwidth requirement 
and downstream bandwidth requirement. In contrast, a unicast demand is defined by a 
following triple: origin node, destination node and bandwidth requirement. To estab-
lish a unicast demand a path satisfying requested bandwidth and connecting origin 
and destination nodes must be calculated. Optimization of anycast demands is more 
complex. The first step is the server selection process. Next, when the server node is 
selected, both paths: upstream and downstream can be calculated analogously to uni-
cast approach. However, the main constraint is that both connections associated with 
a particular anycast demand must connect the same pair of network nodes.  

To mathematically represent the problem, we introduce the following notations: 

V set of n vertices representing the network nodes. 
A set of m arcs representing network directed links. 

P set of q connections in the network. A connection can be of two types: down-
stream or upstream. 

pΠ  the index set of candidate routes (paths) k
pπ  for connection p. For upstream 

connection paths are between client node and a node hosting a content server. 
Analogously, downstream candidate paths connect a server and a client node. 

Xr set of route selection variables k
px , which are equal to one. Xr determines the 

unique set of currently selected routes. 
ca capacity of arc a. 
Qp bandwidth requirement of connection p. 
τ (p) index of the connection associated with connection p. If p is a downstream 

connection τ (p) must be an upstream connection and vice versa. 
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k
paδ  binary variable, which is 1 if arc a belongs to route k

pπ  and is 0 otherwise. 

o(π) origin node of route π. 
d(π) destination node of route π. 
T total arrive rate of messages in the network 

The anycast non-bifurcated flow assignment (AFA1) problem is as follows 
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Variable r denotes the index of set Xr including information on currently selected 
routes given by variables x equal to 1. The goal is to minimize the network delay [2], 
[7]. Condition (3) states that each connection can use only one route. (4) is a capacity 
constraint. Equation (5) guarantees that two routes associated with the same anycast 
demand connect the same pair of nodes. Constraint (6) ensures that decision variables 
are binary ones. Note that the constraints set doesn’t include a constraint guaranteeing 
that upstream (downstream) connection ends (starts) in a node with a replica server. 
This follows from the construct of set pΠ  that contains only feasible candidate 

routes, i.e. each route connects the client node and a replica node. The AFA problem 
given by (1-7) is NP-complete. This follows from the fact that the unicast non-
bifurcated flow assignment is NP-complete [8]. AFA is 0/1 optimization problem. 
Complexity of AFA problem is a result of huge solution space.  

Accordingly to [3] we transform the AFA1 problem into an equivalent formulation 
called AFA2, which is better suited for a Lagrangean relaxation procedure. Since the 
objective function (1) is not decreasing with fa, we can replace equality (2) with an 
inequality leading to the following problem 
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3   Lagrangean Relaxation 

The major idea of the Lagrangean Relaxation (LR) decomposition algorithm is to 
consider the dual problem of by relaxing constraints to obtain a simpler subproblem 
iteratively to drive towards the optimal solution of the original problem. Therefore, a 
suitable constraint set is chosen to be relaxed. In our case we use the approach pro-
posed in [3] and relax the constraint (9) using a vector of positive Lagrangean multi-
pliers λa, a∈A. Consequently, the following Lagrangean relaxation of problem AFA2, 
called LR_AFA is formulated as 
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subject to (3-6). 
The set of feasible solutions for the problem AFA is a subset of the set of feasible 

solutions for the Lagrangean relaxation of AFA. Since we assume that 

Aaa ∈∀≤ λ0  (11) 

in any feasible solution of AFA, the term −
∈ Π∈∈Aa
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a fQx
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)( δλ  is non-

positive and thus, the value of the objective function (10) never exceeds the value 
of the objective function in problem AFA. Thus, accordingly to Lagrangean relaxa-
tion theory, whenever problem AFA has a feasible solution, ϖλϕ ≤)( . Conse-

quently, for each vector of multipliers λ, ϕ(λ) is a lower bound of delay function. 
The best lower bound can be obtained for the vector of multipliers λ* for which 
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The objective function of Lagrangean problem can be rewritten as 
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Since there are no coupling constraints between variables fa and variables k
px , the 

considered problem can be divided into two independent subproblems: 
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Subproblem 1 
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subject to (3) and (5-6). 
According to formulation of objective function we can separate subproblem 1 into 

m=|A| subproblems and each of such subproblems is solved by  
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Subproblem 2 can be separated into q=|P| subproblems, one for each connection 
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k
pα  denotes the length of route k∈Πp. The minimum for each connection p is attained 

when for the shortest route calculated under a metric λaQp. It means that the subprob-
lem 2 consists of a number of shortest path problems. Comparing to the unicast ver-
sion of considered problem addressed in [3], in the anycast flow problem to find a 
shortest path we must take into account all content servers. Another modification is 
the coupling between upstream and downstream connections given by (5). Therefore, 
upstream and downstream connections must be processed jointly. Consequently, for 
each pair of connections we calculate a shortest path using Dijkstra under the metric 
λaQp to each of content servers. Next, we select a pair of paths that satisfy constraint 
(5) and have the smallest sum of lengths. Such a procedure guarantees optimal solu-
tion of subproblem 2. If the set of candidate routes includes only a subset of all possi-
ble routes, we must find a pair of routes for which length is the smallest.  

4   Subgradient Search 

Given multiplier’s vector λ we can solve the Lagrangean relaxation problem by solv-

ing two subproblems as presented above. Let )(λk
px  and far(λ) be an optimal solution 
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of Lagrangean relaxation for a fixed vector of multipliers λ. The corresponding sub-
gradient of the dual function (10) at λ is given by 
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The multipliers are updated as follows 
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The step-size, tk, can be given as [3], [7] 

2
/))(( ii

it γλϕϕρ −=  (20) 

ϕ  denotes un upper bound on the dual function, which can be calculated using a 

heuristic algorithm that can find a feasible solution of the primal problem. Note that ρ 
is commonly used in the range 0≤ρ≤2 [7]. 

Lagrangean Relaxation Heuristic (LRH) Algorithm 
Step 0. Select an initial λ0, Set ρ:=2, ρmaxiter=5, ρmin:=0.005, imax=100,.i:=0, ρiter:=0, 

ϖbest:=∝, λ*:=λ0. Using a heuristic, compute an overestimate ϕ  of φ(λ*) or set ϕ  to 

an arbitrary large value. 
Step 1. Set i:=i+1, ρiter:=ρiter+1. Given λi, solve the LR_AFA as decoupled subprob-
lems to obtain φ(λi), xi, fi.  
Step 2a. If (φ(λi)>φ(λ*)) then λ*:=λi and ρiter:=-1. 
Step 2b. Use xi, fi to compute feasible primal objective ϖ of the problem AFA2 using 

ANBFD[9] algorithm. If ϖ<ϖbest then ϖbest:=ϖ, xbest:=xi, fbest:=fi, best: ϖϕ = .  

Step 2c.  If (ρiter>ρmaxiter) then ρ:=max{ρ/2,ρmin} and ρiter:=0. 
Step 3. Use decoupled solutions xi, fi to compute: subgradient γi(λi) (refer to (18)); 
step size ti (refer to (19)); multipliers λi+1 (refer to (20)). 
Step 4. If i>imax, stop. Otherwise go to 1. 

5   Results 

We now describe our simulation setup and scenarios. Algorithms LRH and ANBFD 
were coded in C++. Next, we run a number of tests to evaluate effectiveness of this 
algorithm for various simulation scenarios. The network on which we conduct our 
experiment consists of 36 nodes and 144 directed links [9]. We run experiments for 
various scenarios of replica location and number of replicas. According to observa-
tions of real networks and user behavior, more data is received by clients then is sent 
to replicas Therefore, we assume that upstream bandwidth is 0.1 of the downstream 
bandwidth. The total demand is calculated as a sum of all downstream and all up-
stream bandwidth requirements. We assume that there are 10 anycast demands for 
each node in the network. Therefore, the total number of anycast demands is 
10n=360. Bandwidth requirements of demands are generated randomly. 
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Fig. 1. Percentage difference between LRH and ANBFD for various replica location 

In Table 1 we present results of algorithms LRH and ANBFD for the following 
four locations of replica servers: (5,23), (5,23,30), and (5,9,23,30). Fig. 1 shows the 
percentage difference in results of LRH and ANBFD obtained for various location of 
4 replicas. If we compare LRH against ANBFD, we can notice that for relatively low 
loads both algorithms perform similarly. However, when the volume of all connec-
tions increases, LRH yields better results than ANBFD. This follows from the fact 
that LRH can search larger solution space, while ANBFD have a tendency of quick 
convergence to local minimum and does not have mechanisms to enlarge the number 
of tested combinations. Another, quite obvious, observation is that increasing the 
number of replicas decreases the network delay. In addition, if there are more replicas 
in the network, demands with higher bandwidth requirements can be satisfied.  

Table 1. Performance of LRH and ANBFD for various replica location and demands 

(5,23) (5,23,30) (5,9,23,30) Total 
Demand ANBFD LRH ANBFD LRH ANBFD LRH 

3933 2.4320 2.4320 1.8383 1.8380 1.3240 1.3240 
4781 2.8480 2.8480 1.9786 1.9775 1.4140 1.4139 
6125 4.1142 4.1033 2.3472 2.3458 1.5582 1.5582 
6956 6.0474 6.0474 2.6890 2.6864 1.6384 1.6384 
8359   3.3583 3.3503 1.8801 1.8801 
9351   4.1990 4.1854 2.1807 2.1793 

10400   6.0389 6.0248 2.5018 2.5013 
11708   20.9596 20.7720 3.1085 3.0891 
12588     3.6577 3.6331 
13332     4.2587 4.2319 

In Table 2 we report the decision time of both algorithms. Certainly, LRH is much 
slower than ANBFD, because in each of 100 iterations LRH must run ANBFD  
algorithm. However, execution time of ANBFD is not deterministic – it depends on 
situation in the network. Therefore, for (5,23), (5,23,30) and (5,9,23,30) cases, the exe-
cution time of LRH is about 94, 85 and 92 times longer than for ANBFD, respectively.  
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Table 2. Average decision time of LRH and ANBFD in seconds 

Algorithm (5,23) (5,23,30) (5,9,23,30) 
ANBFD 0.883 1.188 0.844 

LRH  83.035 101.369 77.680 

5   Conclusions 

In this paper, we have addressed the anycast flow assignment problem in connection-
oriented networks. We have developed a new heuristic algorithm based on the La-
grangean-relaxation method combined with subgradient optimization to iteratively 
solve the problem by a heuristic ANBFD proposed in [9]. Based on experimental 
results, our conclusion is that LRH outperforms ANBFD, especially for congested 
networks. The main overhead of LRH is much higher computational cost. However 
the considered problem is offline and consequently the decision time isn’t the most 
important criterion in our study. 
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Abstract. The modular multiplication is known as an efficient basic operation 
for public key cryptosystems over GF(2m). Various systolic architectures for 
performing the modular multiplication have already been proposed based on a 
standard basis representation. However, they have high hardware complexity 
and long latency. Thereby, this paper presents a new algorithm and architecture 
for the modular multiplication in GF(2m). First, a new algorithm is proposed 
based on the LSB-first scheme using a standard basis representation. Then, bit 
serial systolic multiplier is derived with a low hardware complexity and small 
latency. Since the proposed architecture incorporates simplicity, regularity, and 
modularity, it is well suited to VLSI implementation and can be easily applied 
to modular exponentiation architecture. Furthermore, the architecture will be 
utilized for the basic architecture of crypto-processor.  

1   Introduction 

The arithmetic operations in the finite field have several applications in error-
correcting codes[1], cryptography[2, 3], digital signal processing[4], and so on. In-
formation processing in such areas usually requires performing multiplication, in-
verse/division, and exponentiation. Among these operations, the modular multiplica-
tion is known as the basic operation for public key cryptosystems over GF(2m) [2- 4]. 
Exponentiation is computed efficiently by the sequences of modular multiplications. 
And division and inverse can be regarded as a special case of exponentiation because 

B-1 = 22 −m

B [5, 6].  
Recently, three types of multipliers over GF(2m) have been proposed that are easily 

realized using VLSI techniques. These are normal, dual, and standard basis multipli-
ers, which have their own distinct features. The normal and dual basis multipliers 
need basis conversion, while the standard does not. In the following, we restrict our 
attention to the standard basis multiplier.  

Numerous architectures for modular multiplication in GF(2m) have been proposed 
in [7-10] over the standard basis. In 1984, Yeh et al. proposed two systolic array ar-
chitectures with the LSB-first modular multiplication [7]. Wang et al. in [8] proposed 
two systolic architectures with the MSB-first fashion with less control problems as 
compared to [6]. Jain et al. proposed another multiplier architecture [9]. Its latency is 
smaller than those of other standard-basis multipliers, but there are broadcast lines in 
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the circuit. Wu et al. in [10] proposed bit-level systolic arrays with a simple hardware 
complexity with the MSB-first modular multiplication.  

This paper proposes a new algorithm and its architecture for the modular multipli-
cation with a bit-serial systolic architecture. The proposed algorithm supports the 
LSB-first scheme and the proposed architecture has a good time and area complexity 
compared to the previous multipliers.  

2   Modular Multiplication 

A finite field GF(2m) has 2m elements and it is assumed that all the (2m-1) non-zero 
elements of GF(2m) are represented using the standard basis. Let A(x) and B(x) be two 
elements in GF(2m) and F(x) be the primitive polynomial, where A(x) = am-1x

m-1 + am-

2x
m-2 + ⋅⋅⋅⋅ + a1x + a0, and B(x) = bm-1x

m-1 + bm-2x
m-2 + ⋅⋅⋅⋅ + b1x + b0 , where ai and bi, ∈ 

GF(2) (0 ≤ i ≤ m-1). A finite field of GF(2m) elements is generated by a primitive 
polynomial of degree m over GF(2). Let F(x) be an irreducible polynomial that gener-
ates the field and is expressed as F(x) = xm + fm-1x

m-1 + ⋅⋅⋅⋅ + f1x + f0. If α is the root of 
F(x), then F(α) = 0, and F(α) ≡ αm = fm-1αm-1 + ⋅⋅⋅⋅ + f1α + f0, where fi ∈ GF(2) (0 ≤ i ≤ 
m-1). To compute the AB operation, the following equation is the common LSB-first 
algorithm  

P = AB mod F(x)  
= b0[Aα0 mod F(x)]+b1[Aα mod F(x)] + b2[Aα2 mod F(x)] + ⋅⋅⋅  
+ bm-1[Aαm-1 mod F(x)]  

(1) 

A new algorithm for the modular multiplication is derived from the equation 1 that 
is suitable for systolic array implementation. The modular reduction is necessary 
because of the operation [Aαi mod F(x)] on the i-th step. We just try to concentrate on 
the modular reduction from the first term of the above equation, b0A

 mod F(x). The 
subsequent terms in the above equation are accumulated until reaching the end. The 
procedure of the new algorithm is as follows:  

First,  
P1 = b0[Aα0 mod F(x)] 

= [ k
m

k
mkba α

−

=
−

1

0
1

]α0 mod F(x) (2) 

However, in this step we can overlap the modular multiplication of [Aα mod F(x)] 
for the next step operations. For the better understanding, we will use the symbol A(i) 

for the i-th snapshot for A, which has the value of Aαi mod F(x) . Thereby, our algo-
rithm computes two operations as follows 

P(1) = b0A
(0) = [ k

m

k
mkba α

−

=
−
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)0( ]; 

      A(1) = A(0)α mod F(x) =[ k
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where 
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In the general case,  
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Finally,  
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−
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m
k

m
k

m
k bapp (k = 0, ⋅⋅⋅ , m-1). 

Thus the multiplication of two elements A and B in GF(2m) can be computed using 
the above new recursive algorithm. From the algorithm, we can derive an efficient 
systolic multiplier by following the procedures in [8-9].  

3   Systolic Modular Multiplier 

This section proposes a serial systolic multiplier. Fig.1 shows the dependence graph 
for our new multiplication over GF(24). The inputs A and F enter the array in parallel 
from the top row, while B is from the leftmost column. The output P is transmitted 
from the bottom row of the array in parallel.  

Fig 2 (a) shows a basic cell in Fig. 1 for the general case where the circuit function 
is primarily governed by the following recurrence equation: 

1
)1()1()(

−
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k afaa  (k = 1, ⋅⋅⋅ , m-1); 
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}(

0 faa i
m

i −
−= ; 

(8) 

where the k-th bit ( )(i
kp ) of Pi is the intermediate result of the product. Fig. 2 (b) 

shows a processing element for the case that the cell is located in the last row.  
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Fig. 1. Dependence graph in GF(24) 
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1
)1()1()(

−
−− += m

m
k

m
k

m
k bapp (k = 0, ⋅⋅⋅ , m-1) ; (9) 

Note that the processing element in the bottom row, Fig. 2 (b), is very simple and 
reduces the total cell complexity compared to previous architectures. 
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Fig. 3. Proposed systolic multiplier in GF(2m) 
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An optimal systolic array among the several systolic arrays is derived by the pro-
jection vector [1,0]T and schedule vector [2,1]T from the dependency graph in Fig. 1. 
Fig. 3 shows the proposed bit-serial systolic multiplier. The dot (“•”) on the data flow 
means the buffer for one time step delay. Let I = ( Ictl , If(x), IB, IA, IP ) denote the layout 
of input values for the systolic array. Ictl, If(x), IB, IA, and IP are data sequences of con-
trol signals, f(x), B, A, and P, respectively. Each sequence is as follows:  

Ictl = {1, 0, 0, … , 0}            
If(x)   = { , fm-1, fm-2, …, f0} 
IB   = { bm-1, bm-2, …, b0}  
IA   = { am-1, am-1, am-2, …, a0} 
IP   = {0, 0, 0, … , 0} 

The “ ” of the digit sequences means a time delay of input data. Only the first bit 
among m bits of the control signal has the value 1 as the values of a and b should be 
held for m clock times.  

Fig 4 (a) shows a basic cell in Fig. 3 for the general case where the circuit function 
is primarily governed by the equation 8. Fig. 4 (b) shows a processing element for the 
case that the cell is located in the last row using the equation 9.  

The structure of a systolic array is similar to Yeh et al. in [4] except the input sched-
uling and the structure of the last processing element. Since the horizontal path of each 
cell only requires two delay elements, except for the last cell, the latency is 3m-2.  

Table 1. Comparison of the bit-serial systolic architectures in GF(2m) 

Circuit 
Item 

Yeh et al. [7] Wang et al. 
[8] 

Proposed 

No. of cells m m m 

Function AB+C AB+C AB+C 

Throughput 1/ m 1/ m 1/ m 

Latency 3m 3m 3m-2 

Critical path TAND +TXOR-2 TAND +TXOR-3 TAND +TXOR-2 

Cell  
complexity 

2 AND 
2 XOR 
7 latches 
2 MUX 

2 AND 
1 XOR3 
7 latches 
2 MUX 

PE3 2 AND 
2 XOR 
7 latches 
2 MUX 

   PE4 1 AND 
1 XOR 
2 latches 
1 MUX 

Algorithm  
fashion 

LSB MSB LSB 
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4   Analysis 

Our multiplier was simulated and verified using the ALTERA MAX+PLUS  simu-
lator. Table 1 shows comparisions between the proposed architecture and the related 
circuits. We will give a comparison of systolic architectures with Yeh et al.’s in [7] 
and Wang et al.’s in [8].   

Before the comparison, it was assumed that AND and XORi denote a 2-input AND 
gate and i-input XOR, respectively. TAND and TXORi are the propagation delay of a 2-
input AND gate and i-input XOR gate, respectively. Latches are 1-bit latch and MUX 
is a 2-input 1-output switch. Table 1 shows that our multiplier has a good area and 
time complexity compared with the previous architectures. 

5   Conclusion 

This paper has explored a new algorithm for computing the modular multiplication 
into a low-complexity systolic architecture in GF(2m). A comparison between related 
systolic architectures reveals that the new systolic architecture has lower property 
than the conventional architectures for the hardware complexity and the latency. Fur-
thermore, it can be used as the basic architecture for computing an inverse/division 
operation. Moreover, the architecture has a simplicity, regularity, and modularity. 
Thereby, it is well suited to VLSI implementation and it can be easily utilized for the 
crypto-processor chip design.  
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Abstract. Constraint Satisfaction Problems (CSP) provide a general
framework for modeling many practical applications. CSPs can be solved
withcompletemethodsor incompletemethods.Althoughsomeframeworks
has been designed to formalized constraint propagation, there are only few
studies of theoretical frameworks for local search. In this paper, we are
concerned with the design of a generic framework to model local search
as the computation of a fixed point of functions and to solve the Sudoku
problem. This work allows one to simulate standard strategies used for
local search, and to design easily new strategies in a uniform framework.

1 Introduction

Sudoku literally means single number in Japanese and has reached recently an
international popularity. The success of this great puzzle game probably comes
from the simplicity of its rules : place digits between 1-9 on a 9×9 grid such that
each digit appears once in each row, column and each 3x3 sub-grid. This problem
can obviously be considered as a Constraint Satisfaction Problem (CSP), usually
defined by a set of variables associated to domains of possible values and by a
set of constraints.

Local search techniques [1] have been successfully applied to various combina-
torial optimization problems (scheduling, timetabling, transportation ...). In the
CSP solving context, local search algorithms are used either as the main resolu-
tion technique or in cooperation with other resolution processes (e.g., constraint
propagation) [3, 6]. Unfortunately, the definitions and the behaviors of these al-
gorithms are often strongly related to specific implementations and problems.

Usual constraint propagation techniques have already been used to solve Su-
doku and in this paper, we are interested in using various local search techniques
to solve this problem. Since we want to test different resolution heuristics, our
purpose is to use a generic framework based on basic functions in order to pro-
vide uniform framework which help to better understand existing local search
algorithms and to design new ones.
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In [7] we have extended the mathematical framework of K.R. Apt [2] to take
into account hybridizations of constraint propagation with local search algo-
rithms. The purpose of this paper is to focus on the modeling of basic local
search processes and then to improve this previous work by providing a more
comprehensive definition to local search algorithms. To obtain a finer definition
of local search, we propose a specific computation structure and define the basic
functions that will be used iteratively on this structure to create a local search
process. Processes are abstracted at the same level by some homogeneous func-
tions called reduction functions. The result of local search is then computed as
a fixed point of this set of functions.

The paper is organized as follows : in Section 2 we recall basic definitions
related to CSP and local search algorithms. In Section 3 we describe our frame-
work by defining its main components. In Section 4, we provide the operational
semantics as the computation of a fixed point of functions over the ordered
structure, which corresponds to the instantiation of the generic iteration algo-
rithm proposed by K.R. Apt. Popular local search algorithms and strategies are
then designed and applied to solve Sudoku in Section 5 before concluding in
Section 6.

2 Solving CSP with Local Search

A CSP is a tuple (X, D, C) where X = {x1, · · · , xn} is a set of variables taking
their values in their respective domains D = {D1, · · · , Dn}. A constraint c ∈ C
is a relation c ⊆ D1 ×· · ·×Dn. In order to simplify notations, D will also denote
the Cartesian product of Di and C the union of its constraints. A tuple d ∈ D
is a solution of a CSP (X, D, C) if and only if ∀c ∈ C, d ∈ c. In this paper, we
always consider finite domains.

Given an optimization problem (which can be minimizing the number of vi-
olated constraints and thus trying to find a solution to the CSP), local search
techniques [1] aim at exploring the search space, moving from a sample to one
of its neighbors. These moves are guided by a fitness function that evaluates the
benefit of such a move in order to reach a local optimum.

For the resolution of a CSP (X, D, C), the search space can be often defined
as the set of possible tuples of D = D1 × · · · × Dn and the neighborhood is a
mapping N : D → 2D. This neighborhood function defines indeed the possible
moves from a sample of D to one of its neighbors and therefore fully defines
the exploration landscape. The fitness (or evaluation) function eval is related
to the notion of solution and can be defined as the number of constraints c
that are not satisfied by the current sample. The problem to solve is then a
minimization problem. Given a sample d ∈ D, two basic cases can be identified
in order to continue the exploration of D: intensification (choose d′ ∈ N (d) such
that eval(d′) < eval(d)) and diversification(choose any other neighbor d′). Any
local search algorithm is based on the management of these basic heuristics by
introducing specific control features. Here, we abstract moves and neighborhood
by functions computing over a given ordered structure.
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3 A Computational Framework

In this section, we define the computation structure we will use to represent local
search states, together with the functions that will be required to model local
search as a fixed point computation.

3.1 The Computation Structure

As we have seen, local search acts usually on a structure which corresponds
to points of the search space. Here, we propose a more general and abstract
definition based on the notion of sample, already suggested.

Definition 1 (Sample). Given a CSP (X, D, C), a sample function is a func-
tion ε : D → 2D. By extension, ε(D) denotes the set {ε(d)| d ∈ D}.
Generally, ε(d) is restricted to d and ε(D) = D, but it can also be a scatter of
tuples around d, or a box of tuples covering d. Indeed, the search space D is
abstracted by ε(D) to be used by the local search. Note that in any case, ε(D)
is finite since we consider D to be finite.

The general process of local search can be abstracted by two stages: generate
the neighborhood of the current sample and move from the current sample to
one of the previously computed neighbor.We define then a local search path as
a tuple of samples which represents the path already constructed by the local
search process.

Definition 2 (Local Search Path). A local search path p is a finite sequence
(s1, · · · , sn) such that ∀1 ≤ i ≤ n, si ∈ ε(D).

We denote by Pε(D) the set of all possible local search paths on ε(D). Given a
tuple p = (s1, · · · , sn) ∈ ε(D)n, and an element s ∈ ε(D), we denote p′ = p ⊕ s
the tuple (s1, · · · , sn, s). To simplify notation, we denote s ∈ p the fact that a
sample s is a component of a path p.

We now define orderings on this structure. From a practical point of view, a
local search process aims at building a finite path whose length is either deter-
mined by the fact that a solution has been reached or that a maximum number
of iterations have been performed. Therefore, our orderings take into account
these two main aspects of local search.

Definition 3 (Ordering on paths). Given p=(s1, · · · , sn) and p′=(s′1, · · · , s′m)
two paths of Pε(D), p � p′ iff s′m ∈ Solε(D) or sn �∈ Solε(D) and m ≥ n.

In order to handle simultaneously paths and neighborhoods, we first define the
notion of local search configuration.

Definition 4 (Local Search Configuration). A local search configuration
Cε(D) is a pair (p, V ) where p = (s1, · · · , sn) is a local search path and V ⊆ 2ε(D).

C is the set of all configurations. The ordering on path is obviously extended to
configurations taking into account set inclusion for the neighborhood.
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3.2 Reduction Function Definitions

Our definition of reduction functions is based on K.R. Apt´s framework [2].

Definition 5 (Reduction function on a structure). Given a partial order-
ing (D,�), a reduction function f is a function from D to D which satisfies the
following properties:

– ∀x ∈ D, x � f(x) (inflationary)
– ∀x, y ∈ D, x � y ⇒ f(x) � f(y) (monotonic)

As previously described, the basic components to build a single local search path
are move and neighborhood computation.

Definition 6 (Move Function). A move function is a function µ : C → C
such that µ(p, V ) = (p′, ∅) where p′ = p ⊕ s with s ∈ V if p = p′′ ⊕ s′ and
s′ �∈ Solε(D) and V �= ∅,p′ = p otherwise.

Definition 7 (Neighborhood Function). A neighborhood function is a func-
tion ν : C → C with ν(p, V ) = (p, V ∪ V ′) such that V ′ ⊆ ε(D) and V ′ ∩ V = ∅.

Move and neighborhood functions are reduction functions.

3.3 Restricting Functions to Match a Practical Framework

As mentioned before, we must remark that stop conditions are always added
in local search algorithms in order to insure termination. These conditions are
basically based on a maximum number of allowed search steps or on a notion of
solution (if this notion is available). In the context of CSP solving, this notion
of solution has been clearly defined and is taken into account in the definition
of our computation structure. Here the maximum number of operations will
be defined by a maximum number σ of steps in each path (maximal length
of a path). Given a move or neighborhood function f : C → C, we define its
restriction fσ: C → C as: fσ(p, V ) = f(p, V ) if |p| ≤ σ and fσ(p, V ) = (p, V )
otherwise.

We must insist on the fact that, after these practical restrictions, we only
consider P as the set of all possible local search paths of size σ. Therefore, this
set is finite and C is also finite. Note that only the restriction concerning σ is
required to insure finiteness of the structures which is needed to fit the generic
iteration framework (section 4).

4 Local Search as a Fixed Point of Reduction Functions

In our framework, local search will be described as a fixed point computation on
the previously ordered structure.
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4.1 Chaotic Iterations

In [2], K.R. Apt proposed the chaotic iteration framework, a general theoretical
framework for computing limits of iterations of a finite set of functions over a
partially ordered set. In this paper, we do not recall all the theoretical results
of K.R. Apt, but we just give the GI algorithm for computing fixed point of
functions. Consider a finite set F of functions, and d an element of a partially
ordered set D.

GI: Generic Iteration Algorithm
d :=⊥;
G := F ;
While G �= ∅ do

choose g ∈ G;
G := G − {g};
G := G ∪ update(G, g, d);
d := g(d);

Endwhile

where ⊥ is the least element of the partial ordering (D,�), G is the current set
of functions still to be applied (G ⊆ F ), and for all G, g, d the set of functions
update(G, g, d) from F is such that:

P1 {f ∈ F − G | f(d) = d ∧ f(g(d)) �= g(d)} ⊆ update(G, g, d).
P2 g(d) = d implies that update(G, g, d) = ∅.
P3 g(g(d)) �= g(d) implies that g ∈ update(G, g, d)

Suppose that all functions in F are reduction functions as defined before
and that (D,�) is finite (note that finiteness is important as is has already
been mentioned for our structure) then every execution of the GI algorithm
terminates and computes in d the least common fixed point of the functions
from F (see [2]).

We now use the GI algorithm to compute the fixed point of our functions.
The algorithm is thus feed with:

– a set of move and neighborhood functions, that compose the set F ,
– ⊥ = ∅ ∈ Pε(D) to instantiate initial d,
– the ordering that we use is the ordering � on Pε(D).

In our context, the algorithm terminates and computes the least common fixed
point of the functions from F , i.e., the result of the whole local search. Inspired
by [2], the proof partially relies on an invariant ∀f ∈ F − G, f(d) = d of the
“while” loop in the algorithm. This invariant is preserved by our characterization
of the update function. Moreover, since we keep a finite partial ordering and a set
of monotonic and inflationary functions, the results of K.R. Apt can be extended
here.
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5 Solving the Sudoku

As mentioned in the introduction, the Sudoku problem consists in filling a 9× 9
grid so that every row, every column, and every 3 × 3 box contains the digits
from 1 to 9. Although Sudoku, when generalized to n2 x n2 grids to be filled
in by numbers from 1 to n2 is NP-complete, the popular 9 × 9 grid with 3 × 3
regions is not difficult to solve with a simple computer program. Therefore, in
order to increase the difficulty, we consider 16 × 16 grids (published under the
name ”super Sudoku”), 25×25 and 36×36 grids. On this problem, we will show
that our generic framework allows us to easily define local search algorithms and
to combine and compare them.

5.1 CSP Model

Consider a n2 x n2 problem, an instinctive formalization considers a set of n4

variables whose correspond, to all the cells to fill in. Using this, the set of related
constraints is defined by AllDiff global contraints [8] representing : all digits
appears only once in each row, once in each column and once in each n × n
square the grid has been subdivided.

This model formalizes Sudoku problems in such a way that the CSP to solve
has, for instance, 1296 variables and 108 constraints for the 36 × 36 grid. Usual
approaches consider grids with a subset of cells already filled in and complete
it (i.e., the real game for players), or aim at generating grids such that only
one solution can be reach. In this paper we consider empty grids and our goal
is to generate full ones. Even if Constraint Programming is useful for small
problems, complete techniques are intractable for bigger instances. Indeed, grids
with already filled positions (i.e., instantiated variables) are easier and we want to
attack larger and more difficult problem since we consider local search strategies
because of their ability in solving large scale problems.

We consider only grids such that all different digits appear once in each n×n
sub-square. This corresponds to enforce some constraints of the problem directly
in the encoding structure and it implies a restriction of the neighborhood to all
possible swaps between cells of a same square. The eval function is related to
the notion of solution and is defined for each constraint alldiff c as a cost of
violation (number of assignments to correct to satisfy the constraint). It is equal
to 0 if the constraint is satisfied.

Concerning LS methods, on one hand, Tabu search (TS) [4] has been suc-
cessfully applied to solve CSP [5]. Basically, this algorithm forbids moving to a
sample that was visited less than l steps before. To this end, the list of the last
l visited samples is memorized. On the other hand, we consider a basic descent
technique with random walks RW where random moves are performed according
to a certain probability p. According to our model, we only have now to design
functions of the generic algorithm of Section 4.1 to model strategies. Neighbor-
hood functions are functions C → C such that (p, V ) �→ (p, V ∪V ′) with different
conditions:
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FullNeighbor : V ′ = {s ∈ D|s �∈ V }
TabuNeighbor : V ′ = {s ∈ D| � ∃k, n − l ≤ k ≤ n, sk = s}

DescentNeighbor : p = (s1, . . . , sn) and V ′=s ⊂ D s.t. � ∃s′∈V s.t eval(s′) <
eval(sn)

Move functions are functions C → C such that (p, V ) �→ (p′, ∅) with different
conditions:

BestMove : p′ = p ⊕ s′ and eval(s′) = mins′′∈V eval(s′′).
ImproveMove : p = p′′ ⊕ sn and p′ = p ⊕ s s.t. eval(s′) < eval(sn).
RandomMove : p′ = p ⊕ s′ and s′ ∈ V.

We can precise here the input set of function F for algorithm GI.

Tabusearch : {TabuNeighbor; BestNeighBor}
Randomwalk : {FullNeighbor; BestNeighBor; RandomNeighbor}

TabuSearch + Descent : {TabuNeighbor; DescentNeighbor
; ImproveNeighBor; BestNeighBor}

Randomwalk + Descent : {FullNeighbor; BestNeighBor
; RandomNeighbor; DescentNeighbor
; ImproveNeighBor}

Remark that the different algorithms correspond here to different sets of input
functions and different behaviours of the choose function in the GI algorithm.
This choose function select alternatively neighborhood function and move func-
tions. For the Random Walk algorithm, given a probability parameter p, we have
to introduce a quota of p BestMove functions and 1 − p RandomMove used
in GI. Concerning Tabu Search, we use here a TabuNeighbor with l = 10 and
BestMove functions to built our Tabu Search algorithm. At last, we combine a
descent strategy by adding DescentNeighbor and ImproveMove to the previ-
ous sets in order to design algorithms in which a Descent is first applied in order
to reach more quickly to a good configuration.

5.2 Experimentation Results

In Table 1. we compare results of the tabu search and random walks associ-
ated with descent on different instances of Sudoku problem. Note that we have
evaluated the difficulty of the problem thanks to a classic complete method with
propagation and split, we obtained a more than one day cpu time cost for a 36×36
grid. At the opposite, by a simple formalization of the problem and thanks to a
function application model, we are able to reach to a solution with classical local
search algorithms and this starting from an empty grid. For each method and
for each instance, 2000 runs have been performed except for 36 × 36 problem,
500 runs. Results we obtain by adding descent in a Tabu Search or in a Random
Walk method, allows us to reduce the computation time to reach a solution. We
may remark that the hybrid strategies combining several move and neighborhood
functions provide better results. Our framework allows us to tune easily the bal-
ance between the different basic functions that characterize basic solving strate-
gies and thus to design various algorithms in a single generic algorithm, which is
not so clear if the methods are considered from a pure algorithmic point of view.
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Table 1. Results of Sudoku problem by different search approaches

TabuSearch RandomWalk
n2 x n2 16x16 25x25 36x36 16x16 25x25 36x36

cpu time Avg 3,14 115,08 3289,8 3,92 105,22 2495
deviations 1,28 52,3 1347,4 1,47 49,3 1099
mvts Avg 405 3240 22333 443 2318 13975

Descent + TabuSearch Descent +RandomWalk
n2 x n2 16x16 25x25 36x36 16x16 25x25 36x36

cpu time Avg 2,34 111,81 2948 2,41 82,94 2455
deviations 1,42 55,04 1476 1,11 36,99 1092
mvts Avg 534 3666 20878 544 2581 14908

6 Conclusion

In this paper, we have proposed a framework for modeling CSP resolution with
local search techniques. This framework provides a computational model as the
computation of a fixed point of functions over a partial ordering, inspired the
initial works of K.R. Apt [2]. The generic algorithm has been used to solve the
Sudoku problem and allow us to compare different resolution approach in a very
uniform framework where strategies can be easily designed.

This framework could be extended in order to include complete resolution
mechanisms (constraint propagation, domain splitting) and even other meta-
heuristics such as evolutionary algorithms. It could also be used for experimental
studies as it provides a uniform description framework for various methods in
an hybridization context.
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J.M. Górriz1, J. Ramı́rez1, I. Turias2,
C.G. Puntonet3, J. González3, and E.W. Lang4
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Abstract. An effective voice activity detection (VAD) algorithm is pro-
posed for improving speech recognition performance in noisy environ-
ments. The proposed speech/pause discrimination method is based on
a hard-decision clustering approach built over a set of subband log-
energies. Detecting the presence of speech frames (a new cluster) is
achieved using a basic sequential algorithm scheme (BSAS) according
to a given “distance” (in this case, geometrical distance) and a suitable
threshold. The accuracy of the Cl-VAD algorithm lies in the use of a de-
cision function defined over a multiple-observation (MO) window of aver-
aged subband log-energies and the modeling of noise subspace into cluster
prototypes. In addition, time efficiency is also reached due to the clus-
tering approach which is fundamental in VAD real time applications, i.e.
speech recognition. An exhaustive analysis on the Spanish SpeechDat-
Car databases is conducted in order to assess the performance of the
proposed method and to compare it to existing standard VAD meth-
ods. The results show improvements in detection accuracy over standard
VADs and a representative set of recently reported VAD algorithms.

1 Introduction

The emerging wireless communication systems are demanding increasing levels
of performance of speech processing systems working in noise adverse environ-
ments. These systems often benefits from using voice activity detectors (VADs)
which are frequently used in such application scenarios for different purposes.
Speech/non-speech detection is an unsolved problem in speech processing and
affects numerous applications including robust speech recognition [1, 2], discon-
tinuous transmission [3, 4], real-time speech transmission on the Internet [5] or
combined noise reduction and echo cancellation schemes in the context of tele-
phony [6]. The speech/non-speech classification task is not as trivial as it ap-
pears, and most of the VAD algorithms fail when the level of background noise
increases. During the last decade, numerous researchers have developed different
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strategies for detecting speech on a noisy signal [7] and have evaluated the influ-
ence of the VAD effectiveness on the performance of speech processing systems
[8]. Most of them have focussed on the development of robust algorithms with
special attention on the derivation and study of noise robust features and decision
rules [9, 10, 11, 7]. The different approaches include those based on energy thresh-
olds, pitch detection, spectrum analysis, zero-crossing rate, periodicity measure
or combinations of different features.

The speech/pause discrimination can be described as an unsupervised learn-
ing problem. Clustering is one solution to this case where data is divided into
groups which are related “in some sense”. Despite the simplicity of clustering
algorithms, there is an increasing interest in the use of clustering methods in
pattern recognition [15], image processing [16] and information retrieval [17, 18].
Clustering has a rich history in other disciplines [12] such as machine learning,
biology, psychiatry, psychology, archaeology, geology, geography, and market-
ing. Cluster analysis, also called data segmentation, has a variety of goals. All
related to grouping or segmenting a collection of objects into subsets or “clus-
ters” such that those within each cluster are more closely related to one another
than objects assigned to different clusters. Cluster analysis is also used to form
descriptive statistics to ascertain whether or not the data consist of a set of
distinct subgroups, each group representing objects with substantially different
properties.

The essay is organized as follows: in section 2 we describe a suitable signal
model to detect the presence of speech frames in noisy environments. In the
following section 3, we apply cluster analysis to form “descriptive statistics”
transforming the noise sample set into a soft-noise model with low dimensional
feature. A complete experimental framework is shown in section 4. Finally we
state some conclusions and acknowledgements in the last part of the paper.

2 A Suitable Model for VAD

Let x(n) be a discrete time signal. Denote by yj a frame of signal containing the
elements:

{xj
i } = {x(i + j · D)}; i = 1 . . . L (1)

where D is the window shift and L is the number of samples in each frame.
Consider the set of 2 ·m+1 frames {yl−m, . . . yl . . . , yl+m} centered on frame yl,
and denote by Y (s, j), j = l − m, . . . l . . . , l + m its Discrete Fourier Transform
(DFT) resp.:

Yj(ωs) ≡ Y (s, j) =
NF F T −1

n=0

x(n + j · D) · exp (−j · n · ωs) . (2)

where ωs = 2π·s
NF F T

, 0 ≤ s ≤ NFFT − 1 and NFFT is the number of points or
resolution used in the DFT (if NFFT > L then the DFT is padded with zeros).
The log-energies for the l-th frame, E(k, l), in K subbands (k = 0, 1, ..., K − 1),
are computed by means of:
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E(k, l) = log

(
K

NF F T

sk+1−1∑
s=sk

|Y (s, l)|2
)

sk =
⌊

NF F T

2K k
⌋

k = 0, 1, ..., K − 1,

(3)

where an equally spaced subband assignment is used and �·	 denotes the “floor”
function. Hence, the signal log-energy is averaged over K subbands obtaining a
suitable representation of the input signal for VAD [19], the observation vector
at frame l, E(l) = (E(0, l), . . . , E(K − 1, l))T . The VAD decision rule is formu-
lated over a sliding window consisting of 2m+1 observation (feature) vectors
(log-energies) around the frame for which the decision is being made (l), as we
will show in the following sections. This strategy consisting on “long term in-
formation” provides very good results using several approaches for VAD such as
[13, 14] etc.

3 C-Means Clustering over the Feature Vectors

C-means clustering is a method for finding clusters and cluster centers in a set
of unlabeled data [20]. The number of cluster centers (prototypes) C is a priori
known and the C-means iteratively moves the centers to minimize the total
within cluster variance. Given an initial set of centers the C-means algorithm
alternates two steps [21]:

– for each cluster we identify the subset of training points (its cluster) that is
closer to it than any other center;

– the means of each feature for the data points in each cluster are computed,
and this mean vector becomes the new center for that cluster.

3.1 Noise Modeling

In our algorithm, this procedure is applied to a set of initial pause frames (log-
energies) in order to characterize the noise space. Then we call this set of clusters
noise prototypes 1. Each observation vector (E from equation 3) is uniquely la-
beled, by the integer i ∈ {1, . . . , N}, and uniquely assigned to a prespecified
number of prototypes C < N , labeled by an integer c ∈ {1, . . . , C}. The dissim-
ilarity measure between observation vectors is the squared Euclidean distance:

d(Ei,Ej) =
K−1∑
k=0

(E(k, i) − E(k, j))2 = ||Ei − Ej||2 (4)

and the loss function to be minimized is defined as:

W (C) =
1
2

C∑
c=1

∑
C(i)=c

∑
C(j)=c

||Ei − Ej ||2 =
C∑

k=1

∑
C(i)=c

||Ei − Ēk||2, (5)

1 The word cluster is assigned to different classes of labeled data, that is K is fixed to
2 (noise and speech frames).
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Fig. 1. a) 20 log Energies of noise frames, computed using NF F T = 256, averaged
over 50 subbands. b) Clustering approach to the latter set of log Energies using hard
decision C-means (C=4 prototypes).

where C(x) denotes the prototype associated to observation x and

Ēc = (Ē(1, c), . . . , Ē(K, c))T (6)

is the mean vector associated with the c-th prototype. Thus, the loss function
is minimized by assigning the N observations to the C prototypes in such a
way that within each prototype the average dissimilarity of the observations
is minimized. Once convergence is reached, N K-dimensional pause frames are
efficiently modeled by C K-dimensional noise prototype vectors denoted by Ēopt

c ,
c = 0, . . . , C − 1. In figure 1 we observed how the complex nature of noise can
be simplified (smoothed) using a clustering approach. The clustering approach
speeds the decision function in a significant way since the dimension of feature
vectors is reduced substantially (N → C).

3.2 Soft Decision Function for VAD

In order to classify the second labeled data (log energies of speech frames) we use
a BSAS using a MO window centered at frame l, as shown in section 2. For this
purpose let consider the same dissimilarity measure, a threshold of dissimilarity
γ and the maximum clusters allowed K = 2.

Let Ê(l) be the decision feature vector that is based on the MO window as
follows:

Ê(l) = max{E(i)}, i = l − m, . . . , l + m (7)

This selection of the feature vector describing the actual frame is useful as it
detects the presence of voice beforehand (pause-speech transition) and holds
the detection flag, smoothing the VAD decision (as a hangover based algorithm
[11, 10] in speech-pause transition).
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as is shown in the decision function a) Noise log-energy subbands. b) C-means centers
prototypes. c) comparison between noise prototypes and the log-energy of the current
frame. d) decision function and threshold versus frames.

Finally, the presence of a new cluster (speech frame detection) is satisfied if:

||Ê(l)− < Ēc > ||2 > γ (8)

where < Ēc > is the averaged noise prototype and γ is the decision thresh-
old. The set of noise prototypes are updated in pause frames (not satisfying
equation 8)) in a competitive manner (only the closer noise prototype is moved
towards the current feature vector):

Ēc′ = argmin

(
||Ēc − Ê(l)||2

)
⇒ Ēnew

c′ = α · Ēold
c′ + (1 − α) · Ê(l) (9)

where α is a normalized constant with value close to one for a soft decision
function (i.e. we selected in simulation α = 0.99).

In figure 2 we show an step detail in the algorithm. We display the noise
log energy model (top-left), the clustering C-means approach, the log-energy
of current frame (frame=3) included in the noise prototypes (C = 4) and the
decision rule versus time.

4 Experimental Framework

Several experiments are commonly conducted to evaluate the performance of
VAD algorithms. The analysis is normally focused on the determination of mis-
classification errors at different SNR levels [11], and the influence of the VAD
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decision on speech processing systems [8, 1]. The experimental framework and
the objective performance tests conducted to evaluate the proposed algorithm
are described in this section.

The ROC curves are used in this section for the evaluation of the proposed
VAD. These plots describe completely the VAD error rate and show the trade-
off between the speech and non-speech error probabilities as the threshold γ
varies. The Spanish SpeechDat- Car database [22] was used in the analysis. This
database contains recordings in a car environment from close-talking and hands-
free microphones. Utterances from the close-talking device with an average SNR
of about 25dB were labeled as speech or non-speech for reference while the
VAD was evaluated on the hands-free microphone. Thus, the speech and non-
speech hit rates (HR1, HR0) were determined as a function of the decision
threshold γ for each of the VAD tested. Figure 3 shows the ROC curves in the
most unfavorable conditions (high-speed, good road) with a 5 dB average SNR.
It was shown that increasing the number of observation vectors m improves
the performance of the proposed Cl-VAD. The best results are obtained for
m = 10 while increasing the number of observations over this value reports no
additional improvements. The proposed VAD outperforms the Sohn’s VAD [7],
which assumes a single observation likelihood ratio test (LRT) in the decision
rule together with an HMM-based hangover mechanism, as well as standardized
VADs such as G.729 and AMR [4, 3]. It also improve recently reported methods
[7, 10, 9, 11]. Thus, the proposed VAD works with improved speech/non-speech
hit rates when compared to the most relevant algorithms to date.

5 Conclusions

A new VAD for improving speech detection robustness in noisy environments
is proposed. The proposed Cl-VAD is based on noise modeling using C-means
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clustering and benefits from long term information for the formulation of a soft
decision rule. The proposed Cl-VAD outperformed Sohn’s VAD, that defines
the LRT on a single observation, and other methods including the standardized
G.729, AMR and AFE VADs, in addition to recently reported VADs. The VAD
performs an advanced detection of beginnings and delayed detection of word
endings which, in part, avoids having to include additional hangover schemes or
noise reduction blocks. Obviously it also will improve the recognition rate when it
is considered as part of a complete speech recognition system. The experimental
work on this part is on the way. In addition a soft decision based clustering
approach for modeling noise prototypes and decision function is currently on
progress.
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Abstract. This paper presents an improved particle swarm optimization algo-
rithm (IPSO) for global numerical optimization. The IPSO uses more particles' 
information to control the mutation operation. A new adaptive strategy for 
choosing parameters is also proposed to assure convergence of the IPSO. 
Meanwhile, we execute the IPSO to solve eight benchmark problems. The re-
sults show that the IPSO is superior to some existing methods for finding the 
best solution, in terms of both solution quality and algorithm robustness. 

1   Introduction 

Particle swarm optimization (PSO) is one of the evolutionary computation techniques 
based on the social behavior metaphor [1]. It is initialized with a population of ran-
dom solutions, conceptualized as particles. Each particle in PSO flies through the 
search space with a velocity according to its own and the whole population’s histori-
cal behaviors. The particles have a tendency to fly toward better search areas over the 
course of a search process. In recent years, PSO has been widely used for numerical 
optimization and many other engineering problems. Global optimization problems 
arise in almost every field of science, engineering, and business. Now, the PSO is 
becoming one of the popular methods to address them due to its simplicity of imple-
mentation and ability to quickly converge to a reasonably good solution. But, in 
global optimization problems, the major challenge is that the POS may be trapped in 
the local optima of the objective function. The issue is particularly challenging when 
the dimension is high and there are numerous local optima. Therefore, some improved 
methods have been proposed, such as the fully informed particle swarm [2], a hybrid 
of GA and PSO [3], a cooperative approach to PSO [4], a hierarchical particle swarm 
optimizer [5], a multiagent-based PSO [6], and so on.  

In the standard PSO algorithm, the neighborhood of a particle consist of all parti-
cles, so that the global best position, i.e., the best solution found so far, directly influ-
ences its behavior. Hence, for social science context, a PSO system combines a  
social-only component model and a cognition-only model. The social-only model 
component suggests that individuals ignore their own experience and adjust their 
behavior according to the successful beliefs of individuals in the neighborhood. On 
the other hand, the cognition-only model component treats individuals as isolated 
beings. The real strength of the particle swarm derives from the social interactions 
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among  
particles as they search the space collaboratively. So, in this paper, an improved adap-
tation strategy with enhanced social influence is proposed for PSO algorithm. This  
adaptation strategy is similar to the social society in that a group of leaders, i.e. sev-
eral fittest individuals in a population, play a major role in reproduction process. This 
is different from the standard PSO with only one leader, the fittest individual in a 
generation, is selected to the reproduction process. The improved particle swarm 
optimization (IPSO) has been tested with some benchmark functions. The experimen-
tal results show that the IPSO achieves a good performance for test functions, which 
illustrate that the IPSO overcomes the problem of premature convergence of the stan-
dard PSO method in some degree. 

2   Improved Particle Swarm Optimization (IPSO)  

2.1   Standard Particle Swarm Optimization Approach (PSO) 

PSO is developed through simulation of bird flocking in two-dimension space. Ac-
cording to the research results for a flock of birds, birds find food by flocking. The 
observation leads the assumption that information is shared inside flocking. More-
over, according to observation of behavior of human groups, behavior of each indi-
vidual (agent) is also based on behavior patterns authorized by the groups such as 
customs and other behavior patterns according to the experiences by each individual. 
The position of each agent is represented by XY-axis position and the velocity is 
expressed by vx (the velocity of X-axis) and vy (the velocity of Y-axis). Modification 
of the agent position is realized by using the position and the velocity information [7]. 

Searching procedures by PSO based on the above concept can be described as fol-
lows: a flock of agents optimizes a certain objective function. Each agent knows its 
best value so far (pbest) and its position. The information is corresponding to personal 
experiences of each agent. Moreover, each agent knows the best value so far in the 
group (gbest) among pbests. The information is corresponding to knowledge of how 
the other agents around them have performed. Namely, each agent tries to modify its 
position using the following information:  

• The distance between the current position and pbest,  pt. 
• The distance between the current position and gbest, ˆ tp . 

The modification can be represented by the concept of velocity. Velocity of each 
agent can be modified by the following equation: 

( ) ( ) ( ) ( )1 0 1 1 2 2 ˆt t t t t tv c v c r t p x c r t p x+ = + × − + × − , (1) 

where c0, c1 and c2 are positive constant coefficients, r1 and r2 are uniformly distributed 
random numbers in [0,1], vt is the current velocity of the particle at iteration t, xt is cur-
rent position of the particle at iteration t, vt+1 is the modified velocity at iteration t+1. 

Using the above equation (1), a certain velocity that gradually gets close to pbests 
and gbest can be calculated. The current position (searching point in the solution 
space) can be modified by the following equation: 
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1 1t t tx x v+ += + , (2) 

where xt+1 is the modified position at iteration t+1. 

2.2   Improved Particle Swarm Optimization Approach (IPSO) 

Due to the shortage of the social interactions among particles in the standard PSO 
algorithm, an improved adaptation strategy with enhanced social interactions is pro-
posed for particle swarm optimization (PSO) algorithm in this section. This adapta-
tion strategy uses more particles' information to control the mutation operation and 
extends the original formulas of the PSO method, which can search the global optimal 
solution more effectively. 

The third term added to the right-hand-side of the velocity equation (1) is derived 
from the successes of the others; it is considered a "social influence" term. It is found 
that when this effect is removed from the algorithm, performance is abysmal. So the 
social interaction is an important factor to improve the PSO performance. To enhance 
the social interactions in the algorithm, this paper proposes a new method of im-
proved PSO using some fittest particles' information to modify particle's position and 
velocity. Namely, at ith iteration, we rearrange the particles in descending order ac-
cording to their fitness and select the last n particles to modify particle's position and 
velocity. Let ,ˆ i tp  denote current position of the particle i in these particles at iteration 

t. The updating equations of IPSO method can be described in the following: 

( ) ( ) ( ) ( )1 0 1 1 2 , 2 , ,
1

ˆ
n

t t t t i i i t t
i

v c v c r t p x c r t p x+
=

= + × − + × − , (3) 

1 1t t tx x v+ += + , (4) 

Each particle of IPSO method modifies its position and velocity using the best solu-
tion particle achieved and several gbest of neighborhood particles. It is similar to the 
social society in that the group of leaders could make better decisions. However, in 
standard PSO, only one gbest of neighborhood particles is employed. This process 
using some neighborhood particles can be called 'intensifying' and 'enhancing' the 
social influence. Based on this understanding, we should intensify these particles that 
could lead individuals to better fitness. This reinforces the exploitation and explora-
tion of PSO. As a particle swarm population searches over time, individuals are drawn 
toward one another's successes, with the usual result being clustering of individuals in 
optimal regions of the space. 

2.3   IPSO Algorithm’s Convergence 

The form of the recurrence relation of particle's position can be derived as follows: 
substituting equation (3) into (4) and from equation vt=xt-xt-1, we have the following 
equation: 

( ) ( ) ( ) ( )1 0 1 1 2. 2. 0 1 1 1 2. 2. ,
1 1

ˆ1
n n

t i i t t t i i i t
i i

x c c r t c r t x c x c r t p c r t p+ −
= =

= + − − − + + , (5) 
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which is a non-homogeneous recurrence relation that can be solved using standard 
recursive techniques. This recurrence relation can be written as a matrix-vector  
product, 

1 0 0 1 0 0 1

1

1

1 0 0

1 0 0 1 1

t t t

t t

x c c p p x

x x

η η η η+

−

+ − − − +
= , (6) 

where ( )0 1 1c r tη = ∗ , ( )1 2. 2.
1

n

i i
i

c r tη
=

= ∗ , ( )1 2. 2. ,
1

ˆ
n

i i i t
i

p c r t pη
=

= ∗ ∗ . The characteristic 

polynomial of the equation (6) is, 

( ) ( )( )2
0 0 1 01 1 c cλ λ η η λ− − + − − + ,  

which has a trivial root of 1=1.0, and two other solutions (7) and (8), 

0 0 1
2

(1 )

2

c η η γλ + − − +
= , (7) 

0 0 1
3

(1 )

2

c η η γλ + − − −
= , (8) 

where  

( )2

0 0 1 01 4c cγ η η= + − − − , 
(9) 

Note that 1, 2 and 3 are both eigenvalues of the equation (6). The explicit form of 
the recurrence relation (5) is then given by equation, 

1 1 2 2 3 3 1 2 2 3 3
t t t t t

tx k k k k k kλ λ λ λ λ= + + = + + , (10) 

where k1, k2 and k3 are constants determined by the initial conditions of the system at 
each iteration. 

An important aspect of the behavior of a particle concerns whether its trajectory 
(specified by xt) converges or diverges. The conditions under which the sequence 

{ } 0t t
x

+∞

=
 will converge are determined by the magnitude of the values 2 and 3 as com-

puted using equations (7) and (8). From equation (9), it is clear that there are two cases: 

1) Case A: ( )2

0 0 1 01 4c cη η+ − − <  

In this case, r will be a complex number with a non-zero imaginary component. A 
complex r results in 2 and 3, being complex numbers with non-zero imaginary 
components as well. Consider the value of xt in the limit, thus equation (10)  
becomes, 

1 2 2 3 3

t tj t j t
tx k k e k eθ σλ λ= + ⋅ ⋅ + ⋅ ⋅ , (11) 
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where 2

t j te θλ ⋅  and 3

t j te σλ ⋅  are the exponent expression of the trivial roots. 

Clearly, equation (11) explains the sequence { } 0t t
x

+∞

=
 will converge when 

( )2 3max , 1λ λ < , so, 1 2 2 3 3 1lim t t
t

t
x k k k kλ λ

→∞
= + ⋅ + ⋅ = . 

2) Case B: ( )2

0 0 1 01 4c cη η+ − − ≥  

In this case, r, 2 and 3, will be real numbers, from equation (10), if 

( )2 3max , 1λ λ < , then the sequence{ } 0t t
x

+∞

=
 converges. 

From the analysis of above two cases, we obtain the convergence condition of the 

sequence { } 0t t
x

+∞

=
 is ( )2 3max , 1λ λ < . 

One popular choice of updating parameters is 0 0.7298c = , 1 1.49618c = and 

2.
1

1.49618
n

i
i

c
=

=  [8]. On account of ( )0 1 1c r tη = ∗ and ( )1 2. 2.
1

n

i i
i

c r tη
=

= ∗ , so 

0 (0,1.49618)η ∈ , 1 (0,1.49618)η ∈ and 0 1 (0,2.9924)η η+ ∈ .When 

0 1 (0,0.0212]η η+ ∈ , from equation (9), it will imply a real-valued γ , which corre-

sponds to case B, then 0γ ≥  and 2 3max( , )λ λ = 0 11.7298
1

2

η η γ− − +
< . Similarly, 

0 1 (0.0212,2.9924)η η+ ∈  will result in a complex r value, which corresponds to case 

A and from equations (7) and (8) we can assure 2 3 1λ λ= < . The above analysis 

shows that the choices of parameters satisfy the convergence conditions and will 

assure convergence of the sequence{ }
0t t

x
+∞

=
.  

IPSO method differs from PSO method is that 1η is the sum of the coefficients of n 

gbest particles. The degree of importance of each particle is weighed through particle’s 
fitness value. The better the particle’s fitness value is, the more important the particle’s 
influence is. So the paper proposed the rule of updating parameters chosen as follows: 

2,

1

1

1.49618
1

i
i n

i
i

f
c

f

∧

∧
=

= ⋅ , 

(12) 

where if
∧

 is the gbest particle’s value. This adaptive strategy of updating parameters 

in IPSO can assure convergence of IPSO method and enhance the global convergence 
capability of IPSO method. 

3   Numerical Experiments and Results 

In order to verify the effectiveness and efficiency of the proposed IPSO method, eight 
benchmark functions have been used in Table 1. 
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Table 1. Comparisons of generalization capability with published results 

Function 
Name 

Function Expression 
Dimensions 

(N) 
Initial 
Range 

Schwefel ( ) ( )1
1

sin
N

i i
i

F x x x
=

= −  30 (-500,500) 

Rastrigin ( ) ( )2
2

1

10cos 2 10
N

i i
i

F x x xπ
=

= − +  30 
(-

5.12,5.12) 

Ackley 
( )2

3
1 1

1 1
( ) 20exp 0.2 exp cos 2

            20 exp(1)

N N

i i
i i

F x x x
n n

π
= =

= − − −

+ +

 30 (-32,32) 

Griewank ( ) 2
4

1 1

1
cos 1

4000

NN
i

i
i i

x
F x x

i= =

= − +∏  30 (-600,600) 

Rosenbrock ( ) ( ) ( )
1

2 2

5 1
1

100 1
N

i i i
i

F x x x x
−

+
=

= − + −  30 (-30,30) 

Sphere ( ) 2
6

1

N

i
i

F x x
=

=  30 (-100,100) 

Schwefel ( )7
1 1

NN

i i
i i

F x x x
= =

= + ∏  30 (-10,10) 

Schwefel 

2

8
1 1

( )
N i

j
i j

F x x
= =

=  30 (-100,100) 

Some parameters must be assigned to before the IPSO method is used to solve 
problems in following experiments. Since the test problem dimensions are high, a 
moderate population size is set to 70 and the maximal generation is set to 1000. To 
evaluate uncertain value combinations of n of the IPSO method, we have been exe-
cuted 50 times to solve the above test function problem under various value combina-
tions. The results show that the best solution can be obtained by the IPSO method 
when n=4. Hence, in the following study, we always choose n=4. 

Owing to the randomness in IPSO, the algorithm is executed 50 independent times 
on each test function. Table 2 shows the optimal results of IPSO. From Table 2, we 
see that the mean function values are equal or close to the optimal ones, and the stan-
dard deviations of the function values are relatively small, except for function F2. 
These results indicate that the proposed IPSO method can find optimal or close-to-
optimal solutions, and its solution quality is quite stable. 

Table 3 summarizes the optimal results as obtained by some existing methods. 
These existing algorithms include standard particle swarm optimization algorithm 
(PSO), conventional genetic algorithm (CGA), orthogonal genetic algorithm with 
quantization  (QGA/Q),  fast  evolutionary  programming (FEP),  evolutionary opti-
mization (EO), enhanced simulated annealing (ESA) and conventional evolutionary 
programming with Gaussian mutation operator (CEP/GMO). Since each of these 
existing algorithms was executed to solve some of the above-mentioned functions,  
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Table 3 has included all of the available results for comparison. From Table 3, these 
results show that the optimal solutions determined by the IPSO lead to high quality 
solutions, which confirms that the IPSO is well capable of determining the global or 
close-to-optimal solutions. Firstly, Table 3 compares IPSO with PSO and CGA. For 
all numerical optimization functions, IPSO gives better solutions than PSO and 
CGA. Compared IPSO with PEP and OGA/Q, we see that FEP and OGA/Q obtain 
good performance on numerical optimization problem, even better solutions in some 
optimization functions. But the IPSO method is simple and has not complicated 
operator, not as PEP and OGA/Q. However, in eight benchmark functions, except for 
F2, the optimal solutions obtained by the IPSO are nothing less than these solutions 
obtained by PEP and OGA/Q. It indicates that IPSO can, in general, give good mean 
solution quality. At the same time, compared IPSO with EO and ESA, as can been 
seen, IPSO obtains better solutions in the available results for comparison, and dis-
plays a good performance in solving these global numerical optimization problems.  

Table 2. Optimal results of IPSO 

Test function 
Mean function 

value 
Standard deviation 

of function value 
Globally minimal 
function value 

F1 -12569.487 7.056×10-6 -12569.5 
F2 11.5312 0.1242 0 
F3 8.253×10-16 7.413×10-17 0 
F4 0 0 0 
F5 9.584×10-1 2.761×10-1 0 
F6 4.096×10-96 1.721×10-96 0 
F7 1.654×10-8 7.357×10-9 0 
F8 0 0 0 

Table 3. Comparison between IPSO and some existing algorithms 

Mean function value  
IPSO PSO CGA OGA/Q FEP EO ESA CEP/GMO 

F1 -12569.487 -9903.8 -9094.75 -12569.45 -12554.5 -- -- -- 
F2 11.5312 26.8639 22.967 0 4.6 × 10-2 46.47 -- 120.00 
F3 8.25 × 10-16 7.99 × 10-15 2.697 4.44 × 10-16 1.8 × 10-2 -- -- 9.10 
F4 0 0.022 1.258 0 1.6 × 10-2 0.40 -- 2.52 × 10-7 

F5 9.58 × 10-1 16.770 150.79 7.52 × 10-1 -- 1911.59 17.10 86.70 
F6 0 4.83 × 10-48 4.96 0 5.7 × 10-4 9.88 -- 3.09 × 10-7 

F7 5.40 × 10-22 1.65 × 10-8 7.93 × 10-1 0 8.1 × 10-3 -- -- 1.99 × 10-3 

F8 2.70 × 10-11 0.324 18.82 0 1.6 × 10-2 -- -- 17.60 

Figure 1 shows the evolution process of F1 obtained using IPSO, PSO and CGA re-
spectively. It is clear for the figure that the solution by IPSO is converged to high 
quality solutions at the early iterations. Similar results are obtained for F2 to F8. Ac-
cording to the above analysis, considering together more particles' information to 
control the mutation operation, the IPSO method performs better than the PSO, both 
in the quality of the solution discovered and in the velocity of convergence, and simu-
lation results show that IPSO outperforms CGA and PSO. 
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Fig. 1. Optimization procedure by IPSO, PSO and CGA 

4   Conclusions 

An improved particle swarm optimization algorithm (IPSO) has been developed for 
determination of the optimal or close-to-optimal solutions of global numerical optimi-
zation problem. The IPSO approach uses more particles' information to control the 
mutation operation. The convergence property of IPSO is analyzed using standard 
results from the dynamic system theory and guidelines for proper algorithm parameter 
selection are derived. A new adaptive strategy for choosing parameters is also pro-
posed to assure convergence of IPSO. Meanwhile, it was found from experimental 
results that IPSO could find higher quality solutions reliably with the faster converg-
ing characteristics than some existing methods on the problem studies. 
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Abstract. Formation of random network of DNA strands is simulated
on a two-dimensional triangular lattice. We investigate the size distrib-
ution of pores in the network. The results are interpreted within theory
of percolation on Bethe lattice.
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1 Introduction

Besides their extremely important biological function, molecules of DNA are
useful in many areas, as biotechnology, nanotechnology and electronics. Possi-
bility of design of molecules of exactly known composition and length opened an
area for using DNA for construction of different structures. Appropriate choice
of DNA sequences allows to obtain not only linear chains but also branched
DNA molecules. These synthetical branches are analogs of branched DNA mole-
cules (Holliday junctions) discovered in living cells. Addition of sticky ends to
such junctions enables a construction of complex molecular systems. Holliday
junctions occurring naturally are present between two symmetrical segments of
DNA strands, and because of that, the branch point is free to migrate. Such a
behaviour is not advantageous when DNA strands are used for a construction of
networks. Elimination of symmetry in synthetically made DNA molecules fixes
the branch points location. Synthetical junctions give an opportunity for build-
ing complex structures from branches prepared specially for given purposes; this
enables to construct junctions with different numbers of arms. Addition of sticky
ends to three- or four-armed branches allows to construct two-dimensional lat-
tices, and using six-armed branches – for a construction of 3D lattices [1, 2].
Different kinds of branched molecules can be connected with linear strands or
to each other. Appropriate choice of DNA and other allows for a construction of
lattices of specific parameters.
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One of the most important problems occurring during the network forma-
tion is that the angles between the arms of branched junctions are variable.
This problem can be solved by using branches with four different sticky ends.
Besides a stabilization of the edges, this solution eliminates improper connec-
tions between arms. Second important problem with DNA network formation
is that the polymer strands are flexible. They can cyclize on itself what pre-
vents further growth of the system [2]. To construct periodic lattices, such as
e.g. crystals, which can be used in nanoelectronics, polymers must be rigid.
Construction of crystals is possible since DNA double-crossover motifs were de-
veloped [2]. As the DNA double helix width is about 2 nm and one helical
repeat length is about 3.4 nm, lattices made from DNA strands can be use-
ful in the emerging nanotechnology. It is possible to use DNA to form crystals
with edge length of more than 10 µm and a uniform thickness of about 1-2 nm
[4]. One of main advantages of DNA structures is a possibility of their modifi-
cations by binding different ions and groups of ions or fluorescent labels [3, 2].
This is useful in electronic devices where nanometer-scale precision is extremely
important.

Here we are interested in a design of random networks of DNA molecules.
This aim is motivated as follows: the above mentioned limitations and condi-
tions of the production of DNA lattices and crystals can be found to be too
severe and in consequence too costful for some applications, where periodic
structures are not necessary. In this case, properties of networks of DNA can
be relevant for these potential applications of various two-dimensional struc-
tures, e.g. of polymers and liquid crystals [6, 7]. On the other hand, process
of formation of a random network is close to some model processes of current
interest for theories of disordered matter [8]. Then, interpretation of our nu-
merical results allows to comment to what extent assumptions of these theories
are minimal. As it is discussed below, our results suggest that some conclusions
of the percolation theory in uncorrelated Bethe lattice can apply to correlated
structures.

We are going to investigate the size distribution of empty holes (pores) in a
random network. This aim should allow to evaluate the network in a role of a kind
of molecular sieve [9]. Whilst disorder in such a sieve is obviously a disadvantage
when compared to periodic structures [2], it seems to us worthwhile to evaluate
consequences of this disorder.

In subsequent section the model is described and some details are given on its
numerical realization. In Section III we show the results on the size distribution
of the pores, obtained for a triangular two-dimensional lattice. Short discussion
closes the text.

2 Model

In our model we initially consider two kinds of molecules: linear DNA strands
and DNA-junctions, which connect ends of the strands. The latter can be of
three or four arms; they are called Y- and X-junctions. We assume that the
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length of the linear molecules is much larger, than the size of the junctions.
Also, we assume that the number of junctions is so much larger than the number
of strands, that i) practically any collision of two ends of the strands leads
to their fixed connection, ii) the junctions do not influence the motion of the
strands in other way, than as in i). Summarizing, our assumptions on the DNA-
junctions (enough small and enough numerous) allow to neglect them during the
simulation.

To speed up numerical calculations, the algorithm is based on a periodic
lattice. It is straightforward to apply the square lattice in the case of X-junctions,
and the triangular lattice in the case of Y-junctions. The length of the linear
DNA strand is chosen to be an integer multiple of the size of the lattice cell.
An additional assumption is that, no more than arbitrary chosen number M of
different DNA strands are placed at the same lattice node, at the same time.
This limits the density of the system from above, to reproduce the steric effect.
We have only three model parameters: the length L of the strands, their number
N , and the maximal number M of strands at one lattice cell. A strand cannot
rotate, but only moves along its axis. The direction of the latter is random, with
equal probabilities 1/2 at each time step. Initial set of the strand positions is
selected to be entirely random (positions and orientations), with only the above
mentioned limitation of the density. We choose periodic boundary conditions,
to limit an influence of the borders. Subsequent positions are controlled by the
assumption that in the one cell can not be more molecules that arbitrary chosen
number M. Possible orientations of the strands are horizontal or vertical in the
case of square lattice. In the case of triangular lattice, three orientations of the
strands are equally possible, along all three sides of the triangle. If the number
of ends of the strands at a given cell of the lattice is equal to or more than two
(but not more than M , which is forbidden by the code), these strands become
connected to a DNA-junction and to each other and they cannot move anymore.
If at any time step two different strands are placed at the same cells only one of
them, chosen randomly, can be connected to the DNA-junction. In one simulation
step all molecules which are not immobile can move with equal probability to
the right or left if they are oriented horizontally, and up or down if they are
vertical in the case of square lattice. In the case of triangular lattice the strands
can move in two possible directions, in accordance with their orientation. At
each time step each strand can move by the length equal to the size of the one
lattice cell. A movement is accepted if, as its consequence, the number of strands
at all lattice cells is not more then M .

All results are obtained as average value from ten independent simulations,
and the lattice size was 512×512. Each simulation was made for 100 time steps.
Duration of the simulation was chosen so as to a number of free strands was in
range of few percent (2-3). In all simulations we studied distribution of the pores,
i.e. the lattice nodes which are not occupied by the DNA strands as a function of
the model parameters. The size distribution of the pores was investigated using
the Hoshen-Kopelman algorithm [10].
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3 Results

The results presented in Figs. 1-4 are obtained for the case of triangular lattice
with M = 3. The number N of molecules introduced to the system varies from
104 (Fig. 1) to 4 × 104 (Fig. 4). The plot shown in Fig. 1 shows that there are
large pores in the system, but their number is exactly one for each size s; in other
words, the system is diluted. For larger N we see that the pore size distribution is
close to a power law, i.e. Ng(s) ∝ s−τ , with τ ≈ 1.6 for N = 2× 104 and τ ≈ 2.0
for N = 3 × 104. This is seen in Figs. 2 and 3. A further increase of the number
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Fig. 1. Pore size distribution Ng(s) for L = 7, N = 104, M = 3
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Fig. 2. Pore size distribution Ng(s) for L = 7, N = 2 × 104, M = 3
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Fig. 3. Pore size distribution Ng(s) for L = 7, N = 3 × 104, M = 3
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Fig. 4. Pore size distribution Ng(s) for L = 7, N = 4 × 104, M = 3

N of molecules leads to a cutoff of the scale-free character of the plot (Fig. 4).
The size of maximal pores is then reduced from 100 or more to about 30.

Similar results are obtained for other strand lengths L. As a rule, for low
values of N the shape of the function Ng(s) is close to the one in Fig. 1. For
larger N we see a power-law function, as in Figs. 2 and 3. When N increases
further, large pores vanishes. This common behaviour is summarized in Fig. 5,
where a kind of phase diagram is presented. Assuming that the scale-free power-
law function is proper at only one value of Lc(N), where the concentration of the
strands is at the percolation threshold, we marked approximate position of this
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Fig. 5. Phase diagram (L,N) for M = 3. Different kinds of plots of Ng(s) are marked
with different signs. In the case of small N , a part of plot for large s is a horizontal
line at Ng = 1, as in Fig.1; this kind of plot is marked by (×). The scale-free power
functions, as in Figs. 2 and 3; this kind of plot is marked by (•). Finally, for the largest
N , in many cases we observe a curve with a cutoff, as in Fig.4; this kind of plot is
marked by (�). A hypothetical percolation threshold is marked by a solid line.
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Fig. 6. Ng(L = 4 × 104)/Ng(L = 3 × 104) against s. The obtained points follow a
straight line, in accordance with the theory of Bethe lattice [8].

threshold with a schematic solid line. This plot is qualitative: the only conclusion
from our data is that Lc decreases with N .
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4 Discussion

As it was noted in the Introduction, our results appear to be close to what could
be expected for an uncorrelated percolation in Bethe lattice [8]. For M = 3,
the percolation threshold is pc = 1/(M − 1) = 0.5. By symmetry, we can inter-
change occupied cells and empty cells. Then, the pore distribution for p > pc is
equivalent to the cluster size distribution below the percolation threshold, i.e. for
p < pc, where the giant component is absent. At the percolation threshold, we ex-
pect that the average number of strands at the network nodes is pcM = 1.5. Ac-
tually, we obtain the average number of strands equal to 1.39, 1.48, 1.52 and 1.53
for L = 7 and N = 1, 2, 3 and 4×104, respectively. This means that, keeping the
analogy with the uncorrelated percolation in the Bethe lattice, we are close to the
percolation threshold. Theoretical value of the exponent τ in the two-dimensional
Bethe lattice is 187/91 ≈ 2.05[8]. Taking into account our numerical errors, this is
not in contradiction with our evaluations. Moreover, the cluster size distribution
above the percolation threshold in the Bethe lattice theory fulfils the equation
Ng(s, L)/Ng(s, Lc) ∝ exp(−cs). This formula is checked in Fig. 6 with data from
Figs. 3 and 4. Again, the obtained data are not in contradiction with theory.

However, our network is neither uncorrelated, nor the Bethe lattice. Corre-
lations appear because the strands are allowed to move until finally attached
to some other strands. From this point of view, the system is analogous to the
diffusion-limited aggregation (DLA), where the density of the growing cluster
decreases in time. The difference is that in DLA, the cluster grows from some
nucleus, which is absent in our simulation. On the other hand, loops are not
prevented here, unlike in the Bethe lattice. The similarity of our results to the
latter model allows to suspect that in random structure near the percolation
threshold the contribution to the cluster size distribution from accidental loops
remains small.

The same calculations are performed also for the two-dimensional square lat-
tice. Here the power-law like character of the pore size distribution is less con-
vincing. It seems likely that this additional difficulty is due to the fact that the
triangular lattice is closer to the off-lattice model than the square lattice. In gen-
eral, the lattice introduces numerical artifacts, which can be expected to disturb
the system for small values of L. In the limit of large L, it is only the anisotropy
of the lattice which is different from the ideal off-lattice limit. This numerically
induced anisotropy allows for three orientations for the triangular lattice and
two orientations for the square lattice. In an off-lattice calculation, the number
of orientations would be infinite.
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Abstract. We present an algorithm to store and process fully adaptive
computational grids requiring only a minimal amount of memory. The
adaptive grid is specified by a recursive decomposition of triangular grid
cells; the cells are stored and processed in an order that is given by
Sierpinski’s space filling curve. A sophisticated system of stacks is used to
ensure the efficient access to the unknowns. The resulting scheme makes
it possible to process grids containing more than one hundred million
cells on a common workstation, and is also inherently cache efficient.

1 Introduction

One of the most common approaches to modelling and simulation in Compu-
tational Science is based on partial differential equations (PDEs) and their nu-
merical discretisation with finite element or similar methods. One of the key
requirements in the generation of the respective computational grids, is the pos-
sibility for adaptive refinement. Unfortunately, introducing adaptive refinement
most often leads to a trade-off between memory requirements and computing
time. This is basically a result of the need to obtain the neighbour relationships
between grid cells both during the grid generation and during the computa-
tion on the grids. Storing these neighbour relations explicitly allows arbitrary,
unstructured meshes, but requires a considerable memory overhead. It is not
uncommon for codes using unstructured grids to use up more than 1 kilobyte
of memory per unknown, a large part of which is due to the explicit storage of
the grid structure. In this paper, however, we want to address a situation where
memory should be saved as far as possible, which requires the use of a strongly
structured grid. The structure helps to save most of the memory overhead, but
the neighbour relations now have to be computed, instead. In a strongly adaptive
grid, this can be a rather time-consuming task.

In that context, Guenther[3], Mehl[4], and others have recently introduced an
approach that allows full adaptivity using recursively substructured rectangular
grids (similar to octrees). To store such adaptive grids requires only a marginal
amount of memory. To efficiently process the grids they presented a scheme that
combines the use of space-filling curves and a sophisticated scheme of stacks. The
stack-like access even leads to excellent cache efficiency. Moreover, parallelisation
strategies based on space-filling curves are readily available (see [8], for example).

In this paper, we will present a similar approach for grids resulting from a
recursive splitting of triangles. Such grid generation strategies are, for example,
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used by Stevenson[6] or Behrens et.al.[1]. Behrens even uses a space-filling curve
(Sierpinski curve) for parallelisation, and observes an overall benefit which is a
result of the locality properties induced by the space-filling curve. In this article,
we will present an algorithm to efficiently process these kinds of triangular grids.
The algorithmic scheme will be similar to that used by Guenther[3] and Mehl[4]:
it is also based on the use of stack structures, and shows equally promising
properties with respect to cache efficiency.

2 Recursively Structured Triangular Grids and Sierpinski
Curves

For description of the grid generation, we stick to the simplest case and use a
right, isosceles triangle as the computational domain. The computational grid is
then constructed in a recursive process. Starting with a grid cell that consists
of the entire computational domain, we recursively split each triangle cell into
two congruent subcells. This recursive splitting is repeated until the desired
resolution of the grid has been reached. The grid may be adaptive and may even
contain hanging nodes—only in section 5 will we place some restrictions on the
structure of the grid, which result from the application of a multigrid scheme.

Figure 1 shows a simple grid constructed by this scheme. The respective sub-
structuring tree is shown next to it. Note that a respective uniformly refined
recursive construction is used to define the so-called Sierpinski curve[5]. Thus,
we can use the Sierpinski curve to generate a linear order on the grid cells (see
Figure 1). This corresponds to a depth-first traversal of the substructuring tree.
To store the grid structure therefore requires only one bit per node of the con-
struction tree: this bit indicates whether a node (i.e. a grid cell) is a leave or
whether it is adaptively refined.

Fig. 1. Recursive construction of the grid on a triangular computational domain

There are several straightforward extensions to this basic scheme, which offer
a quite flexible treatment of reasonably complicated computational domains[1]:

1. Instead of only one initial triangle, a simple grid of several initial triangular
cells may be used.
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2. The cells can be arbitrary triangles instead of right, isosceles ones as long
as the structure of the recursive subdivision is not changed: one leg of each
triangular cell will be defined as the tagged edge and take the role of the
hypotenuse.

3. The subtriangles do not need to be real subsets of the parent triangle: when-
ever a triangle is subdivided, the tagged edge can be replaced by a linear
interpolation of the boundary (compare Figure 2).

Fig. 2. Subdividing triangles at boundaries

3 Discretisation

After specifying the grid generation strategy, the discretisation of the given PDE
is the next step in the simulation pipeline. Consider, for example, a discretisation
using linear finite elements on the triangular grid cells. The discretisation will
generate an element stiffness matrix and a corresponding right-hand side for
each grid cell. Accumulation of these local systems will lead to a global system
of equations for the unknowns, which are placed on the nodes of the grid.

Sticking to our overall principle to save memory as far as possible, we assume
that storing either the local or the global systems of equations is considered to
be too memory-consuming. Instead, we assume that it is possible to compute
the stiffness matrix on the fly or even hardcode it into the software. Then our
memory requirements are constricted to a minimal amount of overhead to store
the recursive grid structure plus the inevitable memory we need to store the
values of the unknowns.

Iterative solvers typically contain the computation of the matrix-vector prod-
uct between stiffness matrix and the vector of unknowns as one of the funda-
mental subtasks. In a classical, node-oriented approach, this product is evaluated
line-by-line using a loop over the unknowns. This requires, for each unknown,
to access the unknowns of all neighbouring nodes. However, in a recursively
structured grid, as it is described in section 2, not all neighbours will be easily
accessible: a neighbour may well be part of an element that lies in an entirely
different subtree. Therefore, the grid should be processed in a cell-oriented way,
instead. Proceeding through the grid cell-by-cell, we can compute the local con-
tributions of the respective element stiffness matrices, and accumulate the local
contributions to compute a correction for the unknowns.

4 Cache Efficient Processing of the Computational Grid

In such a cell-oriented processing of grids, the problem is no longer to access
all neighbours of the currently processed unknown. Instead, we need to access
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all unknowns that are situated within the current element. A straightforward
solution would be store the indices of the unknowns for each element, but the
special structure of the grids described in section 2 offers a much better option:
it requires that the elements are processed along the Sierpinski curve.

Then, as we can see in Figure 3, the Sierpinski curve divides the unknowns
into two halves – one half lying to the left of the curve, the other half lying to the
right. We can mark the respective nodes with two different colours, for example
red and green. Now, if we process the grid cells in Sierpinski order, we recognize
an interesting pattern in the access to the unknowns: the pattern is perfectly
compatible with the access to a stack. Consider, for example the unknowns 5 to
10 in Figure 3. During the processing of the cells left of these unknowns, they
are accessed in ascending order. During the processing of the cells to the right,
they are accessed in descending order. In addition, the unknowns 8, 9, and 10
are in turn placed on top of the respective stack.

1 2

3

4 5

6

78

9

10

11 12

13

14 15

Fig. 3. Marching through a grid of triangular element in Sierpinski order. The nodes
to the left and right of the curves are accessed in an order that motivates the use of a
stack to store intermediate results.

In the final algorithm, a system of four stacks is required to organise the access
to the unknowns:

– one read stack that holds the initial values of the unknowns;
– two helper stacks, a green stack and a red stack, that hold intermediate

results for the unknowns of the respective colour;
– and finally a write stack to store the updated values of the unknowns.

In addition, whenever we move from a processed cell to the next one, two un-
knowns can always be directly reused, because they are adjacent to the common
edge. Thus, we only have to deal with the two remaining unknowns – one in the
cell that was just left, the other one in the entered cell –, both lying in a corner
opposite to the common edge.

The remaining unknown in the exited cell will either be put onto the write
stack (if its processing is already complete) or onto the helper stack of the correct
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colour (if it still has to be processed by other cells). To decide whether the
processing is completed, we can simply use a counter for the number of accesses.
To decide the colour of the helper stack, we need to know whether an unknown
is lying to the left of the curve or to its right. This decision can be easily made,
if we know where the Sierpinski curve enters and leaves the triangle element. As
the Sierpinski curve always enters and exits a grid cell at the two nodes adjacent
to the hypotenuse, there are only three possible scenarios:

1. the curve enters through the hypotenuse – then it can only leave across the
opposite leg (it will not go back to the cell it just left);

2. the curve enters through the adjacent leg and leaves across the hypotenuse;
3. the curve enters and leaves across the opposite legs of the triangle element.

Figure 4 illustrates these three scenarios, and also shows that obtaining the
colouring of a node is then trivial.

Fig. 4. Three scenarios to determine the colouring of the edges: nodes to the left of
the curve are red (circles), nodes to the right are green (boxes)

Next, we have to decide how to obtain the remaining unknown in the entered
grid cell. It will be either be taken from the read stack, if it has not been used be-
fore, or otherwise from the respective coloured helper stack. This decision solely
depends on whether the unknown has already been accessed before. Therefore,
we consider whether the adjacent triangle cells have already been processed or
not. For two out of the three neighbour cells, this property is already known: the
cell adjacent to the entering edge has already been processed; the cell adjacent
to the exit edge has not. The third cell can be either old (processed already) or
new (not yet processed). Consequently, we split each of our existent three sce-
narios according to this additional criterion, and obtain six new scenarios, such
as illustrated in Figure 5. The strategy where to obtain the remaining unknown
is then straightforward:

– if at least one of the adjacent edges is marked as old, we have to fetch the
unknown from the respective coloured stack;

– if both adjacent edges are marked as new, we have to fetch the unknown
from the read stack.

This strategy works fine, even though it does not consider all elements adjacent
to the node. Combinations that would make the scheme fail cannot occur due
to the special recursive construction of the Sierpinski curve. Figure 5 also shows
that the scenarios for the two respective subcells are always determined.
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Fig. 5. Determination and recursive propagation of edge parameters

The processing of the grid can thus be managed by a set of six recursive
procedures—one for each possible scenario. Each procedure implements the nec-
essary actions in one cell of the grid tree. If the grid cell is subdivided into two
child cells, the procedure will call the two respective procedures recursively. On
the leaves, the operations on the discretisation level are performed.

5 Example: An Additive Multigrid Solver for Poisson’s
Equation on an Adaptive Grid

To add a multigrid solver to the existing scheme, we adopted an approach based
on a hierarchical generating system such as introduced by Griebel [2]. The re-
spective ansatz functions where set up according to the hierarchical basis func-
tions introduced by Yserentant [7]. The coarse level ansatz functions – that is
the coarse level grids – are integrated into our recursive discretisation tree in a
way, such that every node of the tree will contain a grid cell: either one of the
finest level or one of a coarser level. Thus, the tree not only provides an adaptive
computational grid, but at the same time provides a hierarchy of course grids
for the multigrid method. When processing the grid cells on the finest level, all
parent cells (i.e. the coarse grid cells) are automatically visited, as well. There-
fore, an additive multigrid method can easily be integrated into the numerical
scheme. Interpolation operations are invoked before the recursive calls to child
cells; restriction operations are invoked after these calls are finished. According to
the choice of linear finite elements, simple linear interpolation and full-weighted
restriction was used.

However, not all of the cell corners should actually carry an unknown in the
multilevel sense. Consider the node opposite to the hypotenuse of a cell: in the
next refinement step, the adjacent right angle will be split, and the node will be
adjacent to two rectangles of half size (belonging to the next finer level). Note
that the support of the respective ansatz functions will be of the same extent on
these two levels. It is therefore unnecessary to generate both of these duplicate
unknowns – we chose to place unknowns only at corners that are adjacent to the
hypotenuse; at the opposite corners (adjacent to the right angle) values will be
interpolated and no unknowns will be situated there. As a result, a corner that
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is adjacent to both right angles and acute angles would belong to two different
levels. Such situations are therefore forbidden, and the grid generation strategy
was modified to prevent these situations.

The resulting multigrid solver was tested for solving Poisson’s equation on a
triangular domain of unit size. A respective a priori adaptive grid, such as illus-
trated in figure 6, was prescribed, and the equation was discretised using linear
finite elements. The additive multigrid solver was able to achieve convergence
rates between 0.7 and 0.8, largely independent of the resolution and adaptive
refinement of the mesh. In our test runs, we applied 40 iterations of the multi-
grid method, which reduced the maximum error to about 10−4. Table 1 lists the
run-time and memory requirements for several sample grids. It is remarkable
that the algorithms requires only about approximately 19 bytes of memory per
degree of freedom. To process one multigrid iteration requires approximately 1.8
seconds per one million degrees of freedom.

Fig. 6. Computational domain and refined grid for the solution of Poisson’s equation
(for this illustration, a low resolution grid was used)

Table 1. Run-time and memory requirements for several sample grids on a standard
workstations (Pentium4, 3.4 GHz, 1GB main memory)

depth number degrees memory proc. time
grid min. max. of cells of freedom [in MB] [per iteration]

uniform 26 26 67.1 · 106 22.4 · 106 397 39.7 s
adaptive 24 28 54.3 · 106 18.1 · 106 323 32.9 s
adaptive 22 30 69.5 · 106 23.2 · 106 410 41.4 s
adaptive 12 33 82.8 · 106 27.6 · 106 487 49,4 s
adaptive 13 33 91.3 · 106 30.4 · 106 538 54.7 s
adaptive 24 30 116 · 106 38.8 · 106 684 69.4 s
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6 Conclusion

We have presented an algorithm that is able to solve Poisson’s equation on an
adaptive grid of more than 100 million cells in just a few minutes on a common
PC. Thus, it has shown to be a promising approach for using full adaptivity at a
memory cost and (to a certain extent) computational speed that is competitive
to algorithms that are based on regular grids. This is also due to the fact that
multigrid methods can be easily integrated.

Encouraged by this proof-of-concept, we are currently implemeting the al-
gorithmic scheme for the grid generator amatos [1] to prove its applicability in
a full-featured grid generation and simulation package. In the respective ap-
plications, the current limitation to 2D grids is still not a severe restriction.
Nevertheless, we are also working on an extension of the scheme to the 3D case.
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Abstract. While much of the Grid security community has focused on develop-
ing new authorization systems, the real challenge is often integrating legacy  
authorization systems with Grid software. The existing authorization system 
might not understand Grid authentication, might not scale to Grid-level usage, 
might not be able to understand the operations that are requested to be author-
ized, and might require an inordinate amount of "glue code" to integrate the na-
tive language of the legacy authorization system with the Grid software. In this 
paper, we discuss several challenges and the resulting successful mechanisms 
for integrating the Globus Toolkit and WSRF.NET with AzMan, a role-based 
authorization system that ships with Windows Server 2003. We leverage the 
OGSA GGF Authorization Interface and our own SAML implementation so 
that the enterprise can retain their existing AzMan mechanism while resulting in 
new, scalable mechanisms for Grid authorization. 

1   Introduction 

Constructing a Grid requires the integration of a potentially large number of new and 
existing software mechanisms and policies into a reliable, collaborative infrastructure. 
One of the biggest challenges in this integration is security, particularly authorization: 
after verifying that the person is whom they say they are (authentication), is the per-
son allowed to perform the requested action? While the Grid community has created a 
number of excellent authorization systems such as CAS [1], VOMS [2], PERMIS [3], 
and AKENTI [4], these systems are generally assumed to be installed at or around the 
same time as the Grid software such as the Globus Toolkit [5] or WSRF.NET [6]. 
However, in many cases it is unrealistic to assume that the adoption of Grid technol-
ogy means the abandonment of authorization mechanisms already in place. Hence the 
real challenge is often to integrate a legacy authorization system with Grid software. 
The legacy authorization system might be closely tied to an existing authentication 
system and might not be able to understand new authentication assertions/tokens. It 
might be designed to work with a relatively few number of users/objects and might 
not scale to the size of the Grid being considered. Perhaps it does not understand the 
requested actions and therefore cannot represent and make decisions about the pro-
posed actions, such as "launch remote job" or "read a file via GridFTP". It is not clear 
how difficult it would be to get the Grid software to implement the protocol of the 
legacy authorization system.  

This paper describes the integration challenges, approach, and lessons learned as 
we attempted to integrate the role-based access control (RBAC) system that is 
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shipped with Microsoft Windows Server 2003 (Authorization Manager, or "AzMan" 
[7]) with the Globus Toolkit v4 and WSRF.NET as part of the University of Virginia 
Campus Grid [8]. A key to our solution is that this paper reports one of the first im-
plementations of the GGF OGSA Authorization Interface [9]. Our integration not 
only allows an enterprise to continue using its AzMan installation as it installs Grid 
technology, we have found that the Grid management is further enhanced over the 
state of the art in improved support for dynamically modifying authorization policies, 
maintaining a consistent view of site-wide policies, and reducing the cost of policy 
management.  

2   Legacy Authorization System: Overview of AzMan and ADAM 

In this section, we describe AzMan, the legacy authorization system in our case study. 
AzMan (Section 2.1) is a general-purpose, role-based authorization architecture on 
Windows platforms. Section 2.2 describes ADAM, a lightweight Windows service for 
directory-enabled applications, which we use in combination with AzMan. 

2.1   AzMan 

In traditional access control mechanisms based on Access Control Lists (ACL), users 
are directly mapped to resource permissions using a list of authorized users for each 
target resource. In many situations, ACL-based systems do not scale well, in that if a 
new user "Fred" is introduced into the system, all of the objects which he should have 
access to must have their ACLs changed. Role-Based Access Control (RBAC) [10] 
adds a role layer between users and permissions. For example, assume that before 
Fred comes along, resources have been designed to allow certain operations according 
to well-defined roles such as "salesperson". Then once Fred is hired, rather than 
changing the ACLs on all resources Fred needs access to, he just needs to be recog-
nized as having the "salesperson" role. Since users can typically be categorized into a 
number of different roles, RBAC tends to be a more scalable and flexible approach.  

Conceptually, the primary purpose of AzMan is to provide a "yes" or "no" answer 
when asked at run-time (via a Microsoft COM API) if a particular authenticated iden-
tity is allowed to perform a particular action. AzMan also provides a graphical inter-
face and a separate API for entering and configuring identities, roles, permissions, etc. 
AzMan allows for the definition of any number of access control policies, the central 
concepts of which are Roles and Permissions. Subjects are assigned Roles, and Roles 
are granted or denied Permissions for certain tasks. Roles can actually be assigned to 
either individual subjects or groups of security principals. Such grouping can even be 
computed at run-time based on an Active Directory (LDAP) lookup. In addition to 
dynamic groups, policies themselves can also have a dynamic element. In particular, 
they can reference BizRules, which are scripts that get executed when particular Per-
missions are requested, so that run-time information like "time of day" can be used to 
make an authorization decision.  

Typically, AzMan authorization policies are grouped into named policy sets based 
on the application to which they apply. Note, however, that access rights are not di-
rectly associated with specific target resources (as an ACL would be for a file in the 
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filesystem). In fact, policies are completely resource-independent; AzMan requires 
authorization decision requests to identify only the subject, intended task and the 
name of policy set. When an application that uses AzMan is initialized, it loads the 
authorization policy information from a policy store. AzMan provides support for 
storage of authorization policies locally in XML files on the AzMan server, or re-
motely in Active Directory (or ADAM, next section). 

2.2   Active Directory Application Mode (ADAM) 

Active Directory Application Mode (ADAM) is a relatively new capability in Active 
Directory that addresses certain deployment scenarios of directory-enabled applica-
tions [11]. In contrast to Active Directory, ADAM can be used for storing information 
that is not globally interesting. One example usage in an authorization decision-
making context involves storing the names of policies that apply to a particular re-
source on a per-resource basis. ADAM is also valuable for those situations in which a 
particular application must store personalization data for users who are authenticated 
by Active Directory. Storing this personalization data in Active Directory would 
sometimes require schema changes to the user class in Active Directory; ADAM can 
be used as an alternative.  

3   Leveraging AzMan and ADAM for Grid Authorization 

The challenge then, is to use our legacy authorization system (AzMan and ADAM) 
for Grid authorization, thereby providing minimal disruption to the enterprise when 
attempting to deploy a Grid. In our architecture, resource information is distributed 
among a collection of ADAM servers based on the resource’s DNS name. This allows 
the owner/administrator of the resources in each sub-domain to configure his or her 
ADAM server independently, including the authorization policy that should be ap-
plied, thereby providing the domain autonomy that is so vital to the Grid. The ADAM 
servers are organized hierarchically: queries to a parent ADAM server will be for-
warded through to the appropriate child sub-domain.  

Policy management is divided into two parts: RBAC policy management and re-
source-to-policy mapping. RBAC policy management includes defining roles and role 
permissions while resource-to-policy mapping involves defining which RBAC poli-
cies apply to a resource or resource group (the latter being the responsibility of re-
source owners). Out of the box, AzMan only supports assigning roles to subjects 
identified by Windows security tokens, which each have a unique Security Identifier 
(SID) [7]. In multi-organization Grids, however, X.509 Distinguished Names (DNs) 
are usually used to identify subjects. So for AzMan to work with Grid identities, we 
setup a mapping between X.509 DNs and unique custom-defined SIDs. Since this 
mapping could be used by several authorization servers, we made DN-to-SID lookups 
possible via a Web service interface. This subject-mapping Web service uses a flat 
XML file to store the mappings, which is fine for relatively small numbers of sub-
jects; a more sophisticated storage mechanism (like a relational database or XML 
database) could easily be substituted. With this subject mapping service in place, roles 
in AzMan can easily be assigned to custom SIDs as desired. All domains within a 
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Virtual Organization (VO) share AzMan policy set names and the policy definitions 
they contain so that consistent authorization decisions can be made across the VO.  

A typical authorization workflow is as follows (see Figure 1). A client sends a 
signed request message to a Web service (step 1) which defers authorization decisions 
to an authorization callout library. The SAML callout library contacts a SAML  
Authorization Web service (2), sending it the client’s DN, the URL of the target  
service/resource, and the name of the requested operation. The SAML Authz Web 
service is relatively generic and relies on the AzMan Handler library (3) to provide 
the glue code that understands how to query AzMan for Grid authorization decisions. 
The first action the AzMan Handler takes is to retrieve from the Subject Mapping 
Service, the SID that corresponds to the subject DN (4, 5). Next, the distributed hier-
archy of ADAM servers will be queried (6) to determine which RBAC policy set (7) 
applies to the requested resource. At this point, the AzMan engine will be invoked to 
make an authorization decision based on the subject’s SID, the returned policy set 
name and the desired operation (or task). The AzMan engine will take care of retriev-
ing the indicated set of policies from its policy store (8, 9), identifying the roles as-
signed to a subject SID and checking the permissions assigned to those roles. 
AzMan’s authorization decision (10) is then relayed back through the SAML Authz 
Web service to the original Web service (11) which proceeds to execute the desired 
operation (if authorized) and return the results to the client (12). 
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A key component of our approach is the OGSA Authorization Interface [9]. SAML 
[12] is used as a format for requesting and expressing authorization assertions to a 
SAML Authorization Web service. A standard XML message format for SAML re-
quests, assertions and responses is provided. SAML defines a request/response proto-
col in which the request contains {subject, resource, action and supporting creden-
tials} and the response contains either authorization assertions about the subject with 
respect to the resource or a yes/no decision. While, in principle, the Web service 
could use authorization assertions to make its own authorization decision, we have 
found that Web services typically can’t or don’t want to make such decisions. In addi-
tion, returning a yes/no answer allows the Web service owner to be separate from the 
entity that sets access control policy.  

A Java-based SAML Callout library is distributed as part of the latest version of 
the Globus Toolkit as one option for enforcing access control in Grid Services. We 
provide a similar (and interoperable) callout library for Web services on the .NET 
platform. The SAML Authz Web service shown in Figure 1 is a .NET Web service 
that is relatively generic with regard to how it actually makes its authorization deci-
sions. It can be configured (via a configuration file, or even at run-time) to use one or 
more authorization handler libraries. In this paper we’ve considered AzMan as our 
legacy authorization system, but any other authorization system could also be substi-
tuted into our architecture with appropriate authorization handler glue code. Since the 
SAML Authz Web service is interoperable with both .NET and Java and callout li-
braries, AzMan (or another authorization system) can be used to make authorization 
decisions for Web services running on just about any platform. Thus we accommo-
date the heterogeneity that is present in many organizations and multi-organization 
Grids. 

4   Evaluation 

We now assess our architecture and implementation as described in Section 3. 

System Scalability: Cost of Administering Authorization Policies. Modifying 
authorization policy in this system requires two steps: updating the RBAC policies in 
the policy store, and updating the mapping of those policies to specific resources.  In 
our system, authorization policy modification is inexpensive.  The RBAC policies can 
be updated through AzMan’s COM interface or the Microsoft Management Console 
(MMC), a graphical management interface. In order to update the policy that applies 
to a specific resource, the resource provider or authorized user changes the re-
source/application mapping stored in distributed ADAM servers. The worst case cost 
of policy modification (that affects every user, every role and every resource) in our 
infrastructure is U+P+R, where U is the number of users, P is the number of permis-
sions and R is the number resources, in the VO. The vast majority of policy changes, 
however, only require modifications along one of these three dimensions. 

Resource Scalability: Cost of Handling Dynamic Grids. In large Grid environ-
ments, many resources are not static, but instead change dynamically. In our system, 
resource groups and policies that govern those groups are maintained separately (in 
ADAM and AzMan, respectively). Resource owners/administrators can freely update 
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information about resources in particular domains and sub-domains by changing the 
information stored in distributed, hierarchical ADAM servers. The resource-
independent policies in the AzMan policy store will be unaffected by these resource 
changes with resource-to-policy mappings inspected at run-time. In contrast to this 
architecture, other authorization systems such as Permis [3], Akenti [4], and CAS [1] 
all store policies that contain resource information directly. In these systems, there is 
no upper bound on how many policies will be affected when a resource changes (for 
example, has its trust domain revoked).  

Membership Scalability: Cost of Dynamic User Membership.  Resources are not 
the only dynamic element in large-scale Grids, users change as well. Consequently, 
our RBAC policies stored in AzMan do not mention users directly. Instead, our strat-
egy is to define globally unique identifiers (SIDs) that map to X.509 DNs. RBAC 
policies are specified in terms of roles assigned to SIDs. Changes to the set of users in 
a organization only requires a change to the subject DN-to-SID mapping table. 
Changes in role assignments are similarly localized and the policy definitions them-
selves are not affected by them. Some other authorization infrastructures store User 
Attribute Certificates or directly embed membership information into authorization 
policies, yielding a less scalable approach.  

Resource Provider and VO Independence. Our authorization infrastructure sepa-
rates the responsibility for mapping roles to permissions from the responsibility for 
applying policies to resources. This allows resource providers independent control 
over which policies apply to their resources while allowing VO administrators to 
define policies that (potentially) apply to all resources in the VO. This separation 
allows resource providers to react quickly (and separately) to change policies for their 
resources in the event of security breaches or other malicious activity taking place in 
the VO. Similarly, it allows VO administrators to effectively remove resources from 
the VO (by removing permissions from roles) if those resources are deemed to be 
acting inappropriately.   

Trust Management. There are three aspects of trust that are relevant to any deploy-
ment of our system: trust of users, trust of the services involved in authorization, and 
trust of the authorization policies. Trust of users refers to the mechanism by which the 
system can trust the user and authenticate the user’s identity. In our UVA Campus 
Grid, the UVA CA acts as an Identity Authority that services are configured to trust. 
Any service must therefore verify that the user’s certificate is signed by the UVA CA, 
to establish trust.  Trust of the authorization services refers to the mechanism by 
which the distributed ADAM servers (each of which lies in a different administrative 
domain) can trust the Authorization Service. In the UVA Campus Grid, the (SAML) 
Authorization Web service impersonates a user account to access distributed ADAM 
servers. This user account is set beforehand in the ADAM servers and is granted the 
“read” privilege so that the Authorization Service will be able to read policy names 
applied to particular resources. The Subject Mapping Service must also be trusted by 
the Authorization Service with X.509 signed messages between these two services 
assumed. Trust of authorization policies refers to how the Authorization Service can 
trust the policies that come from the AzMan service. In the UVA Campus Grid, the 
Authorization Service is simply configured to trust the AzMan service (and hence the 
policies it provides). An improvement on this would be to have each policy provider 
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sign the policies, allowing different Authorization Services to determine if different 
policies come from sources they trust.   

Consistent View and Flexibility of the AuthZ Policy. In our infrastructure, the au-
thorization decision point dynamically retrieves the name of policies that apply to a 
resource from that resource’s ADAM server. Members of a Virtual Organization (VO) 
will have a globally consistent view of the named policy sets and their constituent 
policy definitions since the AzMan policy store is accessible across the VO. In some 
authorization infrastructures, policies are either defined locally or signed policy certifi-
cates (in Akenti [4]) are specified for a target resource so that authorization decisions 
must be made locally. Without a consistent global view of policies, it becomes more 
difficult to make certain kinds of policy changes, for example check and modify some 
local policies from previously denying access to allowing a certain user access to the 
target resource. Also, there is also no guarantee users who possesses VO-wide admin-
istrator roles can be authorized for access across multiple administrative domains.   

5   Summary 

In this paper, we presented both grid authorization requirements and a new authoriza-
tion infrastructure based on AzMan, authorization mechanisms included with Win-
dows Server 2003. Our integration not only allows an enterprise to continue using its 
AzMan installation as it deploys Grid technology, but we have found that Grid au-
thorization management is further enhanced over the state of the art through improved 
support for dynamically modifying authorization policies, maintaining a consistent 
view of VO policies, and reducing the cost of policy management. Future work will 
focus on analyzing the scalability and reliability issues the hierarchical and distributed 
ADAM servers introduce as well as better understanding the performance overhead of 
our authorization architecture. 
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Abstract. The recently-raised Gaussian particle filtering (GPF) introduced the 
idea of Bayesian sampling into Gaussian filters. This note proposes to generalize 
the GPF by further relaxing the Gaussian restriction on the prior probability. 
Allowing the non-Gaussianity of the prior probability, the generalized GPF is 
provably superior to the original one. Numerical results show that better 
performance is obtained with considerably reduced computational burden. 

1   Introduction 

The Bayesian probabilistic inference provides an optimal solution framework for 
dynamic state estimation problems [1, 2]. The Bayesian solution requires propagating 
the full probability density function, so in general the optimal nonlinear filtering is 
analytically intractable. Approximations are therefore necessary, e.g., Gaussian 
approximation to the probability [3-9]. This class of filters is commonly called as the 
Gaussian filters, in which the probability of interest, e.g. the prior and posterior 
probabilities, are approximated by Gaussian distribution. An exception is the so-called 
augmented unscented Kalman filter [10] where the prior probability is encoded by the 
nonlinearly transformed deterministic sigma points instead of by the calculated mean 
and covariance from them. By so doing, the odd-order moment information is captured 
and propagated throughout the filtering recursion, which helps improve the estimation 
accuracy. This note will show that similar idea can be applied to the recently-raised 
Gaussian particle filtering (GPF) [7].  

The GPF was developed using the idea of Bayesian sampling under the Gaussian 
assumption [7]. It actually extends the conventionally analytical Gaussian filters via 
Monte Carlo integration and the Bayesian update rule [11]. The Gaussian assumption 
being valid, the GPF is asymptotically optimal in the number of random samples, 
which means that equipped with the computational ability to handle a large number of 
samples the GPF is supposed to outperform any analytical Gaussian filter. The GPF 
also have a lower numerical complexity than particle filters [7]. 

This work generalizes the GPF by relaxing the assumption of the prior probability 
being Gaussian. Since the prior probability is allowed to be non-Gaussian, the resulting 
filter is named as the quasi-Gaussian particle filtering (qGPF) in the sequel. It turns out 
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that the qGPF outperforms the GPF in both accuracy and computational burden. The 
contents are organized as follows. Beginning with the general Bayesian inference, 
Section II derives and outlines the qGPF algorithm. Section III examines two 
representative examples and the conclusions are drawn in Section IV. 

2   Quasi-Gaussian Particle Filtering 

Consider a discrete-time nonlinear system written in the form of dynamic state space 
model as 

 
( )

( )
1 1 1,

,

k k k k

k k k k

x f x w

y h x v

− − −=

=
 (1) 

where the process function : n r n
kf × →  and observation function 

: n s m
kh × →  are some known functions. The process noise r

kw ∈  is 

uncorrelated with the past and current system states; the measurement noise s
kv ∈  is 

uncorrelated with the system state and the process noise at all time instants. The 
probabilities of the process and measurement noises are both assumed to be known. 

Denote by { }1: 1, ,k ky y y  the observations up to time instant k . The purpose of 

filtering is to recursively estimate the posterior probability ( )1:|k kp x y  conditioned on 

all currently available but noisy observations. The initial probability of the state is 
assumed to be ( ) ( )0 1:0 0|p x y p x≡ . The prior probability is obtained via the 

Chapman-Kolmogorov equation 

 ( ) ( ) ( )1: 1 1 1 1: 1 1| | | .
nk k k k k k kp x y p x x p x y dx− − − − −=  (2) 

The transition probability density ( )1|k kp x x −  is uniquely determined by the known 

process function and the process noise probability. Using the Bayesian rule, the posterior 
probability is given by 

 ( ) ( ) ( )
( )
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1:

1: 1

| |
|

|

k k k k

k k

k k

p y x p x y
p x y

p y y
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where the normalizing constant 

 ( ) ( ) ( )1: 1 1: 1| | | .
nk k k k k k kp y y p y x p x y dx− −=  (4) 

The likelihood probability density ( )|k kp y x  is uniquely determined by the known 

observation function and the measurement noise probability. Equations (2)-(4) constitute 
the foundation of the optimal Bayesian probabilistic inference. Unfortunately, the exact 
analytic form only exists for a couple of special cases, e.g., when the system (1) is linear 
and Gaussian. In order to make the filtering problem tractable, approximation must be 
made.  
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Next, we start to derive the qGPF by assuming the posterior probability at time instant 
1k −  to be well approximated by a Gaussian distribution, i.e., 

 ( ) ( )1 1: 1 1 1 1| ; ,k k k k kp x y x m P− − − − −≈  (5) 

Substituting (5) and using the Monte-Carlo integration [12], the prior probability in (2) is  
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where 1
i
kx −  are random samples from the assumed posterior probability at time instant 

1k − , i.e., ( )1 1 1; ,i
k k kx m P− − − , 11, ,i M= . The idea of the importance sampling [13, 

14] is crucial to numerically implement the Bayesian rule, through which the prior 
probability is updated to yield the posterior probability using the information provided by 
the newcome observation. In view of the difficulty of drawing samples directly from the 

posterior probability ( )1:|k kp x y , the importance sampling proposes to sample from a 

choice importance density ( )1:|k kq x y  instead, from which random samples can be 

readily generated. With (6), the posterior probability in (3) is rewritten as 
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where j
kx  are random samples from the importance density ( )1:|k kq x y  and 

 
( ) ( )

( )

1

1
1

2

1:

| |
ˆ , 1, , .

|

M
j j i

k k k k
j i

k j
k k

p y x p x x
w j M

q x y

−
== =  (8) 

Considering the normalization condition, the posterior probability at time instant k  is 
approximated by  
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Table 1. Quasi-Gaussian Particle Filtering 

 
1. Draw samples from the posterior probability at time instant 1k − , i.e., 

( ) ( )1 1 1: 1 1 1 1| ; ,i
k k k k k kx p x y x m P− − − − − −≈ , 11, ,i M= ; 

2. Draw samples from the important density, that is, ( )1:|j
k k kx q x y , 

21, ,j M= ; 

3. Assign each sample j
kx  a weight j

kw  according to (8) and (10); 

4. Calculate the mean and covariance according to (11), then 

( ) ( )1:| ; ,k k k k kp x y x m P≈ . 

 
 

Then approximate the posterior probability at time instant k  by ( ); ,k k kx m P  in which 

 ( )( )
2 2

1 1

, .
M M

Tj j j j j
k k k k k k k k k

j j

m w x P w x m x m
= =

= = − −  (11) 

This ends the derivation and the resulting algorithm is summarized and outlined in  
Table I. It is clear from above that we only assume the posterior probability to be 
Gaussian while do not impose any restriction on the prior probability, which is the major 
difference from the GPF. Recall that the GPF approximates both the prior and posterior 
probabilities by Gaussian densities. To be more specific, the GPF approximates the 

discrete representation of the prior probability ( )1: 1|k kp x y −  by a Gaussian density, from 

which random samples are regenerated to be weighted by the likelihood ( )|k kp y x , 

while the qGPF directly employs the discrete representation of the prior probability. This 
resembles the difference between the non-augmented UKF and augmented UKF [10]. By 
a peer-to-peer comparison between the qGPF and the GPF ([7], Table I), we see that the 
qGPF needs not to calculate the sample mean and covariance for the assumed Gaussian 
prior probability and thus has lower numerical complexity. 

The following theorem says that the mean and covariance in (11) converge almost 
surely to the true values under the condition that the posterior probability at time instant 

1k −  is well approximated by a Gaussian distribution. 

Theorem: If the posterior probability ( )1 1: 1|k kp x y− −  is a Gaussian distribution, then the 

posterior probability expressed in (9) converges almost surely to the true posterior 

probability ( )1:|k kp x y . 

Proof: it is a very straightforward extension of Theorem 1 in [7] and thus omitted here. 

It follows as a natural corollary that the mean and covariance in (11) converge almost 
surely to the true value. Therefore the qGPF is provably better than the GPF in accuracy 
because the former takes the non-Gaussianity of the prior probability into consideration. 
Note that the non-Gaussianity of the prior probability is not uncommon for 
nonlinear/non-Gaussian systems. 
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In theory, we could assume the posterior probability to be any other distribution, as 
long as the samples from the distribution were easily obtained, e.g. mixed Gaussian 
[15-17]. The derivation procedure and theoretical proof would be analogical to the 
above. 

3   Numerical Results 

This section examines the qGPF via the univariate nonstationary growth model and 
bearing only tracking, which have been extensively investigated in the literature [2, 7, 18, 
19]. We also carried out the GPF for comparison. The prior probability was selected as 

the importance density for both filters, i.e., ( ) ( )1: 1: 1| |k k k kq x y p x y −= . 

Univariate Nonstationary Growth Model 
The model is formulated as 
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, ( ) 2 20k k kh x x= . The 

process noise 1kw −  and measurement noise kv  are zero-mean Gaussian with variances 

1kQ −  and kR , respectively. In our simulation, 1 10kQ − =  and 1kR = . This model has 

significant nonlinearity and is bimodal in nature depending on the sign of observations. 
The reference data were generated using 0 0.1x =  and 100N = . The initial probability 

( ) ( )0 0,1p x .  

The mean square error (MSE) averaged across all time instants defined as 

( )2

|
1

MSE
N

k k k
k

x x N
=

= −  is used to quantitatively evaluate each filter. We carried out 

50 Monte Carlo runs for 1 2 20,50,100,200,400M M= = , respectively. Figure 1 shows 

MSEs as a function of the number of samples. The qGPF remarkably outperforms the 
GPF. With the same number of samples, MSE of the qGPF is less than half of that of the 
GPF; on the other hand, to achieve comparable performance the GPF needs at least as 
twice samples as the qGPF does. The average running time of the qGPF is about 20 
percent less than that of the GPF. 

Bearing Only Tracking 
The target moves within the s t−  plane according to the standard second-order model 

 1 1, 1, ,k k kx x w k N− −= Φ + Γ =  (13) 

where [ ], , ,
T

k k
x s s t t= , [ ],

T

k s t k
w w w= , 
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1 1 0 0

0 1 0 0

0 0 1 1

0 0 0 1

Φ =  and 

0.5 0

1 0

0 0.5

0 1

Γ = . 

Here s  and t  denote Cartesian coordinates of the moving target. The system noise 

( )20,kw QI . A fixed observer at the origin of the plane takes noisy measurements of 

the target bearing 
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Fig. 1. MSE as a function of the number of samples for both filters 
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Fig. 2. Averaged MSE of all four coordinates (logarithmic in y axis) 
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 ( )arctank k k ky t s v= +  (14) 

where the measurement noise ( )0,kv R . The reference data were generated using 
20.001Q = , 20.005R =  and 24N = . The initial true state of the system was 

0 [ 0.05, 0.001, 0.7, 0.055]Tx = − −  and the initial estimate was 0|0 0x x=  with covariance 

( )2 2 2 2
0|0 diag 0.1 , 0.005 , 0.1 , 0.01

T
P = .  

We carried out 100 random runs for 1 2 1000M M= =  and the averaged MSEs of all 

four coordinates are given in Fig. 2. We see that the qGPF is smaller in MSE, though 
marginally, than the GPF. Similar observations were obtained for various number of 
samples and is omitted here for brevity. In the simulation, eighteen percent of 
computational time was spared by using the qGPF. 

4   Conclusions 

This note proposes the qGPF filter that generalizes the GPF by allowing the prior 
probability to be non-Gaussian. It has provable superiority over the GPF. The 
numerical results show that the qGPF achieves (sometimes remarkably) better 
improvement in estimation accuracy with lower numerical complexity than the GPF. 
Theoretically, the posterior probability could be assumed to be any other distribution as 
long as it was readily sampled, e.g., mixed Gaussian. In such a case, it is promising for 
the qGPF to be used to construct more superior filter than the GPF-based Gaussian sum 
particle filter in [17]. 

References 

[1] Y. C. Ho and R. C. K. Lee, "A Bayesian approach to problems in stochastic estimation and 
control," IEEE Transactions on Automatic Control, vol. AC-9, pp. 333-339, 1964. 

[2] M. S. Arulampalam, S. Maskell, N. Gordon, and T. Clapp, "A tutorial on particle filters for 
online nonlinear/non-Gaussian Bayesian tracking," IEEE Transactions on Signal 
Processing, vol. 50, no. 2, pp. 174-188, 2002. 

[3] K. Ito and K. Q. Xiong, "Gaussian filters for nonlinear filtering problems," IEEE 
Transactions on Automatic Control, vol. 45, no. 5, pp. 910-927, 2000. 

[4] A. H. Jazwinski, Stochastic Processing and Filtering Theory. New York and London: 
Academic Press, 1970. 

[5] S. J. Julier and J. K. Uhlmann, "A new extension of the Kalman filter to nonlinear 
systems," in Signal Processing, Sensor Fusion, and Target Recognition VI, vol. 3068, 
Proceedings of the Society of Photo-Optical Instrumentation Engineers (SPIE), 1997, pp. 
182-193. 

[6] R. E. Kalman, "A new approach to linear filtering and prediction problems," Transactions 
of the ASME, Journal of Basic Engineering, vol. 82, pp. 34-45, 1960. 

[7] J. H. Kotecha and P. A. Djuric, "Gaussian particle filtering," IEEE Transactions on Signal 
Processing, vol. 51, no. 10, pp. 2592-2601, 2003. 

[8] M. Norgaard, N. K. Poulsen, and O. Ravn, "New developments in state estimation for 
nonlinear systems," Automatica, vol. 36, no. 11, pp. 1627-1638, 2000. 



696 Y. Wu et al. 

[9] Y. Wu, D. Hu, M. Wu, and X. Hu, "A Numerical-Integration Perspective on Gaussian 
Filters," IEEE Transactions on Signal Processing, to appear, 2005. 

[10] Y. Wu, D. Hu, M. Wu, and X. Hu, "Unscented Kalman Filtering for Additive Noise Case: 
Augmented versus Non-augmented," IEEE Signal Processing Letters, vol. 12, no. 5, pp. 
357-360, 2005. 

[11] Y. Wu, X. Hu, D. Hu, and M. Wu, "Comments on "Gaussian particle filtering"," IEEE 
Transactions on Signal Processing, vol. 53, no. 8, pp. 3350-3351, 2005. 

[12] P. J. Davis and P. Rabinowitz, Methods of Numerical Integration: New York, Academic 
Press, 1975. 

[13] A. F. M. Smith and A. E. Gelfand, "Bayesian statistics without tears: a 
sampling-resamping perspective," The American Statistician, vol. 46, no. 2, pp. 84-88, 
1992. 

[14] R. Y. Rubinstein, Simulation and the Monte Carlo Method. New York: Wiley, 1981. 
[15] H. W. Sorenson and D. L. Alspach, "Recursive Bayesian estimation using Gaussian 

sums," Automatica, vol. 7, pp. 465-479, 1971. 
[16] D. L. Alspach and H. W. Sorenso, "Nonlinear Bayesian estimation using Gaussian sum 

approximation," IEEE Transactions on Automatic Control, vol. 17, pp. 439-448, 1972. 
[17] J. H. Kotecha and P. M. Djuric, "Gaussian sum particle filtering," IEEE Transactions on 

Signal Processing, vol. 51, no. 10, pp. 2602-2612, 2003. 
[18] G. Kitagawa, "Non-Gaussian state-space modeling of nonstationary time-series," Journal 

of the American Statistical Association, vol. 82, no. 400, pp. 1032-1063, 1987. 
[19] N. J. Gordon, D. J. Salmond, and A. F. Smith, "Novel approach to nonlinear/non-Gaussian 

Bayesian state estimation," IEE Proceedings-F, vol. 140, no. 2, pp. 107-113, 1993. 



Improved Sensitivity Estimate for the
H2 Estimation Problem�

N.D. Christov1, M. Najim2, and E. Grivel2

1 Technical University of Sofia, 8 Kl. Ohridski Blvd., 1000 Sofia, Bulgaria
ndchr@tu-sofia.bg

2 ENSEIRB, Equipe Signal et Image, 1 av. du Dr A. Schweitzer,
33402 Talence, France

{najim, grivel}@tsi.u-bordeaux.fr

Abstract. The paper deals with the local sensitivity analysis of the
discrete-time infinite-horizon H2 estimation problem. An improved, non-
linear sensitivity estimate is derived which is less conservative than the
existing, condition number based sensitivity estimates.

1 Introduction

In the last four decades the H2 (Wiener-Kalman) estimators have been widely
used in numerous applications in signal processing and control. However, the
computational and robustness aspects of the H2 estimation problem have not
been studied in a sufficient extent and the efficient and reliable H2 estimator
design and implementation is still an open problem.

In this paper we study the local sensitivity of the discrete-time infinite-horizon
H2 estimation problem [1] relative to perturbations in the data. Using the non-
linear perturbation analysis technique proposed in [2, 3] and further developed
in [4, 5], we derive a new, nonlinear local perturbation bound for the solution of
the matrix Riccati equation that determines the sensitivity of the H2 estima-
tion problem. The new sensitivity estimate is a first order homogeneous function
of the data perturbations and is less conservative than the existing, condition
number based linear sensitivity estimates [6] - [12].

The following notations are used later on: R is the field of real numbers;
Rm×n is the space of m × n matrices over R; AT ∈ Rn×m is the transpose
of A = [aij ] ∈ Rm×n; In is the identity n × n matrix; vec(A) ∈ Rmn is the
column-wise vector representation of the matrix A ∈ Rm×n; Πn2 ∈ Rn2×n2

is
the vec-permutation matrix, so that vec(AT ) = Πvec(A) for all A ∈ Rn×n; ‖ ·‖2
and ‖ · ‖F are the spectral and Frobenius norms in Rm×n, while ‖ · ‖ is the
induced operator norm or an unspecified matrix norm. The Kronecker product
of the matrices A, B is denoted by A ⊗ B and the symbol := stands for “equal
by definition”.
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2 Problem Statement

Consider the linear discrete-time model

xi+1 = Fxi + Gui

yi = Hxi + vi, −∞ < i < ∞
si = Lxi

(1)

where F ∈ Rn.n, G ∈ Rn.m, H ∈ Rp.n, and L ∈ Rq.n are known constant
matrices, xi is the state, yi is the measured output, si is the desired signal, and
{ui}, {vi} are zero-mean white-noise processes with variance matrices Q ≥ 0
and R > 0, respectively. It is assumed that the pair (F, H) is detectable and the
pair (F, GQ1/2) – stabilizable.

Given the observations {yj, j ≤ i}, the H2 estimation problem [1] consists in
finding a linear estimation strategy ŝi|i = F(y0, y, y1, . . . , yj) that minimizes the
expected filtered error energy, i.e.,

min
F

E

i∑
j=0

(sj − ŝj|j)T (sj − ŝj|j).

As it is well known [1], in the infinite-horizon case the H2 estimation problem
is formulated as

min
causal K(z)

‖[(L(zI − F )−1G − K(z)H(zI − F )−1G)Q1/2 − K(z)R1/2]‖2

and its solution is given by

K(z) = LPHT (R + HP0H
T )−1

+ L(I − PHT (R + HP0H
T )−1H)(zI − Fp)−1Kp

where Kp = FP0H
T R−1

e , Re = R+HP0H
T , and P0 ≥ 0 is the unique stabilizing

(Fp = F − KpH stable) solution of the matrix Riccati equation

FPFT − P + GQGT − KpReK
T
p = 0. (2)

A state-space model for K(z) can be given by

x̂i+1 = F x̂i + Kp(yi − Hx̂i)

ŝi|i = Lx̂i + LPHT R−1
e (yi − Hx̂i).

In the sequel we shall write equation (2) in the equivalent form

F̄ (P, D)PFT − P + GQGT = 0 (3)

where F̄ (P, D) = F − FPHT R−1
e (P, D)H and D = (F, H).
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Assuming that the matrices F, G, H in (1) are subject to perturbations ∆F ,
∆G, ∆H , we obtain the perturbed equation

F̄ (P, D + ∆D)P (F + ∆F )T − P + (G + ∆G)Q(G + ∆G)T = 0 (4)

where ∆D = (∆F, ∆H),

F̄ (P, D+∆D) = (F +∆F )− (F +∆F )P (H +∆H)T R−1
e (P, D+∆D)(H +∆H)

and
Re(P, D + ∆D) = Re(P, D) + ∆HPHT + HP∆HT + ∆HP∆HT .

Since the Fréchet derivative of the left-hand side of (3) in P at P = P0 is
invertible, the perturbed equation (4) has a unique solution P = P0 +∆P in the
neighborhood of P0.

Denote by ∆M = ‖∆M‖F the absolute perturbation of a matrix M and let
∆ := [∆F , ∆G, ∆H ]T ∈ R3

+.
The sensitivity analysis of the Riccati equation (3) consists in finding estimate

for the absolute perturbation ∆P := ‖∆P‖F in the solution P as a function of
the absolute perturbations ∆F , ∆G, ∆H in the coefficient matrices F , G, H .

A number of linear local bounds for ∆P have been derived in [6] - [12], based
on the condition numbers of (3). For instance, in [9] a perturbation bound of the
type

∆P ≤ KF ∆F + KG∆G + KH∆H + O(‖∆‖2), ∆ → 0 (5)

has been obtained, where KF , KG, KH are the condition numbers of (3) relative
to perturbations in the matrices F , G and H , respectively. However, it is possible
to obtain nonlinear local sensitivity estimates for (3) that are less conservative
than the condition numbers based sensitivity estimates.

The problem considered in this paper is to find a first order homogeneous
local perturbation bound

∆P ≤ f(∆) + O(‖∆‖2), ∆ → 0, (6)

which is tighter than the condition number based perturbation bounds.

3 Main Result

Denote by Φ(P, D) the left-hand side of the Riccati equation (3) and let P0 be
the positive definite or semi-definite solution of (3). Then Φ(P0, D) = 0.

Setting P = P0 + ∆P , the perturbed equation (4) may be written as

Φ(P0 + ∆P, D + ∆D) = (7)

Φ(P0, D) + ΦP (∆P ) + ΦF (∆F ) + ΦG(∆G) + ΦH(∆H) + S(∆P, ∆D) = 0

where ΦP (.), ΦF (.), ΦG(.), ΦH(.) are the Fréchet derivatives of Φ(P, D) in the
corresponding matrix arguments, evaluated for P = P0, and S(∆P, ∆D) contains
the second and higher order terms in ∆P , ∆D.



700 N.D. Christov, M. Najim, and E. Grivel

The calculation of the Fréchet derivatives of Φ(P, D) gives

ΦP (Z) = F̄0ZF̄T
0 − Z (8)

ΦF (Z) = F̄0P0Z + ZT P0F̄
T
0

ΦG(Z) = GQZ + ZT QGT

ΦH(Z) = −F̄0P0ZR−1
0 HP0F

T − FP0H
T R−1

0 ZT P0F̄
T
0

whereF̄0 = F̄ (P0, D), R0 = Re(P0, D).
Denoting MP ∈ Rn2×n2

, MF ∈ Rn2×n2
, MG ∈ Rn2×n2

, MH ∈ Rn2×n2
the

matrix representations of the operators ΦP (.), ΦF (.), ΦG(.), ΦH(.), we have

MP = F̄0 ⊗ F̄0 − In2

MF = In ⊗ F̄0P0 + (F̄0P0 ⊗ In)Π (9)

MG = In ⊗ GQ + (GQ ⊗ In)Π

MH = −FP0H
T R−1

0 ⊗ F̄0P0 − (F̄0P0 ⊗ FP0H
T R−1

0 )Π

where Π ∈ Rn2×n2
is the permutation matrix such that vec(MT ) = Πvec(M)

for each M ∈ Rn×n.
The operator equation (7) may be written in a vector form as

vec(∆P ) = N1vec(∆F ) + N2vec(∆G) (10)

+ N3vec(∆H) − M−1
P vec(S(∆P, ∆D))

where
N1 = −M−1

P MF , N2 = −M−1
P MG, N3 = −M−1

P MH .

It is easy to show that the condition number based perturbation bound (5) is
a corollary of (10). Indeed, it follows from (10)

‖vec(∆P )‖2 ≤ ‖N1‖2‖vec(∆F )‖2 + ‖N2‖2‖vec(∆G)‖2

+ ‖N3‖2‖vec(∆H)‖2 + O(‖∆‖2)

and having in mind that

‖vec(∆M)‖2 = ‖∆M‖F = ∆M

and denoting
KF = ‖N1‖2, KG = ‖N2‖2, KH = ‖N3‖2

we obtain
∆P ≤ KF ∆F + KG∆G + KH∆H + O(‖∆‖2). (11)
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Relation (10) also gives

∆P ≤ ‖N‖2‖∆‖2 + O(‖∆‖2) (12)

where N = [N1, N2, N3].
Note that the bounds in (11) and (12) are alternative, i.e. which one is less

depends on the particular value of ∆.
There is also a third bound, which is always less than or equal to the bound

in (11). We have

∆P ≤
√

∆�U(N)∆ + O(‖∆‖2) (13)

where U(N) is the 3 × 3 matrix with elements

uij(N) = ‖N�
i Nj‖2.

Since
∥∥N�

i Nj

∥∥
2 ≤ ‖Ni‖2‖Nj‖2 we get√
∆�U(N)∆ ≤ ‖N1‖2∆F + ‖N2‖2∆G + ‖N3‖2∆H .

Hence we have the overall estimate

∆P ≤ f(∆, N) + O(‖∆‖2), ∆ → 0 (14)

where

f(∆, N) = min{‖N‖2‖∆‖2,
√

∆�U(N)∆ } (15)

is a non-linear, first order homogeneous and piece-wise real analytic function
in ∆.

4 Numerical Example

Consider a third order model of type (1) with matrices

F = V F ∗V, G = V G∗, H = H∗V

where V = I3 − 2vvT/3, v = [1, 1, 1]T and

F ∗ = diag(0, 0.1, 0), G∗ = diag(2, 1, 0.1)

H∗ = diag(1, 0.5, 10).

The perturbations in the data are taken as

∆F = V ∆F ∗V, ∆G = V ∆G∗, ∆H = ∆H∗V
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where

∆F ∗=

⎡⎣ 3 −1 0
−1 2 −9

0 −9 5

⎤⎦ × 10−i,

∆G∗=

⎡⎣ 10 −5 7
−5 1 3

7 3 10

⎤⎦ × 10−i−1,

∆H∗=

⎡⎣ 1 −1 2
−1 5 −1

2 −1 10

⎤⎦ × 10−i−1

for i = 10, 9, . . . , 3.
The absolute perturbations ∆P in the solution of the Riccati equation are

estimated by the linear bound (11) and the nonlinear homogeneous bound (14).
The results obtained for Q = R = I and different values of i are shown in
Table 1. The actual relative changes in the solution are close to the quantities
predicted by the local sensitivity analysis.

Table 1.

i ∆P Est. (11) Est. (14)

10 5.1 × 10−10 9.8 × 10−9 7.7 × 10−10

9 5.1 × 10−9 9.8 × 10−8 7.7 × 10−9

8 5.1 × 10−8 9.8 × 10−7 7.7 × 10−8

7 5.1 × 10−7 9.8 × 10−6 7.7 × 10−7

6 5.1 × 10−6 9.8 × 10−5 7.7 × 10−6

5 5.1 × 10−5 9.8 × 10−4 7.7 × 10−5

4 5.1 × 10−4 9.8 × 10−3 7.7 × 10−4

3 5.1 × 10−3 9.8 × 10−2 7.7 × 10−3

5 Conclusion

In this paper the local sensitivity of the discrete-time infinite-horizon H2 esti-
mation problem has been studied. A new, nonlinear local perturbation bound
has been obtained for the solution of the Riccati equation that determines the
sensitivity of the problem. The new local sensitivity estimate is a first order ho-
mogeneous function of the data perturbations and is tighter than the condition
number based sensitivity estimates.
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Abstract. Multidimensional Scaling (MDS) requires the multimodal Stress 
function optimization to estimate the model parameters, i.e. the coordinates of 
points in a lower-dimensional space. Therefore, finding the global optimum of 
the Stress function is very important for applications of MDS. The main idea of 
this paper is replacing the difficult multimodal problem by a simpler unimodal 
constrained optimization problem. A coplanarity measure of points is used as a 
constraint while the Stress function is minimized in the original high-
dimensional space. Two coplanarity measures are proposed. A simple example 
presented illustrates and visualizes the optimization procedure. Experimental 
evaluation results with various data point sets demonstrate the potential ability 
to simplify MDS algorithms avoiding multidimodality.     

1   Introduction 

Multidimensional scaling (MDS) [1, 2] is a widely used technique to visualize the 
dissimilarity of data points. Objects (n data points) are represented as p-dimensional 

vectors p
n RYY ∈,,1  so that the Euclidean distances )(Ydij , ( jinji <=  ;,,1, ) 

between the pairs of points correspond to the given dissimilarities ijδ as closely as 

possible. Only representations onto a 2-dimensional space are used (p=2) as usual, 
since data visualization is the aim. In general, the dissimilarities ijδ  need not be 

distances between the multidimensional points.  
MDS requires the multimodal Stress function optimization to estimate the model 

parameters, i.e. the coordinates of points (vectors iY ) in a lower-dimensional space. 

The measure of fit is usually defined by the Stress function: 
 

<
=

−=
n

ji
ji

ijijij YdwY
1,

2))(( )( δσ  , 

proposed in [3]. ijw  are weights that may be different in various types of the Stress 

function. In our investigation 1=ijw . 
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The aim of MDS is: 

<
=∈

−
×

n

ji
ji

ijij
RY

Yd
dn 1,

2))(( min δ . 

 

(1) 

A substantial shortcoming of MDS is the existence of local minima. The examples 
of proved multimodality of the Stress function are constructed (for example, [4, 5]). 
The number of different local minima may range from a few to several 
thousands. MDS algorithms that minimize Stress cannot guarantee a global 
minimum. In general, some advice is to use multiple random starts and select 
the solution with the lowest Stress value (the multiple random start method). 
A lot of attempts have been made to improve search procedures by a proper choice of 
start points, however all the strategies are computationally intensive.   

2   Basic Idea 

Let in our case the dissimilarities ijδ  in (1) be the Euclidean distances )(Xdij  

between the m-dimensional points (m>p) with the given coordinates m
n RXX ∈,,1  

and variable vectors m
n RZZ ∈,,1  as distinct from vectors p

n RYY ∈,,1  in (1) 

be of the same dimensionality m. Then mn ×  dimensional constrained minimization 
problem may be formulated as: 

<∈
−

× ji
ijij

RZ

XdZd
mn

2))()((min  (2) 

subject to the constraint 

0)( =ZP . (3) 

)(ZP  in (3) is some nonnegative coplanarity measure of points Z.  If the points in 

an m-dimensional (high-dimensional) space lie on a hyperplane, then the coplanarity 
measure must be necessarily equal to zero.   

If variable coordinates iZ are equal to given coordinates iX in (2), then object 

function value is equal to zero and coplanarity measure 0)( >ZP . These iZ values 

are a start position to constrained optimization (2) and (3) when the influence of 
constraint (3) is gradually increased.  

The optimal coordinates optZ of the problem (2), (3) are m-dimensional and the 

distances between them )( opt
ij Zd are the same as that between the p-dimensional 

optimal coordinates optY obtained from (1): 

)()( opt
ij

opt
ij YdZd = . 
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3   Coplanarity Measures 

3.1   Coplanarity Measure Based on the Volumes of Tetrahedra 

One of the possible coplanarity measures is based on the volumes ijklV  of tetrahedra 

whose four vertices are multidimensional points nZZ ,,1 . We use the sum of 

squared volumes of all possible tetrahedra as coplanarity measure:  

−

=

−

+=

−

+= −=
=

3

1

2

1

1

1 1

2     )(
n

i

n

ij

n

jk

n

kl
ijklVZP  , 

where the volume V is given by the Cayley-Menger determinant [6]: 

01

01

01

01

11110

28
1

222

222

222

222

2

lkljli

klkjki

jljkji

ilikij

ijkl

ddd

ddd

ddd

ddd

V =  . 

For the simplicity, the notation ijd  is used instead of )(Zdij . 

This coplanarity measure was used in our experimental evaluation. 

3.2   Coplanarity Measure Based on Point-Plane Distances 

Another possible coplanarity measure is consequent upon the coplanarity definition 
[7, 8]. The points nZZ ,,1  can be tested for coplanarity by finding the point-plane 

distances of the points iZ , ni ,,4=  from the plane determined by 321 ,, ZZZ  and 

checking if all of them are zero. If so, all the points are coplanar.  
The point-plane distance from the plane determined by three points 321 ,, ZZZ  may 

be computed [9] as follows: 

)(ˆ iki ZZnD −⋅=  , 

where kZ  is any of the three points 321 ,, ZZZ  and n̂  is the unit normal 

)()(

)()(
ˆ

1312

1312

ZZZZ

ZZZZ
n

−×−
−×−

=  . 

Then one of possible coplanarity measures may be introduced: 

=
=

n

i
iDZP

4

2)(  . 

The measure depends on the selection of the three points 321 ,, ZZZ . 
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4   Constrained Optimization  

The optimization problem (2), (3) was solved by the penalty function method [10]. A 
constrained optimization problem is transformed into a sequence of unconstrained 
optimization problems by modifying the objective function. In our case, we use such a 
sequence of unconstrained problems: 

+−
<∈ ×

)())()(( 22min ZPrXdZd k
ji

ijij
RZ mn

 , ),2,1( =k , 

where k is the number of sequence, kr  is a positive penalty parameter. The problem is 

solved with a sequence of parameters kr  tending to ∞ : 

kk rrr ⋅∆=+1 . (4) 

The modified problem can be solved by the methods of unconstrained local 
optimization: Quasi-Newton and Conjugate gradient methods, in our case. 

The Torgerson scaling technique [1, 11] may be used for recovery of coordinates 

of dimensionality 2 from the optimal distances )( opt
ij Zd . The method yields an 

analytical solution, requiring no iterations.   

5   Simple Illustrative Example 

In order to visualize and better understand the new approach and the optimization 
procedure, a simple unidimensional MDS illustrative example was constructed. It 
uses only three data points, two optimization coordinates, and (p=1).  

Let the initial distances between three points be: 51312 == δδ ; 623 =δ . Only two 

of the distances 13d  and 23d  will be optimized. The distance 12d  will be fixed: 

51212 == δd . Then the Stress function in our case is: 

2
23

2
132313 )6()5(),( −+−= ddddσ  . 

In our example the coplanarity measure based on the volumes of tetrahedra reduces 
to linearity measure L, which is based on the area of a triangle with side lengths 12d , 

13d , 23d :    

)5)(5)(5)(5(),( 23132313231323132313 ddddddddddL ++−+−−+++=  . 

L is proportional to the square of the triangle area, calculated by Heron’s formula.  
There are three local optima of the constrained optimization problem: 

1. 313 =d ; 823 =d , with a minimal value of the Stress function 8)8,3( =σ . The 

constrained local optimum is marked by point A in Fig. 1. 
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2. 213 =d ; 323 =d , with a minimal value of the Stress function 18)3,2( =σ .  

The constrained local optimum is marked by point B. 
3. 813 =d ; 323 =d , with a minimal value of the Stress function 18)3,8( =σ . The 

constrained local optimum is marked by point C. 

The global constrained optimum is the first one. 
At the beginning of optimization (point O in Fig.1) the Stress function is equal to 

zero, the constraint value is equal to 2304. At each step of constrained optimization, 
when increasing the penalty parameter kr , the value of constraint decreases and in the 

last step (point A in Fig. 1) it achieves zero value. At the same time the Stress value 
increases and, in the last step, achieves the global optimum value 8. 

A contour plot diagram demonstrates that, with slightly different data, the global 
optimum point may be different and, consequently, the result of constrained 
optimization also changes.  

 

Fig. 1. The contour plots of the Stress function ),( 2313 ddσ  (dotted contour lines) and of 
constraint function ),( 2313 ddL  (solid contour lines). The points of constrained local minima 
are marked as A, B, C. The start point is denoted as O, and transitional points of constrained 
optimization are marked as X. 

6   Experimental Evaluation 

Two types of data sets were used in the experimental investigation: regular and 
irregular. The points of regular data sets were the vertices of a multidimensional cube 
of various dimensionality and the irregular ones were obtained randomly.  
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All the results of computational experiments with the proposed algorithm were 
compared with the results of global optimization obtained using usual MDS random 
multistart optimization of the Stress function. The number of multistart local 
optimizations was equal to 200-500. 

Coplanarity measure based on the volumes of tetrahedra was used. 
Table 1 presents the results of investigation with the regular data points of various 

dimensionality. The average local optimization error, the number of local minima and 
the probability to find a global minimum by multistart random local optimization 
were evaluated from the results of multistart local optimization.  

The stopping rule of the constrained optimization was: 710)( −<ZP . The precision 

of local optimization was 810− . 

Two local optimization methods were compared. We can see that the interval of 
successful values of r∆  is greater for Quasi-Newton method. This method was used 
in the investigations of Table 2-3.  

Table 1. Results of investigation with the regular data points on the vertices of a 
multidimensional cube of various dimensionality  

Dimensionality 3 4 
Number of points 8 16 
Optimal Stress value 2,854261 23,089651 
Average local optimization error in % 2,42 0,69 
Number of local minima 6 7 

Probability of finding a global minimum by 
multistart random local optimization  

0.68 0.74 

Values of r∆  from (4)  
(Quasi-Newton method) 

1.1–10000000 
 

1.1–700000 
 

Values of 1r  from (4)  

(Quasi-Newton method) 

1 1 

Values of r∆  from (4)  
(Conjugate gradient method) 

1.1 – 100 1.1 – 80 

Values of 1r  from (4)  

(Conjugate gradient method) 

1 1 

Table 2. Results of investigation with the random data points of dimensionality m=4 (number 
of points n=16) 

Optimal Stress value 2,16464 1.77626 
Average local optimization error in % 25.47 26.02 
Number of local minima 10 8 
Probability of finding a global minimum by 
multistart random local optimization 

0.25 0.39 

r∆  value  100 100 

1r  value  0.01 0.01 
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Tables 2-3 present two examples of numerous investigations with the random data 
points. Table 2 presents the results with the random data points of dimensionality m=4 
(number of points n=16). Table 3 presents the results with the random data points of 
dimensionality m=6 (number of points n=20). 

In all the experiments (not only presented in Tables 1-3) the proposed constrained 
optimization achieved the global minimum. 

Table 3. Results of investigation with the random data points of dimensionality m=6 (number 
of points n=20) 

Optimal Stress value 8.16616 10.32240 
Average local optimization error in % 22.47 9.29 
Number of local minima 38 37 

Probability of finding a global minimum 
by multistart random local optimization 

0.37 0.38 

r∆  value  100 100 

1r value   0.01 0.01 

The proposed optimization procedure is more computation exhaustive. The number 
of variables is larger in comparison with the optimization by the usual approach. For 
example, the execution time is 5 times greater in comparison to single start of the 
usual approach for the data set of Table 2.    

6   Conclusions 

The new approach replaces the difficult multimodal optimization problem by a 
simpler optimization problem that uses the constrained local optimization procedure. 
It minimizes the Stress function in the original high-dimensional space subjected to 
zero planarity constraint.  

This approach eliminates the problem of the initial choice of variables and the 
difficulties caused by the Stress function multimodality. 

However, the optimization procedure is more computation exhaustive. The number 
of variables is larger in comparison with the optimization by the usual approach; the 
constrained optimization requires some steps.   

We did not test any evaluations of the computational efficiency of the new 
approach for various data, neither did we consider possible performance improvement 
observations in the paper. These issues remain as a possible trend of further research.  
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Abstract. The aim of this paper is to address computational aspects
of the targeted observations problem for atmospheric chemical transport
models. The fundamental question being asked is where to place the
observations such that, after data assimilation, the uncertainty in the
resulting state is minimized. Our approach is based on reducing the sys-
tem along the subspace defined by the dominant singular vectors, and
computing the locations of maximal influence on the verification area.
Numerical results presented for a simulation of atmospheric pollution in
East Asia in March 2001 show that the optimal location of observations
depends on the pattern of the flow but is different for different chem-
ical species. Targeted observations have been previously considered in
the context of numerical weather prediction. This work is, to the best of
our knowledge, the first effort to study targeted observations in the con-
text of chemical transport modeling. The distinguishing feature of these
models is the presence of stiff chemical interactions.

Keywords: Chemical transport models, data assimilation, adjoint mod-
els, singular vectors, targeted observations.

1 Introduction

Our ability to anticipate and manage changes in atmospheric pollutant con-
centrations relies on an accurate representation of the chemical state of the
atmosphere. As our fundamental understanding of atmospheric chemistry ad-
vances, novel computational tools are needed to integrate observational data
and models together to provide the best, physically consistent estimate of the
evolving chemical state of the atmosphere. Such an analysis state better defines
the spatial and temporal fields of key chemical components in relation to their
sources and sinks. This information is critical in designing cost-effective emission
control strategies for improved air quality, for the interpretation of observational
data such as those obtained during intensive field campaigns, and to the execu-
tion of air-quality forecasting.

Data assimilation is the process of integrating observational data and model
predictions in order to provide an optimal analysis of the state of the system
(here, the atmosphere) and/or optimal estimates of important model parame-
ters (e.g., the strength of the anthropogenic emissions that drive the pollutant
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concentrations in the atmosphere). In a variational approach data assimilation
is formulated as an optimization problem where the model parameters are es-
timated such that the mismatch between model predictions and observations
is minimized. In atmospheric applications data assimilation is typically used to
find the optimal initial state of the system; the resulting parameter estimation
problems have millions of control variables.

The objective of this work is to develop techniques for optimal placement of
observations in chemical transport modeling. Adaptive observations placed in
well-chosen locations can reduce the initial condition uncertainties and decrease
forecast errors. A number of methods were proposed to “target observations”,
i.e. to select areas where additional observations are expected to improve consid-
erably the skill of a given forecast. Our proposed approach uses singular vectors
to identify the most sensitive regions of the atmospheric flow and to optimally
configure the observational network. The observations are placed in locations
that have a maximal perturbation energy impact on the verification area at the
verification time.

Singular vectors (SVs) are the directions of fastest error growth over a finite
time interval [10, 14]. Buizza and Montani [1] showed that SVs can identify the
most sensitive regions of the atmosphere for targeted observations. Majudmar
et al.[12] compare the SV approach for observation targeting to the ensemble
transform Kalman filter. Dăescu and Navon [5] discuss the adaptive observation
problem in the context of 4D-Var data assimilation. Estimation of the optimal
placement of adaptive observations is also discussed in [7, 11]. Leutbecher [9]
derives optimal locations of observations by minimizing the variance of the as-
similated field; a computationally tractable problem is obtained by projecting
the covariance on the subspace of the dominant singular vectors.

The paper is organized as follows. In Section 2 we introduce the chemical
transport models and the concept of singular vectors as the directions of maxi-
mal energy growth. Section 3 discusses a maximum energy impact criterion for
placing the observations. Numerical results from a simulation of air pollution in
East Asia are shown in Section 4. Section 5 summarizes the main findings of this
work.

2 Background

2.1 3D Chemical-Transport Models

Chemical transport models solve the mass-balance equations for concentrations
of trace species in order to determine the fate of pollutants in the atmosphere
[16]. Let ci be the mole-fraction concentration of chemical species i, Qi be the
rate of surface emissions, Ei be the rate of elevated emissions and fi be the rate
of chemical transformations. Further, u is the wind field vector, K the turbulent
diffusivity tensor, and ρ is the air density. The evolution of ci is described by
the following equations

∂ci

∂t
= −u · ∇ci +

1
ρ
∇ · (ρK∇ci) +

1
ρ
fi(ρc) + Ei , t0 ≤ t ≤ tv ,
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ci(t0, x) = c0
i (x) ,

ci(t, x) = cin
i (t, x) for x ∈ Γ in , K

∂ci

∂n
= 0 for x ∈ Γ out , (1)

K
∂ci

∂n
= V dep

i ci − Qi for x ∈ Γ ground , for all 1 ≤ i ≤ Nspec .

Here Γ denotes the domain boundary (composed of the inflow, outflow, and
ground level parts) and x is the spatial location within the domain. We will use
M to denote the solution operator of the model (1). The state is propagated
forward in time from the “initial” time t0 to the “verification” time tv (i.e., the
final time of interest)

c(tv) = Mt0→tv (c(t0)) . (2)

Perturbations (small errors) evolve according to the tangent linear model (TLM)

δc(tv) = Mto→tv δc(t0) , (3)

and adjoint variables according to the adjoint model

λ(t0) = M∗
tv→toλ(tv) . (4)

Here M and M∗ denote the solution operators of the two linearized models. A
detailed description of chemical transport models, and the corresponding tangent
linear and adjoint models, is given in [17].

Our main interest is to minimize the forecast uncertainty over a well defined
area (the “verification domain” Ωv ⊂ Ω) at a well defined time (the “verification
time” tv). We define a spatial restriction operator G from the entire model
domain to the verification domain:

G : Ω ⊂ �n −→ Ωv ⊂ �nv , nv � n . (5)

2.2 Singular Vectors

Singular vectors (SVs) determine the most rapidly growing perturbations in the
atmosphere. The magnitude of the perturbation at the initial time t0 is measured
in the L2 norm defined by a symmetric positive definite matrix E

‖ δc(t0) ‖2
E = 〈 δc(t0) , E δc(t0) 〉 . (6)

Similarly, the perturbation magnitude at the verification time tv is measured in
a norm defined by a positive definite matrix F

‖ δc(tv) ‖2
F = 〈 δc(tv) , F δc(tv) 〉 . (7)

We call the norms (6) and (7) squared the “perturbation energies”. The ratio
between perturbation energies at tv (over the verification domain) and at t0
(over the entire domain) offers a measure of error growth:

σ2 =
‖G δc(tv)‖2

F

‖δc(t0)‖2
E

=
〈δc(t0),M∗

tv→toG
∗ F GMto→tvδc(t0)〉

〈δx(t0), Eδc(t0)〉 (8)
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In (8) we use the fact that perturbations evolve in time according to the dynamics
of the tangent linear model (3).

SVs are defined as the directions of maximal error growth, i.e. the vectors
sk(t0) that maximize the ratio σ2 in equation (8). These directions are the solu-
tions of the generalized eigenvalue problem

M∗
tv→to G∗ F GMto→tv sk(t0) = σ2

k E sk(t0) . (9)

The left side of (9) involves one integration with the tangent linear model followed
by one integration with the adjoint model. The eigenvalue problem (9) can be
solved efficiently using the software package ARPACK [8].

Using the square root of the the symmetric positive definite matrix E the
generalized eigenvalue problem (9) can be reduced to a simple eigenvalue problem

E− 1
2 M∗

tv→to G∗ FG Mto→tv E− 1
2 vk = σ2

k vk(t0) , vk = E
1
2 sk(t0) . (10)

Furthermore, vk(t0) are the left singular vectors in the singular value decompo-
sition

F
1
2 GMto→tv E− 1

2 = U ·Σ·V T where Σ = diagk{σk} , σk uk = F
1
2 G sk(tv) .

(11)
The SVs sk are E-orthogonal at t0 and F-orthogonal at tv〈

sk(t0), Esj(t0)
〉

= 0 and
〈
Gsk(tv), FGsj(tv)

〉
= 0 for j �= k .

(12)
The equations (11) and (12) justify the name of “singular vectors”. The singular
value decomposition of the linear operator Mt0→tv , with the E scalar product
at t0 and the F scalar product at tv, has the left singular vectors sk(t0) and the
right singular vectors sk(tv). The singular values σk are the error amplification
factors along each direction sk.

The computation of singular vectors in the presence of stiff chemistry is dis-
cussed in [17], where computational challenges are reported related to the loss
of symmetry due to the stiff nature of equations.

2.3 Perturbation Norms

In numerical weather prediction models variables have different physical mean-
ings (wind velocity, temperature, air density, etc). The energy norms correspond
to physical total energy, potential enstrophy, etc. Such norms provide a unified
measure for the magnitude of perturbations in variables of different types.

In chemical transport models variables are concentrations of chemical species.
Since all variables have the same physical meaning, and similar units, we expect
that simple L2 norms in (6) and (7) will provide a reasonable measure of the
“magnitude of the perturbation”. Since concentrations of different species vary
by many orders of magnitude we expect that the perturbations of the more
abundant species (e.g., CO) will dominate the total perturbation norms. To
have a balanced account for the influence of all species it is of interest to consider
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the directions of maximal relative error growth. For practical reasons [17] it is
advantageous to approximate the relative errors by the absolute errors δcs

ijk

scaled by “typical” concentration values ws
ijk at each time instant. Therefore

the choice of matrices in the norms (6) and (7) is

W (t) = diagi,j,k,s

{
ws

i,j,k(t)
}

, E = W (t0)−2 , F = W (tv)−2 .

One reason for this approximation is that the “typical” concentrations ws
i,j,k can

be chosen to be bounded away from zero. More importantly, having the weights
independent of the system state c keeps the maximization problem equivalent
to a generalized eigenvalue problem.

3 Targeted Chemical Observations

We now determine those locations where perturbations have the largest energy
impact over the verification area. For this, consider an initial perturbation vector
δk equal to zero everywhere, except for one component at a given location where
its value is 1. The index k spans all variables in the system, and a particular
value of k identifies a single chemical component and a single location.

A certain species at a certain location is perturbed (or, equivalently, is ob-
served, and therefore the perturbation is reduced). This vector can be written
in terms of the singular vectors

δs
i,j,k =

∑
m

αm sm (t0) ,

where the expansion coefficients can be obtained by the orthogonality relations
of the singular vectors

αm =
〈
δs
i,j,k , E sm (t0)

〉
= (E sm(t0))

s
i,j,k

The vector of perturbations at the final time is

δc(tv) =
∑
m

αm Mto→tv sm (t0) =
∑
m

αm σm sm(tv) .

Using the orthogonality of the singular vectors at the final time in the F-norm
we have that the total perturbation energy is

Es
i,j,k =

〈
Gδc(tv) , FGδc(tv)

〉
=

∑
m

σ2
mα2

m =
∑
m

σ2
m

(
(E sm(t0))

s
i,j,k

)2

A vector which has each component equal to the energy impact of the corre-
sponding delta initial perturbation is therefore:

E =
∑
m

σ2
m (E sm(t0))

2 =
∑
m

ζ2
m . (13)
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The squares of the vectors are considered in an element by element sense. Clearly
this sum can be well approximated by the first several terms which correspond
to the dominant singular values.

The observations should be located at those points where the energetic impact
over the verification area is the largest. These points are easily identified as they
are the largest entries of the E vector.

4 Numerical Results

The numerical tests use the state-of-the-art regional atmospheric chemical trans-
port model STEM [2]. The simulation covers a region of 7200 km × 4800 km in
East Asia and the simulated conditions correspond to March 2001. More details
about the forward model simulation conditions and comparison with observa-
tions are available in [2].

The computational grid has nx × ny × nz nodes with nx=30, ny=20, nx=18,
and a horizontal resolution of 240 km × 240 km. The chemical mechanism is
SAPRC-99 [3] which considers the gas-phase atmospheric reactions of volatile
organic and nitrogen oxides in urban and regional settings. The adjoint of the
comprehensive model STEM is discussed in detailed in [16]. Both the forward
and adjoint chemical models are implemented using KPP [4, 6, 15]. The forward
and adjoint models are parallelized using PAQMSG [13]. ARPACK [8] was used
to solve the symmetric generalized eigenvalue problems and compute the singular
vectors.

We are interested in minimizing the uncertainty in the prediction of ground
level ozone concentrations above Korea at 0 GMT March 4, 2001 (shaded area
in Figure 1). Thus the “verification area” is Korea, and the “verification time” is
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Fig. 1. Optimal placement of chemical observations using the maximum energy impact
criterion. Observations of O3, NO2, HCHO, and CO are shown. The verification is
ground level ozone over Korea (shaded area) at 0 GMT March 4, 2001. The observations
are taken at 6h (circle), 12h (diamond), 18h (downward triangle), 24h (square), 36h
(pentagon), and 48h (upward triangle) before verification time.
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0 GMT March 4 2001. Most of the uncertainty in the verification region at the
final time is determined by the uncertainty along the dominant singular vectors
at the initial time. The uncertainty (error) growth rates along each direction are
given by the corresponding singular values.

In order to improve predictions within the verification region observations are
needed in areas of maximal perturbation impact, determined using the dominant
singular vectors. The optimal location of chemical observations at 6h, 12h, 18h,
24h, and 48h before the verification time is illustrated in Figure 1. As expected
the optimal location of observations changes in time and drifts away from the
verification area for longer intervals. Due to the different roles played by different
chemical species in ozone formation, the optimal location of O3 measurements is
different than the optimal location of NO2 or HCHO observations. For example
O3 can be formed in the presence of NO2 emissions and then transported over
long distances. In contrast, the HCHO lifetime is short and it can produce O3
only locally.

5 Conclusions

The integration of observations and model predictions through data assimilation
is essential for improved forecast capabilities in numerical weather prediction
and in air pollution simulations. Atmospheric data assimilation is a parameter
estimation problem with millions of degrees of freedom: the optimal analysis
state of the atmosphere is found by minimizing the mismatch between model
predictions and observations.

This paper develops a computationally tractable approach to target atmos-
pheric chemical observations. The fundamental question being asked is where
to place the observations such that, after data assimilation, the uncertainty in
the resulting state is minimized. Our approach is based on reducing the system
along the subspace defined by the dominant singular vectors, and placing the
observations are placed in those locations that have a maximal perturbation
energy impact on the verification area at the verification time. Numerical results
presented for a simulation of atmospheric pollution in East Asia in March 2001
show that the optimal location of observations depends on the pattern of the
flow but is different for different chemical species.

Targeted observations have been previously considered in the context of nu-
merical weather prediction. This work is, to the best of our knowledge, the first
effort to target chemical observations in the context of reactive atmospheric flow
models.
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Abstract. Optimization problems where the evaluation step is com-
putationally intensive are becoming increasingly common in both en-
gineering design and model parameter estimation. We describe a tool,
Nimrod/O, that expedites the solution of such problems by performing
evaluations concurrently, utilizing a range of platforms from worksta-
tions to widely distributed parallel machines. Nimrod/O offers a range
of optimization algorithms adapted to take advantage of parallel batches
of evaluations. We describe a selection of case studies where Nimrod/O
has been successfully applied, showing the parallelism achieved by this
approach.

1 Introduction

Research in optimization concentrates on search methods; the objective function
is usually only mentioned with regard to how its properties affect the validity
and efficiency of the algorithm. A published algorithm will typically (see for
example [20]) contain lines of the form

evaluate y = f(x1, x2, . . . , xn)

giving the impression that the step is minor. However for a substantial class of
optimization problems the execution time of the algorithm is dominated by this
evaluation step.

One such set of problems involve industrial design. Increasingly, in the design
of engineering machines and structures, the prototyping stage is being replaced
by computer modelling. This is normally cheaper, allows exploration of a wider
range of scenarios and the possibility of optimization of the design. Consider for
example a design problem in mechanical engineering, that of choosing the shape
of a component that meets the functional specifications and is also optimal in
the sense of giving maximal fatigue life [16]. Computation of the fatigue life
involves a finite element analysis of the stress field followed by computation
of perturbations produced by a range of hypothetical pre-existing cracks and
calculation of the growth rate of these cracks under a given load regime.

Another class of optimization problems occurs in scientific modelling where
one wishes to determine the values of underlying parameters that have given

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 720–727, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Model Optimization and Parameter Estimation with Nimrod/O 721

rise to observed results. This inverse problem may be considered an optimiza-
tion problem, searching through the plausible parameter space to minimize the
discrepancy between the predicted and observed results. Inverse computational
problems of this type are becoming common throughout many branches of sci-
ence; some examples are described in a later section.

Such computational models typically take minutes or hours on a fast machine
and an optimization requires that the model is executed many times. Hence it
becomes attractive where possible to perform batches of these evaluations con-
currently, sending the jobs to separate processors. Large clusters of processors
are now commonly available for such work [1]. This paper describes a tool, Nim-
rod/O, that implements a variety of optimization algorithms, performing objec-
tive evaluations in concurrent batches on clusters of processors or the resources
of the world computational grid.

2 The Nimrod Family of Tools

Parametric studies are explorations of the results of computational models for
combinations of input parameters. Nimrod/G, [6, 4, 9], was designed to assist en-
gineers and scientists in performing such studies using concurrent execution on a
cluster of processors or the global grid. The user typically specifies a set of values
for each parameter and the tasks required for a computation. Nimrod/G then
generates the appropriate parameter combinations, arranges for the executions
of these jobs and transfer of files to and from the cluster nodes, informing the
user of progress with a graphical interface. Such an experiment may take days
so failure of cluster nodes is a common problem; Nimrod/G reschedules jobs
from a failed node. The number of concurrent jobs is limited only by the size of
the cluster. Thus the user may achieve high concurrency without modifying the
executables.

Nimrod/O [19] is a tool that provides a range of optimization algorithms and
leverages Nimrod/G to perform batches of concurrent evaluations. Hence it is
an efficient tool for the types of optimization problems mentioned earlier. Below
we describe the operation of Nimrod/O and discuss some of the projects where
it has been used. Note that Nimrod/O is not unique in offering distributed opti-
mization. OPTIMUS Parallel [2], a commercial product, was developed at about
the same time. However the focus there is narrower than that of Nimrod/O, with
an emphasis on Design of Experiments and Response Surface Methods.

The Nimrod Portal [3] provides a friendly interface to the Nimrod toolset. It
uses drop down menus to design and run an experiment and to select compu-
tational resources. Such resources may be added or removed as the experiment
proceeds.

3 Nimrod/O

Nimrod/O requires a simple text “schedule” file that specifies the optimization
task and the optimization method(s) to use. Several different algorithms and
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different instances of the same algorithm (varying the algorithm settings or the
starting points) may be performed concurrently. But each evaluation task is
funnelled through a cache to prevent duplication of jobs. If the cache cannot
find the result in its database then the job is scheduled on the computational
resources available. Since the Nimrod/O cache is persistent, when an aborted
experiment is restarted the cache can provide results of all jobs completed ear-
lier and hence a rapid recapitulation of the earlier work. Nimrod/O also allows
separate users to share a cache so a useful database of completed jobs may be
developed.

Often the objective functions produced by computational models produce
multiple local optima. Further, the noise produced by discretization of the con-
tinuum may be significant and this gives a rough landscape adding further local
optima as artifacts. The ability to run multiple optimizations from different
starting points often reveals these multiple optima and may indicate which is
global. As they are run concurrently this may be achieved without affecting the
elapsed time.

The schedule file specifies the optimization in a declarative fashion. It is how-
ever simpler than standard optimization specification languages such as GAMS
or AMPL as the definition of the objective function is assumed to be hidden
within an executable program. An imperative section gives the commands needed
to compute that objective.

An example schedule is shown in Figure 1. The first section of this specifies
the parameters, their type (floats, integers or text) and ranges. Text parameter
are used for categorical data; a separate optimization is performed for each com-
bination of text values. For float parameters the “granularity” may be specified
to control the rounding of values that is applied before they are sent for evalua-
tion of the objective. The coarser granularity will improve the chances of a cache
match with previous jobs, possibly at the expense of a less accurate optimum.
Integer parameters are treated as floats with a granularity of 1.

parameter x float range from 1 to 15 method simplex
parameter y float range from 0.5 to 1.5 starts 5
parameter z float range from 0.5 to 1.0 starting points random
parameter w text select anyof "stt" "dynm" tolerance 0.01

endstarts
constraint x >= y + 2.0^z endmethod
constraint {x > sin(pi*y)} or {x < 10}

method bfgs
task main starts 5
copy * node:. starting points random
node:substitute skeleton model.inp tolerance 0.01
node:execute ./model.exe model.inp line steps 8
copy node:obj.dat output.$jobname endstarts

endtask endmethod

Fig. 1. A sample configuration file
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The next section of the schedule specifies the “tasks” needed to evaluate the
objective, normally to run a computational model. This includes the distribution
of requisite files to the computational processors (the nodes), perhaps substitu-
tion of parameter values in input files, the execution of the evaluation programs
and the return of the objective value. In this case the file skeleton has strings $x,
$y, $z and $w replaced by their current values to form an input file model.inp for
the computation. The executable model.exe performs the modelling producing
a numerical result in the file obj.dat which is then copied back to the root node.

Finally the schedule gives the optimization method or methods to use. The ex-
ample shown uses two methods, downhill simplex and BFGS. Note that several
“starts” are specified, five simplex, five BFGS. This gives ten separate opti-
mizations all of which will run concurrently if sufficient computing nodes are
available.

4 Nimrod/O Algorithms

Nimrod/O is designed to solve optimization problems in engineering design and
scientific modelling that typically involve a search space that is the cross product
of several continuous parameters. Thus the problems are rarely of the combina-
torial nature frequently encountered in operations research. Rather they require
hill-climbing methods. The optimization algorithms offered by Nimrod/O reflect
this requirement.

The algorithms provided fall into three categories. The first type samples the
whole search space. It includes an exhaustive search with a given granularity for
each numerical parameter. There is also a “subdivision search”. This evaluates
the space on a coarse grid then iterates, each iteration using a finer grid around
the best point revealed by the previous iteration.

The second class are some traditional downhill search methods and recent
variants: the direct search method of Hooke and Jeeves, the simplex method
of Nelder and Mead, and some variants, the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) quasi-Newton method, and simulated annealing. Finally there are popu-
lation based methods. EPSOC is an evolutionary programming algorithm using
the ideas of self-organised criticality [13]. Nimrod/O interfaces with external
genetic algorithm implementations GENEsYs and gamut.

The design of Nimrod/O allows for co-scheduling with external optimiza-
tion routines. Using library functions supplied an external program can forward
batches of jobs to Nimrod/O and hence take advantage of distributed computa-
tion, caching and constraint evaluation facilities.

Traditionally, search algorithm efficiency has been judged on the number of
function evaluations required. In the Nimrod/O scenario execution time is domi-
nated by function evaluations but these are processed in concurrent batches. As-
suming there are sufficient computational resources to handle the largest batch
then the number of batches becomes the critical factor in execution time. In im-
plementing the optimization algorithms we have modified standard algorithms
where this gives a reduced total number of batches.
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For example with the traditional simplex search each iteration evaluates the
objective at four points on a line. Nimrod/O offers the alternative of a line search
to find the best point along that line. It also offers variants which search along
several lines. Although these modifications require more evaluations, experiments
suggest, [14], that batch counts are reduced and convergence expedited.

Batches of evaluations may also be augmented with jobs that may (or may
not) be required at a later stage in the algorithm. This is known as “speculative
computing”, [10]. The Nimrod/O simulated annealing implementation can an-
ticipate the step after next, adding tasks that may be needed then. Again this
increases the total evaluations but reduces the execution time, [15]. Note that
concurrent batch processing also favours the population based methods as the
members of a large population may all be assessed concurrently.

5 Nimrod/O Case Studies

Nimrod/O has been successfully applied to a wide variety of optimization prob-
lems. A sample is discussed here. Data relating to the parallelism achieved in
these experiments are combined at the end of this section.

Air Quality Modelling (AQM)
The model used predicted the concentration of ozone in an airshed, given con-
centrations of precursor chemicals together with meteorological data for the city
modelled. The task [12, 5, 7] was to minimize the ozone concentration within a
range of values for N and R, the concentrations of oxides of nitrogen and reactive
organics respectively. Since ozone concentration is not a monotonic function of
the input concentrations, the minimum does not necessarily correspond to least
N and R.

Electromagnetic Modelling (EM)
The design of a test rig for mobile telephone antennas included a ferrite bead
to reduce distortion of the radiation pattern [5, 7]. The finite-difference time-
domain technique was used to solve Maxwell’s equations for the design. The aim
was to determine the dimensions and properties of the bead that minimized the
losses due to testing.

Airfoil
Flow around an airfoil was modelled, [8], using the computational fluid dynamics
package FLUENT. Input parameters were the thickness, camber and angle of
attack of the airfoil; the aim was to maximize the ratio of lift to drag.

Quantum Chemistry (QC)
Hybrid quantum mechanics-molecular mechanics use quantum computations for
small “active” regions of a molecule and classical methods for the rest. A major
problem is correct coupling of the two models. This work, [21], uses the recently
developed method of inserting a “pseudobond” at the junction between the mod-
els. The method was applied to an ethane molecule using a “pseudopotential”
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of the form U(r) = A1 exp(−B1r
2) + A2 exp(−B2r

2). The task was to deter-
mine parameters A1, A2, B1 and B2 to minimize a least squares measure of the
difference between the model properties and those of real ethane.

Plate Fatigue Life (PFL)
This work [16], modelled the fatigue life of plates containing an access hole, as
occurs for example in stiffeners in airplane wings. This required finite element
computation of the stress field and the Paris model of the growth of pre-existing
cracks. The aim was to determine the hole profile under certain constraints that
optimized this fatigue life.

Transformation Norm of an Integral Transform (TNIT)
The norm of the Generalized Stieltjes Transform is a long unsolved problem in
mathematical analysis. A model was used to compute the ratio of the output
norm to the input norm for a 2 parameter family of input functions and Nim-
rod/O optimized this ratio [18]. A novel aspect of this project was that multiple
optimizations were performed for a parameter sweep of two further parameters;
so multiple instances of Nimrod/O were launched by Nimrod/G.

5.1 Parallelism

For a single Nimrod/O optimization, if all evaluations required the same execu-
tion time then the ratio of the number of evaluations to the number of batches
would give the parallelism attained. (When execution times vary then this over-
estimates the parallelism as discussed in [17], since the execution time for a
batch is that of the longest job.) The case studies described above used multi-
ple optimizations, thus increasing the effective parallelism. We assume sufficient
computational resources to run all optimizations concurrently. In that situation
the number of batches in the longest optimization is the main determinant of the
total experiment time. Figure 2 gives n, the number of optimizations, b and e,
the number of batches and of evaluations for the longest optimization, B and E,
the total batches and evaluations for all optimizations. Then the ratios e/b and
E/B estimate the concurrency for a single optimization provided by batch eval-
uation. E/b estimates the concurrency for the combined optimizations provided
by both batching and concurrent optimizations.

6 Conclusion

Optimization problems where evaluation of the objective function is computa-
tionally intensive are increasingly common. Nimrod/O is a tool that can expe-
dite such problems by providing concurrent execution of batches of evaluations
and concurrent multiple searches. It uses either a cluster of processors or the
resources of the world computational grid; concurrency is limited only by the
number of processors available. Nimrod/O offers a range of standard search al-
gorithms and some novel ones, and is easily extensible to new algorithms. Since
the total execution time is determined by the number of batches rather than the
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Experiment Method n b e B E e/b E/B E/b

AQM BFGS 1 10 46 10 46 4.6 4.6 4.6
EM BFGS 10 17 95 102 581 5.6 5.7 34.2

Simplex 10 16 42 106 286 2.6 2.7 17.9
Simplex-L 10 21 146 124 859 7.0 6.9 40.9
Simplex-L1 10 16 144 104 843 9.0 8.1 52.7

RSCS 10 9 54 61 371 6.0 6.1 41.2
RSCS-L 10 17 127 116 858 7.5 7.4 50.5
RSCS-L1 10 12 121 89 818 10.1 9.2 68.2
EPSOC 10 20 892 200 8616 44.6 43.1 430.8
EPSOC 10 20 1117 200 10601 55.9 53.0 530.1

Airfoil Simplex 10 40 160 241 908 4.0 3.8 22.7
Simplex-L 10 70 1037 463 6753 14.8 14.6 96.5
Simplex-L1 10 28 385 183 2657 13.8 14.5 94.9

RSCS 10 53 525 173 1717 9.9 9.9 32.4
RSCS-L 10 71 1042 369 5385 14.7 14.6 75.8
RSCS-L1 10 34 530 219 3301 15.6 15.1 97.1
EPSOC 10 20 1260 200 12472 63.0 62.4 623.6

QC BFGS 63 300 1450 3121 14650 4.8 4.7 48.8
PFL simplex 9 26 88 132 505 3.4 3.8 19.4
TNIT simplex 209 93 305 3048 10602 3.3 3.5 114.0

Fig. 2. Parallelism achieved by some experiments

number of evaluations modifications to some traditional search algorithms are
advantageous and have been incorporated into Nimrod/O.
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Abstract. This paper presents artificial neural networks (ANNs) for the 
criticality evaluating of spare parts in a power plant. Two learning methods 
were utilized in the ANNs, namely back propagation and genetic algorithms. 
The reliability of the models was tested by comparing their classification ability 
with a hold-out sample and an external data set. The results showed that both 
ANN models had high predictive accuracy. The results also indicate that there 
was no significant difference between the two learning methods. The proposed 
ANNs was successful in decreasing inventories holding costs significantly by 
modifying the unreasonable target service level setting which is confirmed by 
the corresponding criticality class in the organization. 

1   Introduction 

Inventory control of spare parts (SPs) plays an increasingly important role in modern 
operations management. The trade-off is clear: on one hand a large number of spare 
parts ties up a large amount capital, while on the other hand too little inventory 
inevitably results in poor supply service level or extremely costly emergency actions 
[1]. There are about 5,000 SPs that are vital for safely production in a nuclear power 
plant in China. This plant is one of the most successful commercial power plants and 
the main technologies are gained from France. In addition, most of them are non-
standard and purchased from France with a lead-time ranging from 8 to 20 weeks. 
The company is usually obliged to carry inventories consisting of over 110 millions 
dollars of SPs ready for maintenance. 

A key distinguishing feature of the SPs inventory system is the need to specify the 
criticality of the items. The criticality of an item is a very important factor associated 
with the service level that can be defined as the probability of no shortage per 
replenishment from shelf. Then, we can identify the optimal control parameters 
according to all kinds of constrain condition. Factors such as costs of SPs, 
availability, storage considerations, probability of requirement of a SP, machine 



 The Criticality of Spare Parts Evaluating Model Using ANN Approach 729 

downtime costs, etc., are generally considered while managing SPs inventories. Many 
analytical models of different inventory control systems have been discussed [2-
3].However, there is no evidence that any of the works have attempted to raise the 
question of evaluating the criticality of SPs using systematic and well-structured 
procedures. Moreover, the various models described in the literature feature many 
assumptions that remain violated in real life. Simple and straightforward procedure 
such as ABC classification approach and the analytic hierarchy process (AHP) 
analysis have been used in practice for specifying inventory control polices and for 
fixing inventory review periods [4]. But the index considered, named lead time, type 
of spare and stock out implication, is so simple and may results in inaccuracy result.  
A better way to manage an inventory is thorough the development of better technique 
for identifying the criticality class (H, M or L) of a SP, which can also be regard as a 
classification problem, and management inventories from the point of view of their 
necessity in maintenance operation. However, the criticality of SPs needs to be 
evaluated and this is a difficult task which is often accomplished using subjective 
judgments. Therefore, identifying criticality class for a new SP in an accurate and 
efficient way becomes a challenge for inventory management.  

Artificial neural network (ANN) is an artificial intelligence based technique, which 
is applicable to the classification process. The ANN can simulate a manager's 
utilization of perceived relationships for both quantitative and qualitative cues that 
provide important intermediate steps towards reaching the decision maker's final 
judgment. These networks have at least two potential strengths over the more 
traditional model-fitting techniques [5]. First, ANNs are capable of detecting and 
extracting nonlinear relationships and interactions among predictor variables. Second, 
the inferred patterns and associated estimates of the precision of the ANN do not 
depend on the various assumptions about the distribution of variables. The purpose of 
this study is to examine the classification accuracy of ANN as an aid to facilitate the 
decision making process of identifying the criticality of SPs. More specifically two 
types of learning methods, namely back propagation (BP) and genetic algorithms 
(GA) are used to examine the ANNs classification ability. The rest of this paper is 
organized as follows. Section 2 reviews the concepts of ANN. This is followed by the 
research methodology, and the evaluation of the classifier models. The paper 
concludes with summary of the findings and directions for future research. 

2   Artificial Neural Networks 

Like their biological counterpart, ANNs are designed to emulate the human pattern 
recognition function by the parallel processing of multiple inputs, and can capture the 
causal relationships between the independent and dependent variables in any given 
data set, i.e. ANNs have the ability to scan data for patterns which can be used to 
construct nonlinear models [6]. 

An ANN consists of a number of neurons, which are distributed in a number of 
hierarchical layers. One of the most widely implemented neural network architecture 
is the multilayer perceptions (MLP) model. A typical MLP used in this paper is 
shown in Fig. 1. This network has a three-layer, feed forward, hierarchical structure. 
The total number of neurons, number of neurons on each layer, as well as the number 
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of layers determines the accuracy of the network model. The neurons in the input 
layer represent the attributes or stimuli in a data set. These inputs (x1, x2, …, xn) 
initiate the activations into the network. 

 

Fig. 1. Structure of the MLP ANN 

As illustrated in Fig.1, these inputs are combined in the lower portion of the 
neuron. The upper portion of the neuron takes this sum and calculates the degree to 
which the sum is important using a transfer function (f); producing an individual 
output, 
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where, w is weight vector w=[w1, w2,…,wn]; and x is the input vector x =[x1, x2, …,xn]; 
for a specific neuron. The transfer function serves as a dimmer switch for turning on 
and off, depending on the input into the neurons. The selection of the transfer function 
typically depends on the nature of the output of the network. In this regard, there are a 
number of alternatives, including the step function, sigmoid function, hyperbolic 
tangent function, and linear function among others. Because the output of this study is 
continuous in nature and ranges from 0 to 1, this study uses the sigmoid transfer 
function ( ) 1/(1 ( ))f w x e w x′ ′= + −  as recommended by Zahedi [7]. 

Since the criticality evaluating of SPs problems are inherently non-linear in nature, 
it is important to create an ANN, which can approximate complex non-linear 
functions. This is achieved by adding hidden layers (i.e. several layers of sigmoid 
functions), which consist of neurons that receive inputs from the preceding cells and 
pass on outputs to subsequent cell layers. Although in theory a single hidden layer is 
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sufficient to solve any function approximation problem, some problems may be easier 
to solve using more than a single hidden layer [8]. A commonly used learning method 
in ANN is the BP algorithm. 

2.1   Back Propagation Algorithm Based Learning 

The essence of the BP learning algorithm is to load the input/output relations within 
the MLP topologies so that it is trained adequately about the past to generalize the 
future [9]. The steps of the BP algorithm are given below: 

Step 1: initialize weights to connections [wjk] and [vij] with random weights. 
Step 2: input Xi (i=1…n) receives an input signal and passes the signal to the 

hidden units Zj. 
Step 3: each of the hidden units Zj (i=1,…,n) sums the weighted input signals net 

input to
1

n

j j i iji
Z x vθ

=
= +  and applies the activation function to compute the 

output signal, where kθ =Bias on hidden unit j. 

Step 4: each of the output units Yk (k=1,…,n) sums the weighted input signals net 

input to 
1

n

k k j jkj
Y z wθ

=
= +  and applies the activation function to compute the 

output signal, uk = Bias on output unit k. 
Step 5: each of the output units compares its computed activation with a target to 

determine association error ek = yk -tk: Based on ek, errors at output unit Yk is 
calculated as follows: 

1

n

k k k j jk
j

e z wδ θ
=

= +  

and sent to all neurons in the previous layers. 
Step 6: when the training converges and the system error decreases below an 

acceptable threshold, the ANN is considered to be trained and then applied over the 
testing data set. 

The BP algorithm however, may not provide the most efficient way to train neural 
networks and has in many instances resulted in inconsistent performance [10].In other 
words, obtaining a global solution is often dependent on the choice of starting values. 
An alternate approach to learning is selections, i.e. a complete behavior system is 
generated, by evolutionary process. Evolutionary development has been shown to be 
an extremely important source for generating more complexity in systems. 
Evolutionary development has been studied in great depth from a mathematical point 
of view, for instance [11].A common variant for classifying systems is called GA. 
This learning technique is discussed below.  

2.2   Genetic Algorithm Based Learning 

GA is a stochastic heuristic optimization search technique designed following the 
natural selection process in biological evolution, i.e. it models the nature of sexual 
reproduction in which the genes of two parents combine to form those of their 
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children. When this technique is applied to problem solving, the basic premise is that 
an initial population of individuals representing possible solutions to a problem is 
created. Each of these individuals has certain characteristics that make them more or 
less fit as members of the population. The most fit members will have a higher 
probability of mating than lesser fit members, to produce progeny that have a 
significant chance of retaining the desirable attributes of their parents [12]. This 
method is very effective at finding optimal or near optimal solutions to a wide variety 
of problems, because it does not impose many of the limitations required by 
traditional methods [13-14]. It is an elegant generate-and-test strategy that can 
identify and exploit regularities in the environment, and converges on solutions that 
are globally optimal or nearly so. The GA consists of four steps, namely: 
initialization, reproduction, selection and convergence.   

2.3   Easy-Use Subsystem 

From what discussed above, we can see that this is a rather complex process. 
However, easy operating is an important measurement rule of any software system. 
So, we develop this easy-use subsystem to identify the criticality class of SPs. The 
main user interface of this subsystem, which is built using the Matlab software 
produced by Mathworks Laboratory Corporation, is shown in Fig. 2.   

 

Fig. 2.  The user interface of subsystem 

3   Research Methodology 

The empirical investigation was carried out using real-world data obtained from a 
nuclear power plant in China. A sample of 160 data sets (omitted) was used to design 
the network. Each data set represented a spare part and contained four types of 
information: predictability of failure (easy, difficult or impossible), lead time (days, 
ranging from 8-25 weeks), availability of spare part suppliers (easy or difficult), 
specificity of a spare part (standard, nor-standard). These criteria were selected based 
on their importance, as indicated by power plant managers through personal 
interviews.  A five-step procedure was used to design the ANN, as discussed below. 
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(1) Representing spare parts in the ANN model  
This study represented the identifying the criticality classes of spare parts with 

regard to four attributes: lead-time, predictability of failure, availability of spare part 
suppliers and specificity. The first criterion for judging a spare part is lead-time, 
which is the elapsed time between placing an order with a vendor and when that order 
arrives. Predictability of failure and specificity of a part is also important for 
criticality class. At the same time, we know that the criticality class may not be 
treated as “H” when the suppliers are easy to find. Inventory managers use ad hoc 
techniques to integrate the above criteria for criticality class classifications.  

(2) Developing the neural network identifying models 
Each of the networks consisted of 4 input neurons (one for each spare part 

characteristic), 16 hidden neurons, and 3 output neurons (namely, criticality class: H, 
M or L). The momentum learning parameter was chosen for its simplicity and 
efficiency with respect to the standard gradient.  The value of the learning parameters 
and the threshold function were kept constant, since the purpose of this study was to 
evaluate the performance of the ANN topologies. 

(3) Training the neural network identifying models  
To assess the predictive accuracy of the ANN models the experimental sample was 

split into two distinct groups, namely, a training group (100 items) and a holdout data 
(60 items). Using the former, the network models were trained. This process is used to 
determine the best set of weights for the network, which allow the ANN to classify 
the input vectors with a satisfactory level of accuracy. 

(4) Validating the ANN identifying models 
After the network was trained, the holdout data (consisting of the 60 data sets) was 

entered into the system, and the trained ANN was used to test the selection accuracy 
of the network for the 60 testing data sets. This is where the predictive accuracy of the 
machine learning techniques compared against the criticality classes as defined by the 
experienced inventory managers is measured. 

(5) Further validation of the classification models 
To validation model’s ability to classify data, another data set from another power 

plant was obtained; this “out of population” i.e. external data set consisting 100 spare 
parts was input into the predictive model only for purpose of model validation. 

4   Result Analysis and Its Applications 

The results of their classification for 160 randomly selected items are collected. All 
variables were significantly different for all the groups at =0.01 level, indicating that 
the three groups represented different populations. 

In order to study the effectiveness of the ANN based classifiers, we must test the 
prediction accuracy by reference to expertise’s judgment. As shown in Table 1, some 
classification errors may be inevitably and have a negative impact on replenishment 
decision making. So, it is necessary for managers check the classification result 
before using them. In practice, we can specify different target service level according 
to the kinds of criticality class. For example, the desire target service level that is 
measured by the expected shortage per replenishment cycle is specified as 99.95% for 
a SP with the criticality class of “H”. In the same way, a certain target service level of 
97% (95%) is conformed for criticality class of “M’ (“L”) according to the practical 
maintenance requirement.   
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Table 1. Prediction accuracy of ANNs (significant at 0.01) 

 
ANN (BP) (%) ANN (GA) (%) 

Overall training sample 84.5 85.8 
Holding sample   
Overall classification 82.4 86.9 
Item H 81.9 82.1 
Item M 82.6 84.2 
Item L 85.2 89.6 
   
External sample   
Overall classification 86.0 86.3 
Item H 100 100 
Item M 84.2 85.2 
Item L 82.8 83.9 

5   Conclusions 

This paper presents an ANN approach for criticality class evaluation of various SPs. 
Specifically, two learning methods were utilized in the ANNs, namely, BP and GA. 
The reliability of the models was tested by comparing their classification ability with 
a holdout data and an external data set. The results indicate that the ANN classifier 
models have a relative high predictive accuracy and acceptable. In addition, the 
results also indicate that there was no significant difference between the two learning 
methods. The use of the ANN model can prove to be a persuasive analytical tool in 
deciding whether the criticality class of an SP should be classified as a category H, M, 
or L item. By deploying this neural network based model, the unreasonable target 
service level setting which is confirmed by the corresponding criticality class are 
modified and the inventory at DaYa Bay Nuclear Power Plant in China consisting of 
over 100 billion dollars worth of SPs can be reduced by 6.86% while maintaining the 
reasonable target service level. However, although these classification models have 
several advantages, they also have their limitations. For example, the numbers of 
variables that can be input into these models are limited and many new important 
qualitative variables may be difficult to incorporate into the models. So, the model 
should not entirely replace professional judgment.   
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Abstract. So far, the weakest failure detectors had been studied extensively for 
several of such fundamental problems. It is stated that Perfect Failure Detector 
P is the weakest failure detector to solve the Election problem with any number 
of faulty processes. In this paper, we introduce Modal failure detector M and 
show that to solve Election, M is the weakest failure detector to solve election 
when the number of faulty processes is less than n/2 .  We also show that it is 
strictly weaker than P. 

1   Introduction 

The concept of (unreliable) failure detectors was introduced by Chandra and 
Toueg[6], and they characterized failure detectors by two properties: completeness 
and accuracy. Based on the properties, they defined several failure detector classes: 
perfect failure detectors P, weak failure detectors W, eventually weak failure detectors 
�W and so on. In [6] and [8] they studied what is the "weakest" failure detector to 
solve Consensus. They showed that the weakest failure detector to solve Consensus 
with-any number of faulty processes is W and the one with faulty processes bounded 
by n/2  (i.e., less than n/2  faulty processes) is W.  
After the work of [8], several studies followed. For example, the weakest failure 
detector for stable leader election is the perfect failure detector P [7], and the one for 
Terminating Reliable Broadcast is also P [6]. 

In this paper, we first redefine the model of failure detectors and consider the 
weakest failure detectors to solve the stable leader election problem with the 
assumption that there is a majority of correct processes. We show that if f is only 
bounded by a value of less than n/2 , where n is the number of processes, the 
weakest failure detector to solve election is not P.  

The rest of the paper is organized as follows. In Section 2 we describe our system 
model. In Section 3 we introduce the Modal Failure Detector M and show that to 
solve Election, M is necessary while P is not, whereas M is sufficient when a majority 
of the processes are correct. Finally, Section 4 summarizes the main contributions of 
this paper and discusses related and future work. 
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2   Model and Definitions 

Our model of asynchronous computation with failure detection is the one described in 
[5]. In the following, we only discuss some informal definitions and results that are 
needed for this paper. 

2.1   Processes 

We consider a distributed system composed of a finite set of processes Ω={1,2,..,n} to 
be completely connected through a set of channels. Each process has a unique id and 
its priority is decided based on the id, i.e., a process with the lowest id has the highest 
priority. Communication is by message passing, asynchronous and reliable. Processes 
fail by crashing and the crashed process does not recover. We consider systems where 
at least one process is correct (i.e. f  |Ω| ).  

A failure detector is a distributed oracle which gives hints on failed processes. We 
consider algorithms that use failure detectors. An algorithm defines a set of runs, and 
a run of algorithm A using a failure detector D is a tuple R = < F, H, I, S, T>: I is an 
initial configuration of A; S is an infinite sequence of events of A (made of process 
histories); T = t0 · t1 · t2 · · tk is a list of increasing time values indicating when each 
event in S occurred where t0 denotes a starting time; F is a failure pattern that denotes 
the set F(t) of processes that have crashed through any time t. A failure pattern is a 
function F from T to 2 . The set of correct processes in a failure pattern F is noted 
correct(F) and the set of incorrect processes in a failure pattern F is noted crashed(F); 
H is a failure detector history, which gives each process p and at any time t, a 
(possibly false ) view H(p,t) of the failure pattern. H(p,t) denotes a set of processes, 
and q∈ H(p,t) means that process p suspects process q at time t. 

2.2   Failure Detector Classes, Reducibility and Transformation 

Two completeness properties have been identified. Strong Completeness, i.e. there is 
a time after which every process that crashes is permanently suspected by every 
correct process, and Weak Completeness, i.e. there is a time after which every process 
that crashes is permanently suspected by some correct process. Four accuracy 
properties have been identified. Strong Accuracy, i.e. no process is never suspected 
before it crashes. Weak Accuracy, i.e. some correct process is never suspected. 
Eventual Strong Accuracy ( Strong), i.e. there is a time after which correct processes 
are not suspected by any correct process; and Eventual Weak Accuracy ( Weak), i.e. 
there is a time after which some correct process is never suspected by any correct 
process. 

The notation of problem reduction was first introduced in the problem complexity 
theory [10], and in the formal language theory [9]. It has been also used in the 
distributed computing [11,12]. We consider the following definition of problem 
reduction. An algorithm A solves a problem B if every run of A satisfies the 
specification of B. A problem B is said to be solvable with a class C if there is an 
algorithm which solves B using any failure detector of C.  A problem B1 is said to be  
 



738 S. Park 

reducible to a problem B2 with class C, if any algorithm that solves B2 with C can be 
transformed to solve B1 with C. If B1 is not reducible to B2, we say that B1 is harder 
than B2. 

2.3   The Stable Leader Election 

The stable leader election problem is described as follows: at any time, at most one 
process considers itself the leader, and at any time, if there is no leader, a leader is 
eventually elected. Once a process is elected to be a leader, it can’t be demoted 
before crash. The stable leader election problem is specified by the following two 
properties: 

• Safety: At any time, if a correct process has its leader set to true, then all other 
processes that had their leader set to true crashed. 

• Liveness: At any time, there eventually exists a process that has its leader set 
to true. 

3   Failure Detector to Solve Election 

We define the Modal failure detector M, which is weaker than P. We show that, to 
solve Election: (1) M is necessary (for any environment), and (2) M is sufficient for 
any environment with a majority of correct processes. We then show that (3) P is 
strictly stronger than M for any environment where at least one processes can crash in 
a system of at least three processes. 

3.1   Modal Failure Detector 

Each module of failure detector M outputs a subset of the range 2 . The most 
important property of M, denoted by Modal Accuracy, is that a process that was once 
confirmed to be correct is not suspected before crash. Let HM be any history of such a 
failure detector M. Then M satisfies the following properties: 

• Strong Completeness: There is a time after which every process that crashes is 
permanently suspected by every correct process. 
• Eventual Weak Accuracy: There is a time after which some correct process is never 
suspected by any correct process.  
• Modal Accuracy: Initially, every process is suspected. After that, any process that is 
once confirmed to be correct is not suspected before crash. More precisely: 

3.2   The Necessary Condition for Election 

The basic idea of our algorithm is the following. Initially, the value of FLi and CLi is 
set to  and  respectively.  That means that initially every process is suspected and 
none is confirmed. After that each process periodically invokes election and waits 
until the result of election is returned. If the received leader is in FLi, then process i 
removes it from FLi and puts it into CLi. If it is not identical with the current leader 
then process i puts the id of the current leader into FLi since the leader that was once 
confirmed to be correct has crashed. 
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/* Algorithm executed by every process i */ 
1 FLi : = ;  
2 CLi := ; 
3 current_leader := NULL; 
4 Periodically (τ) do 
5  election(); 
6 Upon received (leader, j) do  
7  if ( j  FLi  j  CLi ) then 
8      FLi := FLi – { j }; 
9      CLi := CLi  { j };  
10 end-if 
11 if  ( current_leader  j) do 
12       FLi := FLi  { current_leader };  
13       current_leader := j; 
14 end-if 

Fig. 1. Emulating M using Election 

Lemma 3.1. The algorithm of Fig.2 uses Election to implement M. 

Proof. We show below that FLi satisfies Strong Completeness, Eventually Weak 
Accuracy and Modal Accuracy properties of M. 

• Strong Completeness: Once elected as a leader, the process can be demoted only if 
it crashes. Initially, every process is suspected by invoking FLi := in line 2 of fig.1. 
Therefore, it satisfies strong completeness. After that the correct process i removes j 
from FLi in line 8 of fig.1 only once at most and only if process i received j as a 
leader. Let assume that process j is elected as the leader and then crashes at time t, and 
let assume that process i is a correct process. Then by the liveness property of 
election, process i eventually receives the message (leader, j). Assume by 
contradiction that strong completeness is violated. It implies that process i never puts j 
into FLi even though it has crashed. This means that process i invokes election in line 
5, but always receive j as a leader in line 6 of fig.1, even though it has crashed. 
However, because leader process j crashes at time t, there is a time t’ so that for every 
t’’> t’, process i never receives process j as a leader by the liveness property of 
election: a contradiction.                                                                                                 

• Eventually Weak Accuracy: By contradiction, assume that eventual weak accuracy 
is violated. It implies that with every correct process j, there is a correct process i that 
suspects it. Let process j be elected as a leader and it doesn’t crash. That is to hold, 
there should be a correct process i that never stops suspecting j even though j is 
elected to be the leader in the algorithm of fig.1. However, by the liveness property of 
the election algorithm of fig. 1, once correct processes j is elected as a leader and 
doesn’t crash, then every correct process eventually receives the message (leader, j) 
and knows that j is a leader: contradiction.                                                               
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• Modal Accuracy: By contradiction, assume that modal accuracy is violated. By 
algorithm fig. 1, the predicate j  FLi (t) implies that at time t’’< t, process j is elected 
and removed from FLi. The predicate j  FLi (t’) implies that at time t’> t, process k ( 
k  j ) is elected as a leader when j is the current leader and j is inserted to FLi. Given 
that a process was once elected as a leader in stable election, the process can be 
demoted only if it crashes. Thus, the new leader can be returned only if the current 
leader crashes. That implies j F(t’). So it is a contradiction.                                       

The following theorem follows directly from Lemma 3.1. 

Theorem 3.1. If any failure detector D solves election, then M  D. 

3.3   The Sufficient Condition for Election 

Periodically processes wait for an output from M to ensure the leader’s crash. If the 
process receives from M the information that the current leader has crashed and at the 
same time the status of current leader is not false, i.e., (current_leaderi  ⊥), the 
process invokes consensus with a new candidate for leader and decides the new leader 
returned by consensus. Otherwise the process decides the current leader. We assume 
that every process i, either crashes, or invokes election in Fig.2. The new leader 
candidate of participant i, denoted new_candidatei, is decided by the next function. 
The current leader, denoted by current_leaderi, is decided by the consensus function. 
The status of participant i whether it is a leader or not is decided by the variable, 
leaderi. That is, if the variable leaderi is set true, the process i considers itself a leader. 

function election( ) 
/* Algorithm executed by every process i */ 
1 leaderi := false; 
2 current_leaderi := ⊥; 
3 new_candidatei := Next(0); 
4 current_leaderi := Consensus(new_candidatei); 
5 if (current_leaderi = i ) then leaderi = true fi 
6 Periodically (τ) inquiry Mi 
7 Upon received HM(i) from Mi do  
8  if ((current_leaderi  HM(i)) (current_leaderi  ⊥)) then 
9      new_candidatei := Next(current_leaderi); 
10    current_leaderi := ⊥; 
11    current_leaderi := Consensus(new_candidatei); 
12    if (current_leaderi = i ) then leaderi := true fi 
13  fi  

Fig. 2. Transforming Consensus into Election with M 

We define the Next function of process i in Fig.2 as follows. 

Next( k ) = min { j | j  H(i ,t)  j   k }. 

Lemma 3.2. The algorithm of Fig.2 uses M to transform Consensus into Election. 

Proof. We consider the properties of Election separately. 
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• Safety: A process that every correct process does not suspect is eventually elected 
as a leader by Next and Consensus functions. Let process i be the current leader 
elected at time t that is denoted by current_leader ( t ) = i, then clearly the process i is 
a correct process that the failure detector M of every correct process does not suspect 
at time t’, t’< t. By Modal Accuracy the new leader is elected only when the current 
leader i has crashed.                                                                                                        

•  Liveness: Consider leader i that is elected at time t in Fig.3. After that, if the 
leader process crashes at time t’, t’>t, then by Strong Completeness of M, there is a 
time after that some correct processes suspect the current leader. There is eventually 
some correct process which executes line 7-11 of fig. 3. They decide a prospective 
leader by using the Next function and transfer it as a parameter to Consensus 
function. With the Validity property of Consensus, a process decides its leader only 
if some process has invoked consensus. By the Termination property of Consensus, 
every correct process eventually decides a leader that ensures the Liveness property 
of Election.                                                                                                        

We define here failure detector M. Each module of M outputs a subset of . Failure 
detector M satisfies Strong Completeness and Eventually Weak Accuracy, together 
with Modal Accuracy. Since Consensus is solvable with Strong Completeness and 
Eventually Weak Accuracy for any environment with a majority of correct processes 
[8], then the following theorem follows from Lemma 3.2: 

Theorem 3.2. M solves Election for any environment where a majority of processes 
are correct, f<n/2. 

Finally, we can state the following theorem from Theorem 3.1 and Theorem 3.2. 

Theorem 3.3. For any environment with f < n/2, M is the weakest failure detector to 
solve Election. 

Proof : It is straightforward from Theorem 3.1 and Theorem 3.2   

3.4   Modal Failure Perfection Is Not Perfection 

Obviously, failure detector P can be used to emulate M for any environment, i.e., M  
P. We state in the following that the converse is not true for any environment where at 
least one processes can crash in a system. 

Theorem 3.4. P  M for any environment where at least one process can crash in a 

system. 

Proof. (By contradiction). We assume that there is an algorithm AM P that transforms 
M into failure detector P. Then we show the fact that P, transformed by above the 
algorithm, satisfies Strong Completeness, but it does not satisfy Strong Accuracy: So 
it is a contradiction. We denote by output(P) the variable used by AM P to emulate 
failure detector P, i.e., output(P)i denotes the value of that variable at a given process 
i. Let F1 be the failure pattern where process 1 has initially crashed and no other 
process has crashed, i.e., F1(t0) = { 1}. Let H1 be the failure detector history where all  
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processes permanently output {1} at t’, t’> t0; i.e., i , t’ T, t’> t0 : H1( i , t’) = 
{ 1}. Clearly, H belongs to M(F1). Since variable output(P) satisfies Strong 
Completeness of P then there is a partial run of A M P, R1 = < F1, H1, I, S1, T > such 
that j , t’’ T, t’’  t’ : {1} output(P)j. Consider failure pattern F2 such that 
correct(F2)=  (F2 is failure free) and define the failure detector history H2 such that 
i , t T : H2( i, t) = { 1},  t’  t  t’’  and H2( i, t) = , t > t’’. Note that H2

M(F2) and t’  t t’’ , i -{ 1} : H1(i ,t) = H2(i ,t). Consider R2 = < F2, H2, I, S2, T 
> of A M P such that  S1[k] = S2[k], t T, t’  t t’’. Let R2 outputs a history HP

P(F2). Since partial runs of R1 and R2 for t’  t t’’ are identical, the resulting history 
HP of process j is: t T, t’  t t’’: { 1 } output(P)j.  But in R2, at t, t’  t t’’ : 1

 output(P)j and 1 correct(F2), which means that P violates Strong Accuracy: a 
contradiction.                                                                                                                       

4   Concluding Remarks 

So far the applicability of these results to problems other than Consensus has been 
discussed in [6,13,14,15]. In [8], it is shown that Consensus is sometimes solvable 
where Election is not. In [7], it was shown that the weakest failure detector for 
Election is Perfect failure detector P, if we consider Election to be defined among 
every pair of processes. If we consider however Election to be defined among a set of 
at least three processes and at most one can crash, this paper shows that P is not 
necessary for Election. An interesting consequence of this result is that there exists a 
failure detector that is weaker than Perfect failure detector P to solve Election at the 
environment where a majority of processes are correct, f<n/2. 

This paper introduces Modal failure detector M which is weaker than Perfect 
failure detector P, and shows that: (1) M is necessary to solve Election, (2) M is 
sufficient to solve Election, and (3) M is the weakest failure detector to solve Election 
when a majority of the processes are correct. A corollary of our results above is that 
we can construct a failure detector that is strictly weaker than P, and yet solves 
Election.  

Is this only theoretically interesting? We believe not, as we will discuss below. 
Interestingly, failure detector M consists of S+Modal Accuracy and it helps 
deconstruct Election: intuitively, S conveys the pure agreement part of Election, 
whereas Modal Accuracy conveys the specific nature of detecting a leader crash. 
Besides better understanding the problem, this deconstruction provides some practical 
insights about how to adjust failure detector values in election protocols.  

In terms of the practical distributed applications, we can induce some interesting 
results from the very structure of S+Modal Accuracy on the solvability of Election. 
In real distributed systems, failure detectors are typically approximated using time-
outs. To implement the Modal Accuracy property, one needs to choose a large time-
out value in order to reduce false leader failure suspicions. However, to implement  

S, a time-out value that is not larger than the one for Modal Accuracy is needed. 
Therefore an election algorithm based on S+Modal Accuracy might reduce 
possibility of violating the safety condition but speed up the consensus of electing a 
new leader in the case of a leader crash.  
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Abstract. The Software-Based fault-tolerant routing [1] has been proposed as 
an efficient routing algorithm to preserve both performance and fault-tolerant 
demands in large–scale parallel computers and current multiprocessor systems-
on-chip (Mp-SoCs). A number of different analytical models for fault-free 
routing algorithms have been suggested in the past literature. However, there 
has not been reported any similar analytical model of fault-tolerant routing in 
the presence of faulty components. This paper presents a new analytical model 
to capture the effects of failures in wormhole-switched k-ary n-cubes using 
Software-Based fault-tolerant routing algorithm. The validity of the model is 
demonstrated by comparing analytical results with those obtained through 
simulation experiments. 

1   Introduction 

Over the recent years, there exist many compute-intensive applications that require a 
large amount of processing power that can be merely achieved with massively parallel 
computers [1, 2]. The failure of components in such systems does not only reduce the 
machine computational power, but also deforms the interconnection network, which 
may consequently lead to a disconnected network. A network is disconnected if there 
exist two nodes without any fault-free path to route messages between them [2].  

Direct networks have been a popular means of interconnecting mechanisms in 
parallel computers. The k-ary n-cube (also referred as n-dimensional, radix-k torus) is 
currently used as one of the most popular topologies for direct network. Moreover, the 
torus has been widely adopted in the last generation of practical parallel machines [2].  

Network latency is one of the major factors that affect the performance communi-
cation networks. In order to minimize the network latency, wormhole switching (also 
known as wormhole routing [3]) has been widely adopted in the networks. Network 
throughput can be increased by organizing the flit buffers associated with each 
physical channel into several virtual channels. A virtual channel consists of a buffer, 
together with associated state information, capable of holding one or more flits of a 
message [4].  
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Routing is the process of transmitting data from one node to another node in a 
given system. Most past multicomputers have adopted deterministic routing (also 
widely known as Dimension-ordered routing [5]) where messages with the same 
source and destination addresses always take the same network path. Fault-tolerance 
is the ability of a routing algorithm to bypass faulty nodes/links in the network. The 
Software-Based approach [1] as an instance of fault-tolerant routing algorithm has 
been widely reported in literatures. The research presented in this paper use 
theoretical results of queuing theory to predict the message latency of the Software-
Based routing scheme in the presence of faulty components.   

The reminder of the paper is structured as follows. Section 2 describes some terms 
and backgrounds used in this paper. Section 3 presents our modeling approach while 
Section 4 validates the analytical model using a discrete-event simulator. Finally, 
Section 5 summarizes the work reported in this paper and presents possible directions 
for future works.  

2   Preliminaries  

The k-ary n-cube, where k is referred to as the radix and n as the dimension, has N=kn 
nodes, arranged in n dimensions, with k nodes per each dimension. Each node can be 
identified by an n-digit radix k address (a1, a2,…, an). Nodes, with address (a1, a2,…, 
an), (b1, b2,…, bn) are connected iff there exists i, (1 i n), such that ai=(bi ± 1) mod k 
and ai=bj for 1 i n; i j. Each node consists of a Processing Element (PE) and router. 
A node is connected to its neighbouring nodes via the input and output channels. The 
injection/ejection channel is used by the processor to inject/eject messages to/from the 
network. 

3   The Analytical Model 

This section describes the assumptions used in the analysis, and then presents the 
analytical models for deterministic Software-Based routing algorithm.  

3.1   Assumptions 

The model is based on the following assumptions that have been widely employed in 
similar networks analysis studies [4-9].  

• Nodes generate traffic independently of each other, and which follows a Poisson 
process with a mean rate of g messages per cycle.   

• The arrival process at a channel is approximated by an independent Poisson 
process. 

• Message destinations are uniformly distributed across network nodes. Message 
length is M flits, each of which requires one-cycle to move from one router to the 
next.  

• The local queue at the injection channel in the source node has infinite capacity. 
Moreover, messages are transferred through the ejection channel to the local node 
as soon as they arrive at their destinations.  
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• V (V>1) virtual channels are used per physical channel. At a given routing step, a 
message chooses randomly one of the available virtual channels at one of the 
physical channels, if available, that brings it closer to its destination. 

• Each node failed with probability Pf. The probabilities of node failure in the 
network are equiprobable and independent of each other. Moreover, Faults are 
static [1-3] and distributed uniformly throughout the network such that do not 
disconnect it. 

• Nodes are more complex than links and thus have higher failure rates [1, 2]. So, 
we assume only node failures.  

3.2   Outline of the Analytical Model  

The mean message latency is composed of the mean network latency, L , which is the 
time to cross the network, and then the mean waiting time, sW , seen by the message in 

the local queue before entering the network. However, to capture the effects of the 
virtual channels multiplexing, the mean message latency is scaled by a factor, V , 
representing the average degree of virtual channels multiplexing, that takes place at a 
given physical channel. Therefore, we can write the mean message latency as [6] 

Mean message latency = VWL s )( +  (1) 

In what follows, we will describe the calculation of L , sW , and V . 

3.2.1   Calculation of the Mean Network Latency ( L ) 
In the Software-Based fault-tolerant routing, when a message encounters a fault, it is 
first re-routed in the same dimension in the opposite direction. If another fault is 
encountered, the message is routed in a perpendicular dimension in an attempt to 
route around the faulty regions [1]. At each dimension a message may encounters a 
node that is faulty with probability Pf or a node that is non-faulty again with 
probability (1-Pf). Thus, the average number of hops traversing each dimension,

fk , is 

calculating by weighting average of average number of hops taken in each case. 
Therefore, using the method proposed in [7], 

fk  is calculated by       
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Each PE generates, on average, g, messages in a cycle. Resulting in a total N g 
newly-generated messages per cycle in the network. Since each message visits, on 
average, fkn  hops to cross the network, and the total number of channels in the 

network is 2nN, the rate of messages received by each channel, c , can be written as 

2fgc kλλ =  
(3) 

Fig. 1 depicts the state transition diagram of the message flow through the network 
with the associated transition probability and latencies at each state. The message 
needs to pass r-1 intermediate nodes to reach its destination. State Lr, j (0 j  r-1) 
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denotes that the header is at the intermediate node. Moreover, states Lr, 0 and Lr, r 
denotes that the header is at the source and destination nodes, respectively. Thus, the 
Latency seen by a message at the destination is  

Lr, n=0 (4) 

 

Fig. 1. The state transition diagram of the message flow in deterministic Software-Based routing 

Let 
jbP be the probability of blocking at dimension j. A message is blocked at a 

given dimension j when all the virtual channels of that dimension are busy. To 
compute 

jbP  two cases should be considered: (i) V virtual channels are busy, and (ii) 

V-1 virtual channels are busy. The number of combinations where V-1 out of V virtual 
channels are busy is ( )V

V 1−
 of which only one combination result in all virtual channels 

are busy. Let 
vj

P (0 v V) represents the probability that v virtual channels at a 

physical channel in dimension i are busy. Taking into account the two above cases, 

jbP can be calculated as 
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1 1j V V

V
b j j VP P P

− −= +  
(5) 

The latency Lr, j, seen by the message when crossing channel j, can be written as 

  
VjrssfjrcbfV PLLWMPLWPPPL

jrjjjr ,1, )()1)]((1[
,,

++++++++−= + ∆  
(6) 

In the Equation (6), the first term accounts for the case when does not encounter a 
faulty component at channel j. The message may wait 

jcW with probability 
jbP to 

acquire one of the required virtual channels to advance to the next channel (i.e., j+1), 
where it sees latency Lr, j+1 to complete its journey. The second term, on the other 
hand, accounts for the case when the message encounters a faulty component. In this 
case, the message is delivered to the local queue of the current intermediate node after 
M cycles to account for the message transmission time. It also may suffer a delay 
overhead of ∆ cycles due to its re-injection at the node. The message then experiences 
a waiting time 

sW  in the local queue. Once at the head of local queue, it may 
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experience blocking before it manages to access a virtual channel to make its next hop 
to continue its network journey. Therefore, the latency seen by a message at the head 
of local queue,

jr,sL , is given by 

jrjjjr sBjrCbBs LPLWPPL
,,

)1)(1( 1, +++−= +
 

(7) 

Where PB is the probability that a message blocked at the local queue and given by 
the Equation (15). To compute the mean latency for a message, we first consider the 
ejection channel. The service time for this channel, 0T , is simply the message length, 

M cycles. A message at dimension j, traverses fk hops, on average, and then moves to 

the next dimension j-1. At each hope there is one cycle to transfer header flit over a 
channel, and some delay due to blocking in the network. Thus, the mean service time 
of a channel in dimension j, jT , can be expressed as 

≤≤+
=

=
− njLkT
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j 1
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Finally, the mean network latency, L , seen by a message visiting fkn  channels to 

cross from source to destination is given by 
 nTL =  (9) 

3.2.1.1   Calculation of the Mean Waiting Time (
jcW ). To determine the mean waiting 

time, 
jcW , to acquire a virtual channel in dimension j, an M/G/1 queue is used with a 

mean waiting time given by [9] 
2 2 2 2(1 ) 2(1 ) , ,

j j jj j j j c j jT T Tw T C T C Tρ ρ ρ λ σ= + − = =  
(10) 

Where c is the traffic rate on the channel, jT is its mean service time, and 2

jT
σ is the 

variance of the service time distribution. Since the minimum service time at a channel 
equals to the average service time of the channels in the next dimension,

1−jT , 

following a suggestion proposed in [8], the variance of the service time can be 
approximated as 

2
1

2 )( −−= jjT
TT

j
σ  

(11) 

Hence the mean waiting time to acquire a virtual channel in dimension j becomes 

  )1(2])(1[ 22
1

2
jcjjjjcc TTTTTW

j
λλ −−+= −

 
(12) 

The above equations reveal that there are several inter-dependencies between the 
different variables of the model. For example, Equations (6) and (8) denote that jT  is 

a function of 
jcW while Equation (12) shows that 

jcW is a function of jT . Given that 

closed-form solutions to such inter-dependencies are very difficult to determine the 
different variables of the analytical model are calculated using iterative techniques for 
solving equations [9].   



 A Performance Model of Fault-Tolerant Routing Algorithm in Interconnect Networks 749 

3.2.1.2   Calculation of the mean waiting time in the local queue ( sW ). The local queue 

at the injection  channel  of  a  given  node is  
treated as an M/G/1 queuing system, as 
shown in Fig. 2. The local queue receives 
two types of messages: messages that are 
newly-generated by the local PE and those 
that experience blocking at the input 
channels of the node. Let us refer to these 
two types as “newly-generated” and “transit” 
messages,   respectively. The  local  queue 
receives newly-generated messages at a mean rate of g messages in a cycle. When a 
transit message reaches a given node, it may suffer from blocking at the current node 
with probability PV. The rate of transit messages arriving at the local queue is given by 

2n cPV (13) 
Therefore, the total traffic rate, t , arriving at the local queue of a given node can be 
written as 

 t = g + 2n cPV (14) 
The probability that a message blocked at the local queue, PB, can be expressed as 

PB = PV ( g + 2n c)/ t  (15) 

When a message has required (κ +1) retransmission attempts to cross the network, 
it should be experienced κ transmission failures before successfully leaving the local 
queue. It follows that the time interval between the start of transmission of a given 
message and successfully leaving the local queue is κ++

ncn WT  cycles with the 

following probability                   

(1 ) 0,1, 2,...B BP Pκ κ− =  (16) 

Therefore, service time distribution in the local queue is given by 

,...2,1,0)1(]Pr[ =−=++= κκ κ
BBcnT PPWTT

n
 

(17) 

The first two moments of the service time in the local queue are given by 
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(19) 

A message at the local queue enters the network through any of the V virtual 
channels. Using the Pollaczek-Khinchine [9] formula with a mean arrival rate t/V and 
the Equations (18) and (19), yields the mean waiting time, sW , experienced by a 

message in the local queue as 

 
 

Fig. 2. The queuing model at the injection 
channel of a given node 
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3.2.1.3   Calculation of the average degree of virtual channels multiplexing (V ). The 
probability,

vP , that v virtual channels are busy at a given physical channel can be 

determined using a model proposed in [4]. In the steady state, the model yields the 
following probabilities  
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Averaging over all dimensions, the average degree of multiplexing of virtual channels 
in the network is given by [4] 
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Fig. 3. The mean message latency of deterministic Software-Based routing in an 8-ary 2-cube 
and an 8-ary 3-cube networks with message length M=32 and 64 flits, number of random failed 
nodes nf =0, 3, 5, 12 and number of virtual channels per physical channel V=4, 10. 
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4   Validation of the Analytical Model 

Fig. 3 depicts latency results predicted by the model plotted against those provided by 
the discrete-event simulator for an 8-ary 2-cube and an 8-ary 3-cube using deter-
ministic Software-Based routing, respectively. Two message lengths are used, M=32 
and 64 flits. Random failed nodes are determined using a uniform random number 
generator while the delay overhead due to the message re-injection (∆) is set to zero. 
Moreover, the number of virtual channels per physical channel is set to V=4, 10 and 
different number of random failed nodes is set to nf =0, 3, 5 and 12. The horizontal 
axis in this figure represents the traffic generation rate while the vertical axis shows 
the mean message latency. The results reveal that the analytical model predicts the 
mean message latency with a good degree of accuracy in all regions. However, some 
discrepancies around the saturation point are apparent. This is a result of the 
approximations made when constructing the analytical model, e.g. the approximation 
used to estimate the variance of the service time distribution at a channel. This 
approximation greatly simplifies the model by avoiding the computation of the exact 
distribution of the message service time at a given channel. 

5   Conclusions 

A large number of fault-tolerant routing algorithms proposed in literatures for 
massively parallel systems, cluster-based systems, mobile systems, sensor networks, 
and multiprocessor systems-on-chip (MP-SoCs). The Software-Based fault-tolerant 
routing that has been known as an efficient routing method for reliable communi-
cation networks can route a message from source to destination, even in the presence 
of faulty components. In this paper, we proposed a new analytical model to compute 
the mean message latency of deterministic Software-Based routing in an n-dimen-
sional torus. Simulation experiments have shown that the results predicted by the 
model are in good agreement with those obtained through simulations under different 
working conditions. Future directions may include evaluating the perfor-mance of 
adaptive Software-Based routing and the other well-known fault-tolerant routing 
algorithms using our suggested approach. 
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Abstract. This paper describes a checkpointing mechanism destined for
Distributed Shared Memory (DSM) systems with speculative prefetch-
ing. Speculation is a general technique involving prediction of the fu-
ture of a computation, namely accesses to shared objects unavailable
on the accessing node (read faults). Thanks to such predictions objects
can be fetched before the actual access operation is performed, result-
ing, at least potentially, in considerable performance improvement. The
proposed mechanism is based on independent incremental checkpoint-
ing integrated with a coherence protocol introducing little overhead.
It ensures the consistency of checkpoints, allowing fast recovery from
failures.

1 Introduction

Modern Distributed Shared Memory (DSM) systems reveal increasing demands
of efficiency, reliability and robustness. System developers tend to deliver fast
systems which would allow to efficiently parallelize distributed processes. Unfor-
tunately, failures of some system nodes can cause loss of results of the processing
and require to restart the computation from the beginning. One of major tech-
niques used to prevent such restarts is checkpointing, which consists in periodi-
cally saving of the processing state (a checkpoint) in order to restore the saved
state in case of a further failure. Then, the computation is restarted from the
restored checkpoint. Only the checkpoints which represent a consistent global
state of the system can be used (the state of a DSM system is usually identified
with the content of the memory).

The communication induced (or dependency induced) checkpointing approach
offers simple creation of consistent checkpoints, storing a new checkpoint each
time a recovery dependency is created (e.g. interprocess communication), but
its overhead turns out to be too prohibitive for general distributed applications.
However, this approach has been successfully applied in DSM systems in strict
correlation with memory coherence protocols. This correlation allows to reduce
the number of actual dependencies and to significantly limit the checkpointing
overhead ([2],[6]).

Speculation is a technique intended to improve the efficiency of DSM opera-
tions. The speculation methods are required to be very fast, while they do not
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necessary have to make correct predictions, as the cost of the mistakes is usu-
ally considered negligible. They include speculative pushes of shared objects
to processing nodes before they would actually demand access [7], prefetching
of the shared objects [1], or self-invalidation of shared objects [5] among other
techniques.

This paper is organized as follows. Section 2 presents a formal definition of the
system model and speculation operations. In Section 3 we discuss the concept
of a checkpointing mechanism destined for DSM systems with speculation and
propose a SpecCkpt protocol. Concluding remarks and future work are proposed
in Section 4.

2 DSM System Model

A DSM system is an asynchronous distributed system composed of a finite set
of sequential processes P1, P2, ..., Pn that can access a finite set O of shared
objects. Each Pi is executed on a DSM node ni composed of a local processor and
a volatile local memory used to store shared objects accessed by Pi. Each object
consists of several values (object members) and object methods which read and
modify object members (here we adopt the object-oriented approach; however,
our work is also applicable to variable-based or page-based shared memory). The
concatenation of the values of all members of object x ∈ O is referred to as object
value of x. We consider here read-write objects, i.e. each method of x has been
classified either as read-only (if it does not change the value of x, and, in case
of nested method invocation, all invoked methods are also read-only) or read-
and-modify (otherwise). Read access ri(x) to object x is issued when process
Pi invokes a read-only method of object x. Write access wi(x) to object x is
issued when process Pi invokes any other method of x. By ri(x)v we denote that
the read operation returns value v of x, and by wi(x)v that the write operation
stores value v to x.

DSM objects are replicated on distinct hosts to allow concurrent access to
the same data. Concurrent processing in an asynchronous system is in general
nondeterministic. A consistent state of DSM objects replicated on distinct nodes
is maintained by a coherence protocol and depends on the assumed consistency
model. Usually, one replica of every object is distinguished as master replica. The
set of all replicas of a given object is referred to as copyset. The process holding
master replica of object x is called x’s owner. A common approach is to enable
the owner an exclusive write access to the object.

The speculation introduces special part of the system, called the predictor,
which is responsible for predicting future actions of the processes (e.g. future
read and write accesses) and according reactions. Using speculation, however,
an object may be fetched from its owner before the actual read access (i.e.
prefetched), as a result of prediction. By pi(x) we will distinguish a prefetch
operation on object x resulting from prediction made at process Pi.
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3 Speculation and Checkpointing

3.1 Base Protocol

According to our knowledge, the impact of speculation on the checkpointing has
not been investigated until now. While properly implemented speculation shall
never violate the system consistency, ignoring the specific of speculation may
severely damage the efficiency of checkpointing and recovery, as we will show.

We focus on prefetching techniques, but our approach should be easily adapt-
able to other speculation methods. In such techniques predictor anticipates the
future read faults and prevents them by fetching respective objects in advance.
The prediction may be incorrect in the sense that the process will never actually
access the fetched object. Nevertheless, using speculation techniques such as the
popular two level predictor MSP ([4]) turns out to increase the efficiency of most
DSM applications. Since the predictor uses the underlying coherence protocol,
it never violates the consistency of the memory.

Let us now consider the execution shown in Fig. 1. There is a dependency
between processes P1 and P2, since P2 fetches the value modified by P1. To
ensure the consistency in case of a subsequent failure of process P1, the system
forces P1 to take a new checkpoint containing the previously modified object x.

 

P2 

P1 

r2(x) 

FETCH(x) 
Object x value 
and permission to use it 

Checkpoint Failure Rollback 

P2 may continue 
the execution. 

Read fault. P2 is 
suspended until 
x is fetched. 

Consistency is 
preserved. P1 
and P2 have the 
same value of x. 

time 
w2(x) 

Fig. 1. Scenario without speculation. Real dependency between P1 and P2.

However, the situation may significantly change with speculation. In the sce-
nario presented in Fig. 2 the predictor assumes that process P2 will read the
value modified by P1, so it fetches the object to avoid a further read-fault. Per-
forming that fetch, the system forces process P1 to take a checkpoint. However,
the prediction eventually turns out to be false and P2 does not actually access
x. Therefore, no real dependency was created and checkpoint was unnecessary.
Unfortunately, P1 was unable to determine that the fetch resulted from a false
prediction, even if that fetch operation has been known to be speculative.

The problems presented above are summarized as follows:

– Access to objects (fetches) may result from speculation made by predictor
and therefore (in case of false prediction) may not result in real dependency;
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– Even when an access is marked as speculative, process has no way of de-
termining whether true dependency between processes will ever be created,
since it cannot determine whether the prediction is correct.

 

P2 

P1 

 p2(x) 

FETCH(x) Object x value 
and permission to use 

Checkpoint Failure Rollback 

P2 is not 
suspended, x is 
prefetched. 

P1 and P2 would 
have the same 
value of x even 
without the 
checkpoint 

P2 have never used x; 
the checkpoint was 
unnecessary 

Fig. 2. Scenario with speculation. No dependency between P1 and P2.

A possible solution is to introduce a new replica state and decouple access
requests for objects into two phases: prefetch and confirmation ( Fig. 3 ). A spec-
ulative prefetch operation is explicitly distinguished from a coherence operation
of a read access. The prefetched object replica is set into state PREFETCHED
on the requesting node, and PRESEND on the owner. Further read access per-
formed on the requesting node requires to ask for acknowledgment of accessing
the object (message CONFIRM). On reception of this message the owner takes
a checkpoint of the object, if necessary (e.g. the checkpoint could been taken
already before reception of CONFIRM request as a result of some operations
issued by other processes), and answers with a permission message (ACK).

Please note that ACK message does not contain the value the requested object
(since this value has been formerly prefetched and is available for the requesting
node). Therefore the overhead of the confirmation operation is in general lower
than of a read-fault.

 

P2 

P1 

p2(x) 

PREFETCH(x) Object  x value 

Checkpoint 

P2 is not 
suspended, x is 
prefetched. 

P2 is suspended 
until arrival of 
permission  

CONFIRM(x) 

r2(x) 

ACK 

Fig. 3. Coherence decoupling
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If the master replica of the considered object has been modified after a prefetch
but before the corresponding confirmation it is up to the coherence protocol
to decide about the acknowledgment (reading outdated values may be allowed
depending on the consistency model). The coherency protocol may force the
invalidation of a prefetched object before the confirmation. This invalidation
will be performed exactly as for objects fetched by nonspeculative operations.
Since there is no difference between those two types of operations from the point
of view of the coherence, only minor modifications of coherence protocols will be
necessary. The only significant difference concerns the checkpointing operations.

Our approach avoids unnecessary taking of checkpoints after a prefetch (when
no real dependency is created). The checkpoint is postponed until an actual
dependency is revealed on the confirmation request.

3.2 Protocol Improvement

Addressing the Protocol Efficiency. There are several possible ways to
further increase the protocol efficiency. It is possible to perform a consolidated
checkpoint of an entire group of objects ( i.e. burst checkpoint [2]). This may
significantly reduce the cumulative checkpointing overhead.

For instance, at the moment of further confirmation the prefetched object
demanding confirmation may have already been checkpointed (during some pre-
vious burst checkpoint) and no new checkpoint will then be required. In such
situation, no checkpoint overhead will be perceived by the application neither
on prefetch, nor on actual read access to the prefetched object.

Another possible optimization is to send confirmations to all prefetched repli-
cas directly after every checkpoint. The improvement of the efficiency is achieved
by avoiding the need of confirmation during a further access to the replica
prefetched earlier.

Addressing the Protocol Correctness. Let us consider a recovery situation
presented in Fig. 4. After the value 1 of x has been checkpointed, it is modified
again, to 2. Process P2 prefetches the modified value of x from P1. Then, P1
fails and recovers, restoring the checkpointed value x =1. Please note that the
confirmation requested by P2 cannot be granted, as it concerns a value of x that
became inconsistent after the recovery.

In order to ensure the consistency, the recovered process P1 might simply
invalidate every replica prefetched from P1 and not confirmed yet or, alterna-
tively, refuse all confirmation requests received after the recovery. While those
two solutions do prevent system from becoming inconsistent, they are far from
being optimal. The first approach may unnecessarily invalidate prefetched repli-
cas which were consistent (an unconfirmed replica may be perfectly consistent, as
presented in Fig. 5), or invalidate prefetched replicas which would never be used
anyway (therefore introducing unnecessary communication costs). The second
approach is even worse, since it basically turns off the whole prefetching mech-
anism after the first failure. Optimal solution should both prevent the system
from becoming inconsistent and allow the confirmation of all prefetched replicas
that do not violate the consistency.
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Fig. 4. Possible coherence problems with node failures

 
 

P2 

P1 

x = 1 

p2(x) 

Rollback 

x=1 

PREFETCH(x) 

Checkpoint w1(x)1 

INVALIDATE(x) 

System state is 
consistent  

Invalidation was 
superfluous 

Fig. 5. Unnecessary invalidations of all prefetched replicas after the owner recovery

One intuitive and simple (and wrong, as we will soon show) solution is to
use version numbers, increased after each meaningful change of the object (by
meaningful we understand the first object modification after each checkpoint).
Version numbers are stored in the checkpoints. Only replicas with version num-
ber equal to master version number (the version number of the master replica,
restored from checkpoint after the recovery) can be confirmed, and all other
confirmations would be refused.

However, this approach may result in inconsistent state after the recovery. Let
us consider a simple example illustrated by Fig. 6. Owner P1 modifies the object
x, therefore increasing the version number v(x) from m to m + 1. This version
of x would be prefetched by another process P2. Please note, that this version
is not checkpointed. After the recovery, master replica of x would be rolled back
to version m, and a subsequent change would again increase the version number
to m + 1 When process P2 would then ask for confirmation of his prefetched
replica, it would appear that he has the correct version of the object, and the
confirmation will be granted, possibly wrongfully.

Therefore, we investigate other possibilities, discussed in depth in [3]. Here
we present one which solves all the problems described above.
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Fig. 6. Possible consistency violation in the approach with version number

The proposed checkpointing protocol, SpecCkpt, combines version numbers
and the approach with invalidation of all prefetched replicas on recovery. Owners
maintain a version number associated with the objects. After the recovery, the
owner sends an invalidation request containing the version number restored from
the checkpoint. The receiving processes invalidate the prefetched replicas only if
their local version numbers are larger than the one received in the invalidation
message. This approach keeps the system consistent by invalidating those and
only those replicas which could violate it. The only small vice is the additional
communication costs, which may be unnecessary if the invalidated prefetched
replicas would never to be used anyway ( i.e on mispredication ).

Finally, let us present a remark about the optimization with confirmation of all
prefetched replicas on every checkpoint. When using this approach, if the replica
is in the prefetched state, it might be safely assumed that it is not consistent with
the version of the object restored from the checkpoint. Therefore, it’s enough to
simply invalidate all prefetched replicas on recovery.

4 Conclusions

This paper describes an approach to checkpointing shared objects with specula-
tion. We recognize the false dependencies and unnecessary checkpoints related to
speculative operations on shared objects. We propose the operation decoupling
which allows to decrease the frequency of checkpoints. Moreover, we describe
additional mechanisms reducing the checkpointing overhead and enabling fast
recovery. Practical verification of an implementation of SpecCkpt protocol is
currently performed.

There are at least two directions in which our approach could be further
studied and extended. First is to integrate the implementation of the proposed
checkpointing technique with a particular coherence model. Second direction is
to seek the optimizations for increasing positive effects of speculation.

Since our approach is very general, it still allows several optimizations con-
cerning distinct characteristics of the protocol.
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In the presented protocol, when the owner refuses to confirm the prefetch, the
prefetched object is invalidated. In the optimized version the current value of
the object may be sent along with ACK message.

In many typical scientific applications there are program loops which pro-
duce strictly defined sequence of requests. Commonly employed in such cases is
grouping the objects accessed in the loop into blocks, fetching (or prefetching)
them together. Access to the first object from such group may signal that the
program loop started again and other objects from this group will also be fetched
subsequently. Therefore, it appears useful to confirm the whole group on access
to the first object.
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Abstract. This paper presents the design implementation of digital cir-
cuit and verification method for power efficiency systems, focused on
static power consumption while the CMOS logic is in standby mode. As
complexity rises, it is necessary to study the effects of system energy
at the circuit level and to develop accurate fault models to ensure sys-
tem dependability. Our approach to designing reliable hardware involves
techniques for hierarchical power efficiency system (HPES) design and a
judicious mixture of verification method is verified by this formal refine-
ment. This design methodology is validated by the low power adder with
functional verification at the chip level after satisfying the design specifi-
cation. It also describes a new HPES integration method combining low
power circuit for special purpose computers. The use of new circuits and
their corresponding HPES design techniques leads to minimal system
failure in terms of reliability, speed, low power and design complexity
over a wide range of integrated circuit (IC) designs.

1 Introduction

The most important role of design and verification work is to make sure that
all circuits and systems operate safely. Some designers devote countless hours to
rigorously testing all integrated circuits (ICs) as part of designer’s responsibility
to help ensure that the system remains fail-free with minimal energy usage.

These days special purpose computers associated with energy-efficient designs
are becoming more important in telecommunications, and networking systems.
As one possible way of implementing energy-efficient system design, we propose
the hierarchical power efficiency system (HPES) design techniques which include
low power CMOS digital logic focused on stable system fault coverage.

This special purpose requirement, a low power adder design with HPES, is
therefore a good example of the development of fail-free environments because
it contains a well established logical prover, and uses a variety of logic.
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The implementation in this paper differs from others in the following aspects.
This paper proposes a new low power design method by providing a fast log-
ical approach and low power dissipation. The outcome, such as a low power
adder is introduced and a new method is derived by extending and modifying a
conventional adder for the performance comparison.

To explore the design methodology for these special purpose computers, we
should consider power efficiency with circuit-level implementation as well as
system-level dependability. Therefore, we discuss validation of a HPES design
techniques, comparing performance issues, in order to clarify the essence of de-
sign methodology in the design and verification work. By design of circuit and
system validation, we show an empirical analysis of the full system reliability
and emphasize the overall power efficiency.

2 Low Power CMOS Digital Circuit Design

Based on logic evaluation methods, CMOS circuits are classified into static
CMOS and dynamic CMOS circuits. Static CMOS circuits have both pull-down
and pull-up paths for the logic evaluation [1]. Table 1 shows the criteria of CMOS
logic styles for high performance microprocessors [2].

In addition, the static power dissipation (P [x]static) will be reduced since the
threshold voltage Vt will be high when the transistors are off. So, the static power
dissipation formula can be added,

P [x]static =
Id0n + Id0pVDD

2
(1)

where Id0x = exp −V t
nVth

, n is approximately 1.5, and x can be defined as the
leakage current of nMOS and pMOS. Consequently, the peak power consumption
(P [x]peak) can be summarized as follows.

P [x]peak = ipeakVpeak = max[p(t)] (2)

P [x]avg =
1
T

∫
P (t)dt =

VDD

T

∫
isupply(t)dt (3)

We can represent the output of a circuit by a mathematical equation such
as equation (3). P [x]avg may be a simple linear function for a linear circuit,
or a complicated non-linear function for a non-linear circuit. The output of a
circuit depends on the current input as well as the previous output and the
values of energy storage elements such as capacitors. To build a circuit model,
hspice simulation was done to gather input/output data. Then, coefficient for
the linear model was determined by least mean square (LMS) error criterion, as
shown in equation (2). As expected, this simple linear circuit model generates
less accurate simulation result for output signal results.

Additionally, the lower the threshold voltage of a given transistor, the higher
the leakage currents (Ioff ) in that transistor. Higher leakage currents may result
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Table 1. Criteria of CMOS Logic Styles

Operation Structure Remarks

Static Static Complementary: CVSL(Unclocked), Com-
plementary, Differential split-level
Static Non-Complementary: pseudo nMOS

Dynamic Dynamic Complementary: CVSL(Clocked)
Dynamic Non-Complementary: Domino, Zip-
per1, Zipper2, Nora , Latched Domino

in higher static power dissipation in typical circuits as the threshold voltages
decrease, and the leakage currents increase [3]. In one embodiment, the precharge
transistor and the evaluate circuit transistors may be high-Vt transistors and may
contribute to low static power dissipation since low leakage current is generated.
In Figure 1, a low power CMOS digital logics are implemented.

(a) Low power CMOS digital logic (b) Its complementary circuit

Fig. 1. Schematic view of low power CMOS digital circuits

A transistor having the lower threshold voltage is referred to herein as a
low-Vt transistor which is illustrated in the drawings with a dot in the center,
T6, in Figure 1(a) [4]. This circuit is meant to simultaneously control leakage
currents and enhance performance could provide a boost to circuit design as VDD

drops below 1V . If low power CMOS digital logic provides as much performance
as it promises, this work would help provide incentive for future technology
generations to have better body contacts and change the way that transistors
are optimized.

Therefore, this development through the low power CMOS digital logic, is the
key idea to overcome energy limitation in this special purpose computers.

As we discussed, the low power digital logic which included low leakage cur-
rents and high-threshold voltage circuits will be validated as a result of formal
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verification. Therefore, the design of various thereshold voltage circuit strength-
ens all other advantages of the circuit, such as strong logic correctness, sensitivity
on noise margin, and static power dissipation.

3 Design of Low Power Adder

3.1 Low Power Dissipation in Adder Design

Figure 2 shows a one-bit full adder cell as a carry save addition which is com-
monly used in VLSI design. Carry propagate bit (Pi) and carry generate bit
(Gi) can be defined as Xi ⊕ Yi and Xi · Yi, respectively. Therefore, when a row
of full adders is applied in parallel, 3 numbers (Xi, Yi and Ci) can be reduced
to 2 numbers (Si, Ci+1), each of a carry bit and a save bit.

(a) Carry propagate/Carry generate
and Carry save addition

(b) Normal adder and Carry save addition

Fig. 2. One-bit full adder and Propagate/Generate addition

For complex VLSI chips and systems, these 3 power reduction steps are dom-
inant in terms of delay, power consumption and silicon area. The output, sum
and carry are finally converted to one number using a fast carry-propagating
adder such as a carry lookahead adder (CLA) using low power CMOS digital
logic which included various thereshold voltage logic discussed in Section 2. A
detail of the lookahead stage and integrated linear and non-linear logic is shown
in Figure 3.

The core array occupies most of the silicon area of a large multiplier but has
regularity in the design. In many cases, the core array is designed to have a fixed
bit pitch in one direction since it is advantageous to have a common bit pitch for
data-path operators such as multipliers, adders and register arrays. The height
in the other direction has a reliability in the size depending on the need of the
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Fig. 3. Schematic view of low power adder lookahead stage

Fig. 4. Block diagram of 32-bit multiplexer core implementation based on 4-bit looka-
head adder

specific operator design. Therefore, the core cells such as full adders and Booth
multiplexors are stacked vertically and connected together with the same cell
width. Figure 4 shows 32-bit slice constructed in this way.

3.2 Hierarchical Power Efficiency System (HPES) Design Approach

High performance design with low power adders is one of the most frequent
applications encountered in microprocessor operations and signal processing
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applications. Due to its inherent latency and the required large power, we con-
sider a new design and verification method, HPES approach, for this special pur-
pose design which is one of the crucial factors to determine system
performance.

We consider a hierarchical design step: Once the power reduction is generated,
formal verification can be validated with the multiple number of energy savings.
This process is divided into three steps which are (1) low power reduction, (2)
formal verification, and (3) dynamic integration of HPES design. The overall
design as shown in Figure 5 will be composed of a low power adder design and
verification by LAMBDA. In the first step, the product matrix is reduced to the
bottom hardware part based on linear circuit modeling. Then, static power is
minimized and forms a design product matrix. Dynamic integration and bottom
hardware are propagated at the final HPES design stage.

The HPES design, design and formal verification method during synthesis
ensure a correct implementation and are employed to provide high coverage
of other faults and 100% stuck at fault coverage. In addition, test circuitry is
mathematically checked and formally proven not to interfere with the function-
ality of the IC. Exhaustive simulations and tests are employed using multiple
simulations.

Table 2 shows the simulation results on a low power adder from a benchmark
suite, ITC99 [6]. For example, the b14 circuit has 245 flip-flops and the test

Fig. 5. Hierarchical three steps design with HPES techniques

Table 2. Simulation results of the benchmark suite on low power adder at 1.0V VDD

Circuit Conventional adder Low power adder Characteristics of Low power adder
no. of FFs Fault coverage no. of FFs Fault coverage high-Vt usage Power reduction

b14 245 94.23% 295 99.65% 1,172 17.3%
b15 449 90.12% 499 92.76% 2,148 32.9%
b17 415 87.01% 465 87.11% 1,985 17.6%
b201 490 92.23% 540 94.92% 2,344 20.2%
b22 735 85.35% 785 87.53% 3,516 19.4%
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results have been verified with a set of 160 stimulus vectors and the complete set
of benchmark circuits. The first and second column shows a number of FFs and
fault coverage from the conventional adder and low power adder, respectively.
The last column represents different high-Vt that were a threshold below ground
and above VDD. Also, the last column implemented a power reduction rate using
a low power adder for comparison. The results confirm that test length and low
power adder are significantly reduced while achieving high fault coverage and
energy efficiency compared to a conventional adder, with a slight increase in gate
length, given that the supply voltage was scaled by at least 10% per technology
generation from 0.25µm to 0.13µm.

This design was verified by the hardware with functional verification at the
chip-level while satisfying the design specification by formal verification tool
LAMBDA. The comparison of fault coverage and power reduction rate with
a benchmark circuit (i.e., b14) at various supply voltages range, from 1.3V to
0.9V , is shown in Figure 6(a). It should be noted that the low power adder design
should be determined according to the channel length of the MOS transistor and
other design parameters.

In order to achieve comparable results of the chosen power adder and conven-
tional adder, applied to the carry lookahead function, there must be a gradual
descent of speed and power metrics. The conventional adder function with high
fault coverage applied to the experimental setup is very similar in shape, but
with low fault coverage percent. Additionally, Figure 6(b) shows comparison
results of conventional and low power adder with power reduction rate.

Despite the different supply voltage scales, a very good comparison of both
fault coverage and power reduction can be concluded. HPES design with low
power adders is a proven design example that overcome energy limitations and
will satisfy the ultimate goal of reliable system impact on minimal power
usage.

(a) Fault coverage rate at various supply
voltage scales

(b) Power reduction at various supply
voltage ranges

Fig. 6. Simulation results of benchmark circuit (b14) at various supply voltages, from
1.3V to 0.9V
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4 Conclusions and Future Work

The aim of the paper is to model nonlinear circuits using reliable HPES mod-
eling options, which could be a better substitute of a vulnerable design option
without losing the system performance. Moreover, the proposed design will save
static power consumption and yield benefits for saving overall power dissipation.
Finally, this work attempts to solve energy limitation problems using the HPES
integration method that would fit within existing design specifications.

In summary, low power CMOS digital circuit power dissipation methodologies
in special purpose computer architectures and its HPES design are compared
with a view to both design integration and its reliability. New architectures are
derived for power reduction methodologies associated with a new design of low
power circuit. The better understanding of the effects of power efficiency can
be used to develop accurate HPES models that can be applied into the future
design technology.
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Abstract. Distributed simulation system is widely used for forecasting, deci-
sion-making and scientific computing. Multi-agent and Grid have been used as 
platform for simulation. In order to survive from software or hardware failures 
and guarantee successful rate during agent migrating, system must solve the 
fault tolerance problem. Classic fault tolerance technology like checkpoint and 
redundancy can be used for distributed simulation system, but is not efficient. 
We present a novel fault tolerance protocol which combines the causal message 
logging method and prime-backup technology. The proposed protocol uses it-
erative backup location scheme and adaptive update interval to reduce overhead 
and balance the cost of fault tolerance and recovery time. The protocol has 
characteristics of no orphan state, and do not need the survival agents to roll-
back. Most important is that the recovery scheme can tolerant concurrently fail-
ures, even the permanent failure of single node. Correctness of the protocol is 
proved and experiments show the protocol is efficient. 

1   Introduction 

Distributed simulation is popularly used in economy, education and society. The scale 
of simulation system develops from small to large rapidly, the platform of simulation 
system combines the technology of Grid and mobile agent, and furthermore, system 
executive time extends from hours to days even months. All these changes challenge 
fault tolerance in simulation system, and moreover the mobile agent system must 
guarantee the successful rate of migration. However there are few fault tolerance 
mechanisms in simulation system at present. When a simulation system fails, it  
will simplify restart. Some simulation systems like forecast and decision-making 
system have real-time requirement, the restarting method can not meet the real time 
requirement. It will be insignificant if the arrival results exceed the deadline. 

Now, little is considered about the problem of fault tolerance in architecture of 
simulation system, like the popular HLA (High Level Architecture), though RTI 
(Run-Time Infrastructure) supplies with function of Save/Restore, the simulation 
entity can not guarantee the global state consistent during recovery by simple func-
tions of Save/Restore. Multi-Agent system is a popular platform for complexity  
system simulation. Agents have characteristic of autonomy and intelligence, and 
moreover they have mobile abilities so they can migrate from node to node in net-
work. Commonly the distributed discrete events simulation system is driven by 
events, so the order of interactive messages between simulation entities (usually 
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agent) is important. However the fault tolerance scheme in mobile agent system con-
cerns local computing only. The requirement of simulation system must keep global 
state consistent and events logic causal order, so it needs to present a suitable fault 
tolerance protocol for simulation systems. 

The paper is organized as follows. In sections 2 and 3 we state the motivation and 
propose a novel fault tolerance system framework. In section 4 recovery operations 
are discussed and the correctness is proved. Experiment and results are showed in 
section 5, at last a summary concludes the paper in section 6. 

2   Background and Motivation 

Researchers have paid more attention to fault tolerance in simulation. Most of them 
focus on using classic fault tolerance technology such as redundancy and checkpoint 
scheme. Damani and Garg introduced a fault tolerance scheme based optimistic mes-
sage logging[1]. Failed simulation entity will restore checkpoint and replay messages 
in log, while the optimistic message logging can not guarantee all delivered messages 
have been logged, so orphan state may be introduced. The system must roll back 
relevant simulation entities to keep the global state consistent. The recovery operation 
will cost system much time, and moreover, this scheme can only been used in simula-
tion system which implements optimistic time management, however local virtual 
time of entity can not rolled back in conservation time management. Luthi and 
Berchtold presented a fault tolerance framework based on active replica in HLA[2]. 
Every entity has several backups, the prime and backup entities compute concurrency. 
The output of entities will be selected by vote. This method can solve Byzantine and 
failure-stop error. But multi-backup costs many system resources, and it is difficult to 
keep consistent between prime and backup entities. 

Combining the advantages of causal logging[3] and prime-backup scheme, we 
present a novel fault tolerance protocol in distributed simulation system. The scheme 
is orphan free and does not need survived entities to rollback; furthermore neither it 
will block the system to coordinate entities nor introduce additional messages. 

3   System Model and Framework 

We consider the simulation system composed of simulation nodes and interconnect 
network. A simulation entity can be regarded as a logic process executed in simula-
tion nodes. An entity is called federation in HLA and agent in multi-agent system. 
Entities have inner states and communicate by messages. We use a graph G V ,E  to 
illustrate the distributed topology of simulation nodes. A simulation entity locates in a 
node and communicates with other entities located in other nodes, an entity and the 
relevant entities can be presented by graph G' V ,E , like Fig.1. 

3.1   Prime-Backup and Heartbeat Mechanism 

We use backup entity to monitor prime entity. Backup entity sends heartbeat signals 
to prime entity in fixed time interval, and receives updating message from the prime 
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entity. updateT  is set to control the updating frequency. After a time interval of updateT , 
backup entity updates once. When there is a failure happened, the backup will substi-
tute for the prime entity, so the simulation system can continue executing. 

LAN1 LAN2

Simulation 
entity

Node

Simulation 
entity

G

G

 

Fig. 1. Topology of simulation nodes and entities 

Advantages of proposed adaptive prime-backup scheme: 

1. Backup entity and prime entity are distributed in difference simulation node, so 
after prime entity failure, the backup will take place of prime entity quickly. 

2. Though backup entities occupy some system resources, but the cost of updating is 
less than the cost of saving and restoring. Furthermore the checkpoint algorithm 
must consider the problem of checkpoint coordination and garbage recycled. 

3. According output and input operation, the external environment can not be roll-
back. If the environment changes too much, the simulation results may be different 
after recovery. While using updateT  can control the difference between system re-

covery before and system recovery after, so we can reduce the difference by select 
suitable updateT . 

3.2   Iterative Backup Placement for Reducing Updating Cost 

In order to reduce the cost of backup entity updating, we applied iterative[4] scheme 
to locate backup entity. Assume a simulation entity migrates between the nodes. The 
path is A B C D E  in Fig.2, when the entity arrives at the node C, the 
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Fig. 2. Migration of simulation entity 
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backup entity will locate in node B, next step the prime entity migrates to node D, the 
backup entity will be placed in node C. That is to say the migrating path is 

1 2 nnode node ... node , if prime entity is in inode , then the backup entity will 

locate in i-1node . 

This scheme can guarantee only one step far away between the prime entity and 
backup, so it is more efficient than the scheme of fixed backup placement. 

1. The scheme can guarantee stable of communicating between the prime entity and 
backup entity, because the distance of network topology between them will not be 
too far. 

2. When the prime entity migrates to new node, it will clone itself in new node, at 
same time the old entity in node can be used as backup entity directly, then the old 
backup entity is notified to destroy itself. The whole procedure reduces backup en-
tity migration, so it easy to implement. 

4   Recovery Operation 

We propose a distributed fault tolerance protocol. Every entity logs the messages 
received or sent within update interval updateT .The recovery contains several phases. 

P1

P4

P3

P2

m 1,0

m 2,1

m 4,2

m 3,2

m 4,2
m 3,2
m 2,1

Recovery
M ulticast

Response

0,0

P3
backup

M *

Last 
update

 

Fig. 3. Process recovery procedure operations 

Firstly, the backup entity multicasts recovery announcement to relevant entities 
and requests them to return the concerned messages stored in history message log. 
Secondly, the backup entity receives the messages from relevant entities and arranges 
the messages by the logic time order. Thirdly, the backup entity replays the sorted 
message queue and restores the state up to same with the prime entity. Then the 
backup entity substitutes for failed prime entity in simulation system. 

In fig.3, there are four logic processes 1 2 3 4p p p p, , ,  and the messages m1, m2, m3, 
m4. The number after the message is the LVT which wrapped in message. We can see 
that after p3 received m4 sent by p4, process p3 failed, so the backup process of p3 takes 
the recovery action. Firstly, p3 multicasts the recovery messages m*  to p1, p2, p4, 
when the survival processes receives the recovery message, it checks the m*.lvt   
and wrapped process id of the sender, then it returns all the messages relevant with 
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process id and m.lvt>m*.lvt . p3 will receive the message set of  m2, m3, m4 which 
return by p1, p2, p4. Message m1 will not be received by p3, because it has no relation 
with p3. Secondly p3 will arrange the received message set by the LVT order. It will 
be set with order m2 m3 m4. The LVT of m3, m4 are both 2, so m3, m4 are regard as 
concurrency and we can place m3 before m4 or m4 before m3. The result will be 
same. Thirdly, p3 replays the message m2 m3 m4 and restores the state before fail-
ure, and then the simulation system state is consistent and continues simulating. 

4.1   Correctness of Recovery Protocol 

Assume the set of all processes in simulation system is , the set of failure processes 
is , ⊆  and there is only one process fail at anytime. 

Definition 1. ( )Depend m is set of processes whose states depend on the message m. 

( ) { ( ) ( :( ( ) ))
def

j j jDepend m p | j m.dest e deliver m e= ∈ ∈ ∨ ∃ →  

Definition 2. ( )Log m is set of process which log the m in volatile memory. 

( ) ( )
def

jLog m p | j m.dest j m.send= ∈ = ∨ =  

Definition 3. ( )Orphan p  represent process p is an orphan process. 

( ) (p - ) :( ( ) ( ( ))
def

m.sendOrphan p m p Depend m p Log m= ∈ ∧ ∃ ∈ ∧ ∉  

Lemma 1. If single process failed, m ( ), p Log m p -∀ ∃ ∈ ∧ ∈  

Proof: Assume that message m lost: 
: ( )m, p p Log m∃ ∀ ∈ − ∉  

( ) ( )
def

jL og m p | j m .dest j m .send= ∈ = ∨ =  

( )m.send m.dest m.send m.destp p p p∴ ∈ ∧ ∈ ∧ ≠  

Then there two failure processes exist. It contradicts original assumption of only one 
process fails; the result is correct.           

Lemma 2. If there is only single process failure, recovery protocol guarantee no or-
phan process created, 

: ( )p Orphan p∀ ∈ ¬ . 

Proof: According to lemma 1 
m ( ), p Log m p -∀ ∃ ∈ ∧ ∈  

There are two cases during recovery procedure: 

Case 1: m.sendp ∉ , then according the definition of orphan(p) 

: ( )p Orphan p∈ ¬  
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Case 2: m.sendp ∈ , then m.sendp will retrieve the message m from m.destp  in recovery 

operation. Then 

: ( )p Orphan p∈ ¬  

Conclude from case 1 and case 2, the result is correct.           

Lemma 3. Failure process p  arranges collected messages with LVT wrapped in 

messages; the new message sequence 1 2 n{m' m' m' }, ,... has the same causal order with 

the history message sequence 1 2 n{m m m }, ,... . 

Proof: The message sequence 1 2 n{m m m }, ,... which process p received has happen 

before relationship [3]: 

1 2 nm m m...→ → →  

Logic virtual time order of Messages has relation: 

1 2 nm lvt m lvt m lvt. . ... .≤ ≤ ≤  

When process p failed and to be recovered, it will retrieve message set 

1 2 n{m' m' m' }, ,...  from relevant processes to restore the state according to the protocol, 

the new message sequence has logic virtual time order 

1 2 nm' lvt m' lvt m' lvt. . ... .≤ ≤ ≤  

According the protocol assumption, the message with same LVT will be regarded as 
concurrency events, and then we can arrange messages with the same LVT an arbi-
trary order, then we get 

1 2 nm' m' m'...→ → →  

According to the PWD (Piecewise Deterministic) assumption [7] we can get  

1 2 n 1 2 n(m' m' m' )= (m m m )det er min stic , ,..., det er min stic , ,...,  

So the new message sequence will get same execute result with history message se-
quence.          

Theorem 1. The recovery protocol can guarantee the system recover to the state be-
fore failure and all processes states are global consistent. 

Proof: According lemma1, failure process can retrieve entire relevant messages; 
according lemma2, no survived processes become orphan; according lemma3, the 
recovery process can arrange messages sequence to right order, then after replaying 
the retrieval message queue the failure process will recover state to failure before, and 
all processes in system are consistent.          

4.2   Recovery Protocol Extend to f Concurrently Failures 

Theorem 2. If updating backup entity by history message queue, the recovery proto-
col can tolerate f concurrent failures. 

Proof: Assume there are f (f<N) processes failed concurrently in system, then backup 
processes take recovery action, each backup process may start recovery action from 

different logic virtual time, but there must exist a minimal time minrollT . All events 

and messages before the time minrollT  have been logged in system, then next  
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timestamp min 1rollT +  the state of system is deterministic by state and output mes-

sages of time minrollT , so the system state can restore to min 1rollT +  according to the 

PWD assumption, the survival processes can not push forward their local virtual time 
according to the synchronous mechanism of conservation time management of simu-

lation. So failure processes can recover sequentially from minrollT  to 

min 1rollT + , min 2rollT + , … , until they recover to time beforefailureT , then the sys-

tem global virtual time can be pushed forward and continue simulations. 

Corollary 1. The recovery protocol can solve single node failure. 

When a simulation node failed, the simulation system can recover the failed process 
using backup process located in other node, so a single node failure can be solved. 

5   Experiment and Results 

Experiment was done to test the efficiency of proposed recovery protocol in Jcass. 
Jcass is a multi-agent complex simulation platform developed by national university 
of defense technology. The Fig.4(a) shows additional time cost in percent comparing 
the case of system employing the fault tolerance methods with the case of system not 
employing. The fig.4(b) shows the additional time cost comparing executing time in 
fixed events and migrating failure rate with executing time in failure free. Hardware 
platform is four PC with Celeron 800MHz, 256M SDRAM, 10M LAN. Test was 
done with 200 agents and 200 times migrations. Total 1000 events executed, and 
events failure rate was 10% migrating failure rate was 10%. System executed about 1 
hour in failure free and employing proposed method. 

  
        (a) Failure free execution                          (b) Fixed failure rate 

Fig. 4. Results of Experiment 

Experiment results show that combined method has extra time cost 7% and method 
of checkpoint has extra time cost 11% in failure free execution. If we used fixed fail-
ure rate in execution, extra cost of combined method is about average 16%, while 
extra cost of checkpoint is about average 34%. 
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6   Conclusion 

According to analysis of simulation framework and distributed recovery mechanism, 
we present a novel recovery scheme for simulation system. The scheme uses backup 
entity to monitor the prime entity and stores entity states, a recovery protocol is de-
signed to solve the problem of system global state consistent. Correctness of recovery 
protocol is proved in theory. At last experiment was done to test the efficiency of 
recovery protocol; the experiment results show that proposed method reduces nearly 
half of time cost compared with checkpoint method whenever in failure free or fixed 
failure rate. 
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Abstract. In this paper, a novel supervised information feature compression 
algorithm is set up. Firstly, according to the information theories, we carried out 
analysis for the concept and its properties of the cross entropy, then put forward 
a kind of lately concept of symmetry cross entropy (SCE), and point out that the 
SCE is a kind of distance measure, which can be used to measure the difference 
of two random variables. Secondly, We make the SCE separability criterion of 
the classes for information feature compression, and design a novel algorithm 
for information feature compression. At last, the experimental results 
demonstrate that the algorithm here is valid and reliable, and provides a new 
research approach for feature compression, data mining and pattern recognition. 

1   Introduction 

Feature extraction or compression is one of the most importmant steps in pattern 
recognition, data mining, machine learning and so on. In order to choose a subset of 
the original features by reducing irrelevant and redundant, many feature selection 
algorithms have been studied[1,2]. The literature contains several studies on 
feature selection for unsupervised learning in which he objective is to search for a 
subset of features that best uncovers “natural” groupings (clusters) from data 
according to some criterion. For example, principal components analysis (PCA) is 
an unsupervised feature extraction method that has been successfully applied in the 
area of face recognition, feature extraction and feature analysis[3,4]. But the 
method of PCA is effective to deal with the small size and high-dimensional 
problems, and gets the extensive application in Eigenface and feature extraction. In 
high-dimensional cases, it is very difficult to compute the principal components 
directly[5].  

Now an important question is how to deal with supervised information feature 
compression. In this paper, the authors are going on studying this field on the 
basis of these studies. Firstly, we study and discuss the cross entropy theory, and 
point out its shortage, then put forward a new concept of symmetry cross entropy 
(SCE), and prove that the SCE is a kind of distance measure. Secondly, we regard 
SCE as class separability criterion, and design a new algorithm of information 
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feature compression. At last, our experimental results indicate that the proposed 
algorithm here is efficient and reliable. 

2   Feature Compression Algorithm 

In order to set up information feature compression algorithm, we firstly discuss the 
following new concept of symmetry cross entropy and feature compression theorem. 

2.1   Symmetry Cross Entropy 

Shannon put forward the concept of information entropy for the very first time in 
1948[6]. The cross entropy (CE), or the relative entropy, is used for measuring 
difference information between the two probability distributions. But the CE satisfies 
only nonnegativity, normalization and dissatisfies symmetry and triangle inequation. 
For this reason, we carry out the improvement, and give the following definition. 

Definition 1  Suppose that P ),,,( 21 nppp=  and Q ),,,( 21 nqqq=  are two 

probability vectors of discrete random variable X , and H )||( QP and H )||( PQ  are 

CE of P  to Q  and Q  to P  respectively.  Then we define 

=),( QPD +)||( QPH )||( PQH  (1) 

It is called Symmetric Cross Entropy (SCE) of P  and Q . 

We can prove that the SCE satisfies three basic properties as follows. 

1) Nonnegativity: 0),( ≥QPD , QPQPD =⇔= 0),( ; 

2) Symmetry: =),( QPD ),( PQD ; 

3) Triangle inequation:  Suppose that ),,,( 21 nwwwW = is another probability 

vector, then  D ≤),( QP  D +),( WP D ),( QW . 

Therefore, the SCE is a kind of distance measurement, which can be used to 
measure the difference of two random variables. In order to compute conveniently, 
we can use the function as follows in accordance with the above ),( QPD , i.e.  

H ),( QP
=

−=
n

i
ii qp

1

2)(  (2) 

Doing like this, we don't affect the results to select d optimal features. 

2.2   Compression Theorem 

Suppose that }{ )1(
jX ),,2,1( 1Nj = and }{ )2(

jX ),,2,1( 2Nj = are squared 

normalization pattern vectors which belongs to two classes. The kth feature 

component of )(i
jX  is denoted by ),,2,1;2,1()( nkix i

jk == . The square mean of each 
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component for every class is )(i
kγ

=

=
iN

j

i
jk

i

x
N

1

2)( )(
1

, Where nji ,,2,1;2,1 == . 

Obviously 0)( ≥i
kγ , and then 

=

n

k

i
k

1

)(γ
= =

=
n

k

N

j

i
jk

i

i

x
N

1 1

2)( )(
1

 
= =

=
iN

j

n

k

i
jk

i

x
N

1 1

2)( )(
1

1
1

1

==
=

iN

j iN
 (3) 

Namely 0)( ≥i
kγ  and 1

1

)( =
=

n

k

i
kγ . Therefore, we can comprehend }{ )(i

kγ as the 

probability distribution defined by )(i
jX . Suppose that the ),( lk element of symmetric 

matrix )(iG )2,1( =i  is 
=

=
iN

j

i
jl

i
jk

i

i
kl xx

N
g

1

)()()( 1
. Record )(iγ ),,,( )()(

2
)(

1
i

n
ii γγγ= , then 

every components of )(iγ  is element of )(iG )2,1( =i  in diagonal line.  Let 

=

−==
n

k
kkss

1

2)2()1()2()1( )(),( γγγγ    (4) 

According to discussion above, we can get the following compression theorem. 

Theorem 1 Suppose that )2()1( GGA −= , and the function s  defined by formula (4), 
then the SCE=maximum if and only if the coordinate system as s =maximum is 
composed of the d  eigenvectors in correspondence with eigenvalues satisfied 
definite conditions of the matrix A . 

2.3   Feature Compression Algorithm 

In order to explain the effect of information feature compression, we make the 

eigenvalues ),,2,1( nii =λ  of matrix A  arrange 222
2

2
1 nd λλλλ ≥≥≥≥≥ . The 

total variance sum of square is denoted by 
=

=
n

k
knV

1

2λ , and then the variance square 

ratio is defined as nd VVV = , which can measure the degree of information 

compression. According to the discussion above, we can get the algorithm of 
information feature compression based on SCE as follows. 

Step 1  Carry out square normalization processing for the two classes original data, 

and get data matrix )2,1()( =ix i . 

Step 2  Carry out centralization for obtained data matrix x , and then calculate the 

symmetric matrix )2,1()( =iG i  and difference matrix A . 

Step 3 Calculate all eigenvalues corresponding to all eigenvectors of the matrix 
)2()1( GGA −= . 
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Step 4  Construct information compression matrix ),,,( 21 duuuT = . 

Step 5  Compress data matrix x  based on )2,1()()( =′= ixTy ii , and so we reach the 

purpose of optimal compression of information feature. 

3   Conclusions 

According to the definition of cross entropy, we propose a new concept of the SCE, 
and point out that the SEC is a kind of distance measure. Based on SCE, we set up a 
novel separability criterion, which can be used to measure the difference degree 
between the random variables, and construct a compression algorithm for information 
feature based on SCE. 
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Abstract. In the paper we present a new family of one-step methods.
These methods are of the Runge-Kutta type. However, they have only
explicit internal stages that leads to a cheap practical implementation.
On the other hand, the new methods are of classical order 4 and stage
order 2 or 3. They are A-stable and symmetric.

1 Introduction

When solving ordinary differential equations (ODE’s) of the form

x′(t) = g
(
t, x(t)

)
, t ∈ [t0, t0 + T ], x(t0) = x0 (1)

where x(t) ∈ Rn and g : D ⊂ Rn+1 → Rn is a sufficiently smooth function, any
one-step method reads

xk+1 = xk + τkΦ(tk, xk, tk+1, xk+1, τk), k = 0, 1, . . . , K − 1, (2)

where x0 = x0, τk is a step size and the function Φ(tk, xk, tk+1, xk+1, τk) is re-
ferred to as an increment function of method (2). One-step methods (2) possess
many superior practical properties to solve ODE’s (1) of different sorts. For in-
stance, they can be A-stable and keep high order convergence rate that is not
possible for multistep methods because of Dahlquist’s second barrier [5]; they
do not have any difficulties with a variable step size implementation (see, for
example, [4], [5]); they are also of high importance when applied to Hamiltonian
or reversible equations [6]. Unfortunately, one-step methods have some limita-
tions in the sense of high execution time when solving large-scale ODE’s (1).
Usual representatives of one-step methods (2) are Runge-Kutta formulas, but
only implicit of them are suitable for stiff problems. However, implicit Runge-
Kutta methods of high order are very time-consuming because of the need to
solve in general nonlinear systems of dimension ln where l is the number of stage
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values at each step of the numerical integration (see [4], [5]). Hopefully, serious
progress was made in this area by Bickart [1] and Butcher [2].

The aim of this paper is to present a cheap family of symmetric A-stable
Runge-Kutta formulas. They are of classical order 4 and of stage order 3.

2 New Family of Symmetric One-Step Methods

Further, we suppose that ODE (1) possesses a unique solution x(t) on the whole
interval [t0, t0 + T ]. We show how to construct the methods mentioned above.

Let us fix a subinterval [tk, tk+1] ⊂ [t0, t0 + T ] of the length τk; i.e., τk =
tk+1 − tk, and consider that the exact solution of ODE (1) is known at the point
tk; i.e., xk = x(tk). Then, on the one hand, if two additional solutions x(tk +c1τ)
and x(tk + c2τ) evaluated at internal points of the interval [tk, tk+1] are known
we will be able to use a two-point quadrature formula of the form

xk+1 = x(tk) + τkb1g
(
tk + c1τk, x(tk + c1τk)

)
+ τkb2g

(
tk + c2τk, x(tk + c2τk)

)
in order to find an approximation to the exact solution x(tk+1).

On the other hand, if the exact solution x(tk+1) is considered to be known we
can try to approximate the values xk1 and xk2 of the exact solution evaluated
at the points tk + c1τk and tk + c2τk, respectively, by means of explicit formulas
of the following form:

xk1 = a11x(tk) + a12x(tk+1) + τk

(
d11g

(
tk, x(tk)

)
+ d12g

(
tk+1, x(tk+1)

))
,

xk2 = a21x(tk) + a22x(tk+1) + τk

(
d21g

(
tk, x(tk)

)
+ d22g

(
tk+1, x(tk+1)

))
.

Thus, our task is to search the highest order one-step methods of the form

x1 = a11xk + a12xk+1 + τk

(
d11g(tk, xk) + d12g(tk+1, xk+1)

)
, (3a)

x2 = a21xk + a22xk+1 + τk

(
d21g(tk, xk) + d22g(tk+1, xk+1)

)
, (3b)

xk+1 = xk + τk

(
b1g(tk + c1τk, x1) + b2g(tk + c2τk, x2)

)
(3c)

where aij , bi, ci, dij , i, j = 1, 2, are unknown fixed coefficients.
We first remark that the Gauss quadrature formula has the highest order 4

among all formulas of the form (3c). Therefore the coefficients bi, ci are deter-
mined uniquely and they are: b1 = b2 = 1/2, c1 = (3 − √

3)/6, c2 = (3 +
√

3)/6.
Second, we require the defect (or the local error) of method (3) to be O(τ5

k )
for any ODE (1) with a sufficiently smooth right-hand side. The latter condition
admits the following one-parametric family of the coefficients to provide the
fourth order convergence for method (3):

a11 = θ, a12 = 1 − θ, a21 = 1 − θ, a22 = θ, (4a)

d11 =
6θ − 2 − √

3
12

, d12 =
6θ − 4 − √

3
12

, (4b)

d21 =
4 +

√
3 − 6θ

12
, d22 =

2 +
√

3 − 6θ

12
. (4c)
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Below, we consider that methods (3) are based on the Gauss quadrature
formula of order 4 and their coefficients satisfy conditions (4). So, it is not difficult
to check that all these methods are symmetric. We refer the reader to [4] for the
necessary theory. It is also quite evident that the stability functions of all the
constructed methods are R22(z), which means the (2, 2)-Padé approximation to
the exponential function ez (see, for example, [5]). The latter implies that our
methods are A-stable. Thus, the family of methods (3) can be useful to integrate
both nonstiff and stiff ODE’s (including reversible problems).

3 Practical Implementation

For nonstiff ODE’s, we recommend to use fixed-point iterations with both triv-
ial predictor and nontrivial one. Particulars on implementation of this itera-
tion in iterative Runge-Kutta methods and estimation of a sufficient number
for iteration steps to provide the maximum order convergence can be found
in [7].

When solving stiff ODE’s we are constrained with Newton-type iterations
only and have to implement the iteration in the form that does not ruin A-
stability of the underlying method (see, for example, [3], [5]). From this point
of view, the modified Newton iteration is a proper one. Unfortunately, the high
execution cost, which is about 4n3/3 arithmetical operations per evaluation of
the Jacobi matrix and its LU decomposition, makes it pretty unpractical for
large n. Hopefully, the number of operations can be reduced with a factor of
4 by replacement of the full Jacobian of method (3) with a simplified one, as
follows:

(I − τkJ/4)2
(
x�

k+1 − x�−1
k+1

)
= −x�−1

k+1 + x̄k

+τk

(
b1g(tk + c1τk, x�−1

k1 ) + b2g(tk + c2τk, x�−1
k2 )

)
,

(5)

where � = 1, 2, . . . , N and x̄k is the numerical solution derived by method (3)
with N Newton iteration steps per grid point; i.e., x̄k

def= xN
k , k = 1, 2, . . . , K.

Here, J
def= ∂xg(tk+1, x

0
k+1) be the partial derivative of the right-hand side of

ODE (1) with respect to the second variable evaluated at the point (tk+1, x
0
k+1).

Note that iteration (5) implies a single LU decomposition of the matrix I −
τkJ/4 and successive solutions of two linear systems with the same decomposed
coefficient matrix. This feature makes methods (3) comparable to SDIRK, which
are very efficient to solve stiff ODE’s (see [3], [5]).

At the end, we exhibit nice practical properties of iteration (5). First, the
Jacobian replacement made above does not influence the sufficient number of
iteration steps with both trivial predictor and nontrivial one to provide the
fourth order convergence. It follows from Theorem 3 in [8]. Second, iteration
(5) is A-stable. To see this, we apply one step of iteration (5) to the Dahlquist
test equation x′ = λx where λ is a fixed complex number with a nonpositive real
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part and consider that x0
k+1 = xk. Simple calculations give the stability function

of method (5) in the form R(z) = (1 + z/4)2/(1 − z/4)2, which is evidently
A-stable.

4 Numerical Experiments

To test our methods, we apply the method (3) when θ = 1/2 + 2
√

3/9 and with
iteration (5) to the two dimensional Brusselator with diffusion and the periodic
boundary conditions (see [5, p. 151–152] for full detail). We take the number of
the grid points in each dimension to be equal 50. It leads to a system of ODE of
dimension 5000. We solve this problem on the interval [0, 6] by the method (3)
and by the Gauss method of order 4 (termed also Hammer and Hollingsworth’s
method). Both methods are based on the same quadrature formula and they are
of the same classical order. However, the stage order of our method is 3 and of
the Gauss one is 2.

We use the same variable step size implementation of these two methods with
modified Newton iterations and with the same step size selection mechanism
based on the local error estimate evaluated by the Richardson extrapolation.
We apply the modified Newton iteration in the form of algorithm (5) in method
(3) and do the conventional implementation for the Gauss method. We also want
to emphasize that the correct step size control requires two iteration steps per
grid point in algorithm (5) and three iteration steps in the modified Newton
iteration applied to the Gauss method (see, for example, [8]). The local error
tolerance is chosen to be 10−01.

Statistics of both integrations is presented in form of the following table and
clearly displays the better performance of the method (3), at least for this test
problem:

Statistics method (3) Gauss method
execution time (in sec.) 843.985 2456.656
number of rejected steps 6 1
number of accepted steps 44 24
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Abstract. This paper presents the influence of choice of the mutation
operator on the accuracy of a solution of a two-phase design inverse
Stefan problem using genetic algorithms. In the problem to be solved,
the coefficient of convective heat transfer on one boundary had to be so
selected that the moving interface of the phase change (freezing front)
would take the given position.

1 Introduction

In this paper we are going to find a solution of a two-phase design inverse Stefan
problem [1], for which the coefficient of convective heat transfer on one boundary
should be so selected that the moving interface could take the given position. The
solution will consist in minimization of the functional whose value is the norm of
the difference between the given interface position and the position reconstructed
for the selected convective heat-transfer coefficient. For the minimization of the
functional genetic algorithms were used, whereas the Stefan problem was solved
by an alternating phase truncation method [4]. The paper presents the influence
of choice of the mutation operator on the accuracy of the results obtained.

2 Formulation of the Problem

On the boundary of domain D = [0, b] × [0, t∗] ⊂ R2 three components are dis-
tributed Γ0 = {(x, 0); x ∈ [0, b]}, Γ1 = {(0, t); t ∈ [0, t∗]}, Γ2 = {(b, t); t ∈ [0, t∗]},
where initial and boundary conditions are given. Let D1 (D2) be this subset of
domain D which is occupied by liquid (solid) phase, separated by the freezing
front Γg = ξ(t).

We will look for an approximate solution of the following problem. For given
position of freezing front Γg, the distribution of temperature Tk in domain Dk

(k = 1, 2) is calculated as well as function α(t) on boundary Γ2, which satisfy
the following equations (for k = 1, 2):

∂Tk

∂t
(x, t) = ak

∂2Tk

∂x2 (x, t), in Dk, (1)

T1(x, 0) = ϕ0(x), on Γ0, (2)
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∂Tk

∂x
(x, t) = 0, on Γ1, (3)

−λk
∂Tk

∂x
(x, t) = α(t)

(
Tk(x, t) − T∞

)
, on Γ2, (4)

Tk(x, t) = T ∗, on Γg, (5)

L �2
dξ

dt
= −λ1

∂T1(x, t)
∂x

+ λ2
∂T2(x, t)

∂x
, on Γg, (6)

where ak are the thermal diffusivity in liquid phase (k = 1) and solid phase
(k = 2), λk are the thermal conductivity, α is the coefficient of convective heat-
transfer, T∞ is the ambient temperature, L is the latent heat of fusion, �k are
the mass density, and t and x refer to time and spatial location, respectively.

We will look for the α(t) function in the form:

α(t) =

⎧⎪⎨⎪⎩
α1 for t ≤ tα1 ,

α2 for t ∈ (tα1 , tα2 ],
α3 for t > tα2 ,

(7)

where 0 < tα1 < tα2 < t∗. Let V p
α mans a set of all functions in the form (7),

where αi ∈ [αl
i, α

u
i ]. For the given function α(t) ∈ V p

α the problem (1)–(6)
becomes a direct Stefan problem, whose solution enables finding the position of
the interface ξ(t) corresponding to the α(t) function. Using the found interface
position ξ(t) and the given position ξ∗(t) we can build a functional which will
specify the error of an approximated solution:

J(α) =
( M∑

i=1

[
ωi

(
ξi − ξ∗i

)2])1/2

, (8)

where ωi are weight coefficients and ξ∗i = ξ∗(ti) and ξi = ξ(ti) are the given and
calculated points, respectively, describing the moving interface position.

3 Genetic Algorithm

For the representation of the vector of decision variables (α1, α2, α3), a chro-
mosome was used in the form of a vector of three real numbers (real number
representation) [2, 3]. The tournament selection and elitist model were applied
in the algorithm. As the crossover operator, arithmetic crossover was applied.

The results of calculations were then compared for different mutation oper-
ators: uniform mutation (M1 ), Gaussian mutation (M2 ) and two operators of
nonuniform mutation (M3 and M4 ) for different functions describing the uni-
formity of distribution. In the case of uniform mutation (M1 ) the αi gene is
transformed according to the equation:

α′
i = αl

i + r
(
αu

i − αl
i

)
, (9)

where r is a random number with a uniform distribution from the domain [0, 1],
and αu

i and αl
i are the upper and lower limits, respectively, of variability interval
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of the αi parameter, i.e. αi ∈ [
αl

i, α
u
i

]
. In the case of Gaussian mutation (M2 )

the αi gene is transformed according to the equation:

α′
i = αi + r(τ), (10)

where r(τ) is a random number with normal distribution with mean value equal
to zero and variance equal to:

σ2(τ) =
N − τ

N

(
αu

i − αl
i

)
3

, (11)

where τ is the current generation number, N is the maximum number of gen-
erations. In the calculations, a nonuniform mutation operator was used as well.
During mutation, the αi gene is transformed according to the equation:

α′
i =

{
αi + ∆(τ, αu

i − αi),
αi − ∆(τ, αi − αl

i),
(12)

and a decision is taken at random which from the above formulas should be
applied. Function ∆(τ, x) was assumed in the form (M3 and M4, respectively):

∆3(τ, x) = x
(
1 − r(1− τ

N )d) or ∆4(τ, x) = x r
(
1 − τ

N

)d

, (13)

where r is a random number with a uniform distribution from the domain [0, 1],
τ is the current generation number, N is the maximum number of generations
and d is a constant parameter (in the calculations, d = 2 was assumed).

4 Calculations

It was assumed in the calculations that: b = 0.08, ak = λk/(ck �k) for k = 1, 2,
λ1 = 33, λ2 = 30, c1 = 800, c2 = 690, �1 = 7000, �2 = 7500, L = 270000. The
temperature of solidification is T ∗ = 1500, ambient temperature is T∞ = 50 and
initial temperature is equal ϕ0(x) = 1540. The exact value of the convective heat
transfer coefficient amounts to:

α(t) =

⎧⎪⎨⎪⎩
1200 dla t ≤ 38,
800 dla t ∈ (38, 93],
250 dla t > 93.

(14)

For each of the mutation operators and different probability values of cross-
over (pc) and mutation (pm), calculations were carried out for ten different initial
settings of a pseudorandom numbers’ generator.

In the case of Gaussian mutation (M2 ), the best results were obtained for
the crossover probability pc = 0.75 and for mutation probability pm = 0.01; the
average value of the minimum found was 0.00245326, and the average value of
the minimum point found αavg = (1203.179, 792.496, 250.506).
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For the remaining mutation operators, a zero value of the minimized functional
was obtained. In the case of a uniform mutation (M1 ) and a nonuniform mu-
tation with ∆3(τ, x) function (M3 ), the zero value was obtained twice, for pc ∈
{0.7, 0.75} and pm = 0.1. In the case of a nonuniform mutation with ∆4(τ, x)
function (M4 ), this value was obtained three times, for pc ∈ {0.7, 0.75, 0.8}
and pm = 0.1. The results with the same value of the objective function can
be subjected to further evaluation due to errors in the convective heat-transfer
coefficient reconstruction. The least errors were obtained for a nonuniform mu-
tation with ∆3(τ, x) function (M3 ) and pm = 0.1 and pc = 0.7. The values found
for the reconstructed coefficient are αavg = (1200.003, 800.008, 249.999). A not
much worse result was obtained for the same operator and crossover probability
equal 0.75. In that case, the values founds were αavg = (1200.01, 800.006, 249.99).
In the remaining cases, the convective heat-transfer coefficient values were re-
constructed with greater errors. Thus, in the case of the nonuniform muta-
tion with ∆4(τ, x) function (M4 ), the following values were found: αavg =
(1199.934, 800.072, 249.996) for pc = 0.8, αavg = (1200.037, 799.991, 249.998) for
pc = 0.75, αavg = (1200.190, 799.863, 250.003) for pc = 0.7. For the uniform mu-
tation (M1 ), the values determined were as follows: αavg = (1200.197, 799.861,
250.001) for pc = 0.75, αavg = (1200.344, 799.720, 250.012) for pc = 0.7.

Calculations for other values of the genetic algorithm parameters were also
made, however, for none of the sets of values better results were obtained than
those presented in this paper.

5 Conclusion

The paper presents the influence of choice of the mutation operator on the accu-
racy of a solution to the two-phase design inverse Stefan problem using genetic
algorithms. The problem under consideration consisted in such selection of a con-
vective heat transfer coefficient on one boundary that the moving interface would
take the given position. Results for a uniform mutation, nonuniform mutation
and Gaussian mutation have been presented. The best results were obtained for
the nonuniform mutation with ∆3(τ, x) function and mutation probability (pm)
equal 0.1 and crossover probability (pc) equal 0.7. The calculation results ob-
tained show a very good approximation of the exact solution, thus corroborating
the usefulness of the presented approach.
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Abstract. In this study, a new nonlinear neural network ensemble model is pro-
posed for financial time series forecasting. In this model, many different neural 
network models are first generated. Then the principal component analysis 
technique is used to select the appropriate ensemble members. Finally, the sup-
port vector machine regression method is used for neural network ensemble. 
For further illustration, two real financial time series are used for testing. 

1   Introduction 

Financial market is a complex evolved dynamic market with high volatility and noise. 
Due to its irregularity, financial time series forecasting is regarded as a rather chal-
lenging task. For traditional statistical methods, it is extremely difficult to capture the 
irregularity. In the past decades, many emerging techniques, such as neural networks, 
were widely used in the financial time series forecasting and obtained good results.  

However, neural networks are a kind of unstable learning methods, i.e., small 
changes in the training set and/or parameter selection can produce large changes in 
the predicted output. This diversity of neural networks is a naturally by-product of the 
randomness of the inherent data and training process, and also of the intrinsic non-
identifiability of the model. For example, the results of many experiments have shown 
that the generalization of single neural network is not unique. That is, the neural net-
work’s results are not stable. Even for some simple problems, different structures of 
neural networks (e.g., different number of hidden layers, different hidden nodes and 
different initial conditions) result in different patterns of network generalization. In 
addition, even the most powerful neural network model still cannot cope well when 
dealing with complex data sets containing some random errors or insufficient training 
data. Thus, the performance for these data sets may not be as good as expected [1-2]. 

Recently, some experiments have been proved that neural network ensemble fore-
casting model is an effective approach to the development of a high performance 
forecasting system relative to single neural networks [3]. Meantime, some linear  
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ensemble methods are also presented [4-6]. Different from the previous work, this 
study proposes a novel nonlinear ensemble forecasting method in terms of support 
vector machine regression principle.  

The rest of this study is organized as follows. Section 2 describes the building 
process of the nonlinear neural network ensemble forecasting model in detail. For 
further illustration, two real financial time series are used for testing in Section 3. 
Finally, some concluding remarks are drawn in Section 4.  

2   The Building Process of the Nonlinear Ensemble Model 

In this section, a triple-phase nonlinear neural network ensemble model is proposed 
for financial time series forecasting. First of all, many individual neural predictors are 
generated. Then an appropriate number of neural predictors are selected from the 
considerable number of candidate predictors. Finally, selected neural predictors are 
combined into an aggregated neural predictor in a nonlinear way.  

A. Generating individual neural network predictors 
With the work about bias-variance trade-off of Breiman [7], an ensemble model con-
sisting of diverse models with much disagreement is more likely to have a good gen-
eralization. Therefore, how to generate diverse models is a crucial factor. For neural 
network model, there are four methods for generating diverse models. 

(1) Initializing different starting weights for each neural network models. 
(2) Training neural networks with different training subsets. 
(3) Varying the architecture of neural network, e.g., changing the different numbers 

of layers or different numbers of nodes in each layer. 
(4) Using different training algorithms, such as the back-propagation algorithm, ra-

dial basis function algorithm and Bayesian regression algorithms. 

B. Selecting appropriate ensemble members 
After training, each individual neural predictor has generated its own result. However, 
if there are a great number of individual members, we need to select a subset of repre-
sentatives in order to improve ensemble efficiency. In this study, the principal  
component analysis (PCA) technique [8] is adopted to select appropriate ensemble 
members. Interested readers can be referred to [8] for more details. 

C. Combining the selected members 
Depended upon the work done in previous phases, a collection of appropriate ensem-
ble members can be collected. The subsequent task is to combine these selected 
members into an aggregated predictor in an appropriate ensemble strategy. Generally, 
there are two ensemble strategies: linear ensemble and nonlinear ensemble. 

Typically, linear ensemble strategy includes two approaches: the simple averaging 
[4] approach and the weighted averaging [5] approach. There are two types of 
weighted averaging: the mean squared error (MSE) based regression approach [6] and 
variance-based weighted approach [6]. The nonlinear ensemble strategy is a promis-
ing approach for determining the optimal neural ensemble predictor’s weight. The 
literature only mentions one nonlinear approach: neural network-based nonlinear 
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ensemble method [8]. Different from the previous work, we propose a new nonlinear 
ensemble method with support vector machine regression (SVMR) [9] principle. 

Generally speaking, an SVMR-based nonlinear ensemble forecasting model can be 
viewed as a nonlinear information processing system that can be represented as: 

)ˆ,,ˆ,ˆ(ˆ 21 nxxxfy =  (1) 

where )ˆ,,ˆ,ˆ( 21 nxxx is the output of individual neural network predictors, ŷ  is the 

aggregated output, f(·) is nonlinear function determined by SVMR. In this sense, 
SVMR-based ensemble is a nonlinear ensemble method. 

3   Empirical Analysis 

The data set used for our experiment consists of two time series data: the S&P 500 
index series, and the GBP/USD series. The data used in this study are obtained from 
Datastream (http://www.datastream. com). The entire data set covers the period from 
January 1, 1991 to December 31, 2002. We take daily data from January 1, 1991 to 
December 31, 2000 as the in-sample data sets and take the data from January 1, 2001 
to December 31, 2002 as the out-of-sample data set (i.e., testing set), which are used 
to evaluate the good or bad performance of predictions. The root mean squared error 
(RMSE) is used the evaluation criteria over each of the two different testing sets and 
corresponding results are reported in Tables 1. 

Table 1. A comparison of RMSE between different ensemble methods 

S&P500 GBP/USD Ensemble Method 
RMSE Rank RMSE Rank 

Simple averaging 0.0115 3 0.0075 4 
MSE regression 0.0159 5 0.0078 5 

Variance-based weight 0.0124 4 0.0058 3 
Neural network 0.0108 2 0.0044 2 

SVMR 0.0098 1 0.0017 1 

From Table 1, we can conclude that (1) in all the ensemble methods the SVMR-
based ensemble model performs the best, followed by the neural network based en-
semble method and other three linear ensemble method from a general view and (2) 
the nonlinear ensemble methods including neural network-based and SVMR-based 
method outperform all the linear ensemble methods, indicating that the nonlinear 
ensemble methods are more suitable for financial time series forecasting than the 
linear ensemble approaches due to high volatility of the financial time series. Interest-
edly, in the testing case of S&P 500, the simple averaging ensemble method can beat 
other two linear ensemble approaches. The phenomenon also reflects a basic princi-
ple, i.e., the simplest may be the best. 
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4   Conclusions 

In this study, we propose a novel triple-phase nonlinear ensemble predictor for finan-
cial time series forecasting. The experimental results reported in this paper demon-
strate the effectiveness of the proposed nonlinear ensemble approach, implying  
that the proposed nonlinear ensemble model can be used as a feasible approach to 
financial time series forecasting.  
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Abstract.  The Block Jacobi preconditioning technique based on Block Broy-
den method is introduced to solve nonlinear equations. This paper theoretically 
analyzes the time complexity of this algorithm as well as the unpreconditioned 
one. Numerical experiments are used to show that Block Jacobi preconditioning 
method, compared with the unpreconditioned one, has faster solving speed and 
better performance under different dimensions and numbers of blocks. 

1   Introduction 

In the past few years, a number of books entirely devoted to iterative methods for 
nonlinear systems have appeared. The Block Broyden Algorithm was proposed and 
analyzed in References [1, 2]. However, the convergence speed of this algorithm is 
affected to some extent, for the information among the nodes is always lost. Hence, 
seeking for proper preconditioning methods[3] is one of the effective ways to solve this 
problem. Some preconditioners have been proposed and discussed in Reference [4]. 

This paper introduces Block Jacobi preconditioning technique based on Block 
Broyden method and we name this method as BJBB. It also analyzes time complexity 
and applies BJBB method to nonlinear systems arising from the Bratu problem. 

2   Block Jacobi Method Based on Block Broyden Algorithm 

2.1   General Remarks  

In the following discussion, we are concerned with the problem of solving the large 
system of nonlinear equations as (1): 

 0)( =xF . (1) 

                                                           
*  This work was supported in part by the Natural Science Foundation of Jiangsu Province 
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where ( )T
nffxF .,)( 1=  is a nonlinear operator from nR  to nR , and nRx ∈*  

is an exact solution. Suppose that the components of x and F are divided into q blocks: 

=

qF

F

F

1

          =

qx

x

x

1

 

We consider the Block Jacobi preconditioning technique based on Block Broyden 
method as follows: 

Algorithm 2.1.1 BJBB Method  

1. Let 0x  be an initial guess of *x , and 0B an initial block diagonal approximation 

of )( 0xJ . Calculate )( 00 xFr = .  
2. For k = 0, 1…until convergence: 

    2.1 Solve kkk rsB −= :  
         2.1.1 Calculate the Block Jacobi preconditioner M: 

 If the index set },1{ nS = is partitioned as iiSUS =  with the sets 

iS mutually disjoint, then the elements jim ,  of preconditioner M is: 

                    

=
otherwise

subsetindexsametheinarejandifa
m

ji

ji

0

,

,

 

           2.1.2  Calculate the inverse of the preconditioner. 

              2.1.3 Transform the linear system as kk rsB -1k-1 MM −=  and solve it by 
Jacobi method. 

2.2 Update the solution kkk sxx +=+1 . 

2.3 Calculate )( 11 ++ = kk xFr . If 
1+kr  is small enough, stop. 

2.4 Calculate kTk ss )(  and update 1+kB by  

                                         
kTk

Tk
i

k
ik

i
k
i ss

sr
BB

)(

)(1
1

+
+ +=  . (2) 

         Then set 1+= kk , and go to step 2. 

2.2   Time Complexity 

From Reference [2], we know that the complexity of Block Jacobi method is: 

=

+++−=
q

i
ii nRnLnnU

1

2 )()()214(
. 

   (3) 
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here )(nL means the complexity of solving q block linear equations k
i

k
i

k
i rsB −= , 

and )(nR  is the calculative cost in step 2.3, Algorithm 2.1.1. From (3) we can know 

that the value of U differs in )(nL for various methods.  

For unpreconditioned method, we can deduce the value of )(nL as follows: 

)2()(
23

nnnknL nn ++×=  .     (4) 

where nk  refers to the addition of number of iterations for unpreconditioned method.. 

For the BJBB method, we can get L(n) as follows: 

)2()
3

2
3

()(
23

2
3

4

nnnkn
n

n
n

qnL pp ++×+−−+×= . 
  

(5) 

where pk  refers to the addition of number of iteration for BJBB method. 

3   Numerical Experiments 

Suppose a nonlinear partial differential equation can be written as  
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(6) 

It is known as the Bratu problem and has been used as a test problem by Yang in 
[2] and Jiang in [4]. In the following tests, we suppose N=110, 150 and 180, giving 
three grids, M1, M2 and M3, with 12100, 22500, 32400 unknowns, respectively. And 
we set block number q1=2000, q2=800 and q3=2500 for each grid. Table 1, 2, and 3 
show the number of nonlinear iterations, which is denoted by “k” and the sum of 
numbers of iterations during the i-th nonlinear iteration, which is denoted by “k[i]”. 

Table 1. Comparison of the total number of iterations in M1, q1 

 BJBB No Preconditioner 
k 3950 4499 

k[500] 7106 13095 
k[1500] 3533 7243 

Table 2. Comparison of the total number of iterations in M2, q2  

 BJBB No Preconditioner 
k 4335 4713 

k[1700] 1088 5601 
k[3290] 512 5020 
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Table 3. Comparison of the total number of iterations in M3, q3 

 BJBB No Preconditioner 
k 4581 4884 

k[1000] 4149 11499 
k[3000] 1735 8994 

To judge the performance of each method, we use data shown in Table 1 as an ex-
ample. During the 1500–th iteration, the following can be known: 

3533=pk , 7243=nk , 20001 =q , 62000/12100/ 11 === qMn  

According to (4), we get 3433182)( =nLn  for the unpreconditioned method. 

According to (5), we get 3366642)( =nLp  for BJBB method. Thus we find that 

)(nLp < )(nLn , so the performance of BJBB method is much better than the unpre-

conditioned one. 

4   Conclusions 

We have proposed Block Jacobi preconditioning technique based on Block Broyden 
Method for solving nonlinear systems. It shows evidently some advantages to com-
bine Block Broyden Algorithm with preconditioners. 
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Abstract. In this paper the problem of computing the generic McMil-
lan degree of a Structured Transfer Function (STF) rational matrix is
considered. The problem of determining the generic McMillan degree is
tackled using genericity arguments and an optimisation procedure based
on path properties of integer matrices is developed. This novel approach
exploits the structure of integer matrices and leads to an efficient new
algorithm for the computation of the generic value of the McMillan de-
gree.

1 Introduction

The study of system properties based on ill-defined models is of great interest
in the context of early design of large scale systems [5]. Our interest here is
the study of the McMillan degree on special types of transfer functions referred
to as Structured Transfer Functions (STF). These are large dimension transfer
functions with certain elements fixed to zero, some elements being constant, and
other elements expressing the dominant dynamics of the system, which have been
identified by some preliminary modelling effort. The McMillan degree indicates
the complexity of the system, and can be calculated from the orders of the
denominators in the Smith-McMillan form [4], [2]; this method is impractical for
large dimension and uncertain models and the method suggested in [2], defining
the pole polynomial as the least common multiple of the minors of all orders is
used. Given an STF matrix H(s), for example,

H(s) =

⎡⎣A1A2A3 A2
1A2 A2

0 A2
3A1 A3

2
A3A2 A1 A1A2A3

⎤⎦ , (1)

where the Ai represent constant terms, first or second order dynamics. We can
use partial fraction expansion and decompose H(s) in the following manner:

H(s) =

⎡⎣A1 A2
1 0

0 A1 0
0 A1 0

⎤⎦
︸ ︷︷ ︸

H1(s)

+

⎡⎣A2 A2 A2
0 0 A3

2
A2 0 A2

⎤⎦
︸ ︷︷ ︸

H2(s)

+

⎡⎣A3 0 0
0 A2

3 0
A3 0 A3

⎤⎦
︸ ︷︷ ︸

H3(s)

(2)
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where the matrices Hi(s), i = 1, 2, 3, are called simple STF matrices. The generic
McMillan degree, denoted by δ(H), can be found by the sum [5]:

δ(H) = δ(H1) + δ(H2) + δ(H3(s)) . (3)

It has been shown in [5], that for simple matrices Hi(s) we can define a map

Hi(s) ∈ R
m×p(s) → Ii ∈ N

m×p ,

such that the entries of the integer matrix Ii, correspond to the orders of the en-
tries in Hi(s), and thus reducing the problem of determining the generic McMil-
lan degree, into an assignment problem of integer matrices [1].

2 Algorithm for Determining the Weight of an Integer
Matrix

Given a matrix A = [aij ] ∈ Nm×p, m ≥ p, we define:

Definition 1. A k−length independent path {ai1j1 , ai2j2 , . . . , aikjk
}, on the ma-

trix A, is a set of elements from the matrix such that there is no common index
in the sets {i1, i2, . . . , ik} and {j1, j2, . . . , jk}. The weight of a path is defined as
the sum: γ = ai1j1 + ai2j2 + . . . + aikjk

.

The maximal weight of all the independent paths of a matrix is denoted by
γ(A), and it is simply referred to as the weight of the matrix. Concerning the
relationship between the generic McMillan degree of a rational matrix and the
weight of the paths of an integer matrix, we have the following result [5]:

Theorem 1. The generic McMillan degree of the simple structured matrix
Hi(s) is equal to the maximal weight of its corresponding integer matrix Ii :

δgm(Hi) = γ(Ii) (4)

A matrix is called column irreducible, if the highest coefficient matrix ( the
Boolean matrix indicating the location of elements in a column with maximal
value) has full structural rank, otherwise the matrix is called column reducible.
The algorithm for the computation of the maximal weight uses the following
result, based on the properties of Boolean matrices.

Lemma 1. [4] If the highest coefficient matrix has full rank, then A is column
irreducible and the maximal weight is given by the sum of the maximum element
of each column. Otherwise A is column reducible and the sum of the maximum
element of each column does not yield its maximal weight.

The objective here is to provide a combination of p elements, which form an
independent path (i.e. they belong in a different row and a different column of
A), with the maximum weight γ(A), for any irreducible or reducible matrix A.
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Assume that the columns of A are ordered according to descending weight and
form the table of the column contents with a resulting matrix C(A) ≡ C, i.e.

col(1) col(2) · · · col(p)
δ11 δ12 · · · δ1p

δ21 δ22 · · · δ2p

...
...

. . .
...

δσ1(i)1 δσ2(i)2 · · · δσp(i)p

(5)

where δ1j ≥ δ2j ≥ · · · ≥ δσj(i)j , ∀j = 1, . . . , p and the σj(i), j = 1, . . . , p are
arrangement functions, one for each column, which take the values {1, . . . , m}.
We represent (5) by a matrix B ∈ Nm×p, and will refer to it as the arrangement
matrix of A. We also define C ∈ Nm×p, as the row index matrix of A, given by:

C = [γij ] = [σj(i)j], i = 1, 2, . . . , m j = 1, 2, . . . , p (6)

where σj(i) is the row coordinate of the i−th maximal element of the j−th
column of A. Let D ∈ Zm×p be the loss allocation matrix of A, given by:

D = [dij ] = [b1j − bij ], i = 1, 2, . . . , m j = 1, 2, . . . , p (7)

i.e. the amount dij is the difference of the element aγij ,j from the maximum,
which is aγ1j ,j. We will refer to an element of D as a loss. The search for the
independent path with the maximum weight involves the following steps:

Algorithm
Preliminary Step: If the highest coefficient matrix has full rank, γ(A) = δ(A) =∑p

i=1 δ1i and the independent path is given by the highest coefficient matrix. If
A is reducible, then γ(A) < δ(A) and the procedure to determine γ(A) continues
as follows:

Searching Routine: In D, there will be a minimum element (minimum loss),
denoted by m1. Using the row index and loss allocation matrices, we can find all
elements in A, for which aγ1j ,j − aγij,j = m1. We substitute those elements with
the maximum, i.e. set aγ1j ,j = aγij ,j for each column, and if the new highest
coefficient matrix, which is a Boolean matrix, has full rank, then there definitely
exists at least one independent path, which contains exactly one non-zero ele-
ment from each column. We choose the independent path with the minimum
loss, and denote this loss by ml1 . We now have a lower bound:

σ(A) = δ(A) − ml1 . (8)

Let mi denote a minimum element of D, after the i−th step; we have:

(i) If mli ≥ δ(A)−σ(A) = ml1 , then all independent paths, give a greater loss,
we search in D for mi+1 :

(ii) If mli < ml1 , then mli becomes the new lower bound and the search con-
tinues for mi+1 similarly.
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The search stops when we reach a loss mi+1 ≥ mli , and the weight of A, i.e. the
generic McMillan degree of the corresponding rational matrix, will be

γ(A) = δ(A) − mli . (9)

3 Conclusions

The computation of the McMillan degree of a structured transfer function matrix
has been considered using properties of column irreducibility of integer matri-
ces, which are similar to those determining the relationship between complexity
and degree of polynomial matrices [4]. The proposed algorithm avoids the gen-
eral searching methods and determines the optimal solution in a small number
of steps. An alternative approach for the computation of the generic McMil-
lan degree may be developed by using standard results from a class of integer
optimisation problems, more known as optimal assignment.

The optimal assignment problem frequently appears in Operational Research
as the problem of having to assign n workers to n jobs, where we assume that
the performance of the ith person for the jth job can in some sense be deter-
mined [1], [7]. Amongst the most popular methods for solving optimal assignment
problems, are the Hungarian, and the Bradford [7]. Such methods provide an
alternative way of looking at the problem and their performance to the case of
large dimension systems has to be evaluated. The comparison of this new, alge-
braically based algorithm to the standard methodologies, is under investigation.
There are strong indications that exploring the structural criteria based on the
reduceness properties, variants of the optimal assignment algorithms may be
developed which explore the sparse structure of the matrices and thus lead to
algorithms with reduced complexity.
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Abstract. State Estimation is an intrinsic element of many network manage-
ment systems, like Power Distribution Networks and Water Distribution 
Networks, where its implementation not only facilitates real-time online 
monitoring with better observability, but it also enables an advanced control 
with improved system security. This paper presents a new technique based on 
State Estimation to address some general shortcomings of the current Active 
Queue Management schemes such as RED and discusses potential issues in 
TCP networks in order to achieve better performance.  

1   Introduction 

Congestion typically refers to a situation when a TCP service either fails to fulfill a 
request to transfer a bulk of data, or it ends up with extensive service delays. 
Furthermore, data packets may also be lost in an attempt to complete the request. If 
the congestions are not dealt with appropriately, the packet loss rate becomes high 
enough, giving rise to retransmissions of lost packets and consequently cause further 
service delays. The Transmission control protocol (TCP) has been designed 
exclusively to offer a reliable service in terms of data delivery. Early 
implementations of TCP led to, what was known as “congestion-collapse”, in which 
a network failed to respond altogether. This situation was soon overcome by more 
reliable TCP implementations [2]. However, the rapid increase in users around the 
globe, with a consequent increase in data requirements, has offered many threats to 
this reliability.  These limitations are studied and remedied in this paper, by applying 
State Estimation mainly due to the following reasons. At first, no mathematical 
model is perfect and therefore may not capture all behavioral aspects of the actual 
physical state of the system. Numerous effects of the underlying system are 
deliberately left un-modeled, while the assumptions of the modeled effects are not 
correct under all circumstances. As such, there may be many uncertainties present in 
any mathematical model. Moreover, the underlying systems are driven not only by 
the control inputs but are often driven by disturbances or noises which cannot be 
modeled deterministically. The State Estimation technique proposed in this paper 
uses the Kalman filtering approach to try to address the general problems of RED 
models. We have used the discrete time model proposed in [1], as a case study in this 
paper, to compare the results from our State Estimator to the Simulation results of this 
model. 
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2   TCP Traffic State Estimator 

The general TCP traffic flow State Estimation problem can be posed in a similar way 
as formulated in the Power and Water systems [6,4]. To have a more concrete 

description of the problem, consider the following. Let kx be a given signal at time 

step k and be the noise. Considering that only the sum of signal and the noise can 
be observed, it can be generally represented as, 

HX= + εZ  (1) 

Where, Z is the measurement vector which is updated at each scan. X is the State 
vector, H  is as Identity matrix ( x ,m n  m n≥ ) relates state to measurement Z , and ε  
is the Vector of measurement errors. The error ε can arise due to a number of 
situations, e.g., inaccuracy of network model, measurement noise and inaccuracy of 
RED. The mathematical model may serve its purpose well in most cases but the 
assumptions of the mathematical model are not correct in all circumstances, for 
example, presence of a very large number of network nodes and packet-flows may 
affect the calculations up to a fractional level which can accumulate into a high level 
of measurement uncertainty when the results are used as feedback control.  Moreover, 
an RED that operates on a router at some congested link and uses the exponentially-
weighted-average-queue-length to predict packet losses and impose flow control may 
use wrong parameters (weights) and can consequently lead to uncertainties. A 
Kalman filter State Estimator is used here for this purpose. The expressions for the 
time and measurement updates of the Kalman filter, in order to devise a State 
Estimation algorithm, can be derived based on the treatment given in [1,5].  

3   Results and Discussions 

The derived Kalman algorithm for the queue length q , average queue length X  and 
congestion windowW is implemented in MATLAB. The following section presents 
comparison of the results from the Simulator [1] and the Estimator using the dumbbell 
and Y-shape topologies [3], the configurations of the congested connection listed in 
table 1. 

According to the law of flow conservation [3] the flow into a congested link 
depends on the number of packets being injected by a sender into a link and as such, 
the accuracy of congestion window size is of significant importance. The congestion 
avoidance model [1] used in this paper, increments congestion window by W1/ after 
the receipt of each acknowledgment. While this could work well for a small number 
of senders, it can lead to uncertainties in the presence of a large number of senders 
simultaneous transmitting through a link. As the acknowledgement is modeled to 
arrive in one round-trip time ( pT q / B+ ), which depends on the queue length q  

(queuing delay, q /B ), the estimation assumes the round trip time to be corrupted by a 

small fraction (0.0005s). This fractional change is certain to occur when there is some 
background traffic present i.e. the congested router is also serving some other flows 
arriving from other nodes (note that the model assumed no background traffic). This 
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fractional inaccuracy in the round-trip time can accumulate into large inaccuracy and 
consequently, the congestion window measurement becomes noisy after a few round 
trip times. For example, assuming 30 senders simultaneously transmitting through a 
queue and then calculating the round-trip time, the noise robustness becomes 0.02 
packets in congestion window of each sender. The noise robustness increases at the 
start of the congestion soon after the first packet drop between 2nd and 3rd second. 
This is because the sender waits for a relatively longer round trip time during the 
recovery phase (note the horizontal increase of the noisy measurements). Noise 
robustness also increases with the increased number of senders.      

Table 1. Network parameters 

Variable Description Value 
qmin RED parameter 150 
qmax RED parameter 300 
Tp Propagation delay 0.1s 
B Bandwidth of bottleneck link 1Mbps 
pmax RED parameter 0.1 
Weight RED parameter 0.001  

The results of estimated queue length were also compared to the results of 
simulated queue length [1] in the presence of certain noise. As the measurement of the 
queue length depends on the congestion window size of each sender transmitting 
through this queue 1q / W= , the estimator assumes five senders transmitting 

simultaneously, and the value of each W  to be corrupted by 0.02 packets. The flow 

1q / W= can produce the following effects on the queue size. 

Table 2 lists mean queue-length of each sender observed for 10 seconds. In the 
presence of noise the measurement of the simulated queue length reflects wrong 
values. It means that, some of the buffer space at the router’s queue remains 
unutilized due to the noisy measurements,  and the packets are dropped by the router 
(when queue reaches its capacity) whereas, in reality, there still remain some 
unoccupied space. The results from the estimator match closely with the results of  
 

Table 2. Noise Robustness 

Noise Robustness 

No. of 
Senders 

Simulated mean 
Queue-length 
(without noise) 

Simulated mean  
Queue-length 
(with noise) 

Estimated mean 
Queue-Length 
(with noise) 

1 69.5827 70.5673 69.5714 
2 116.6457 119.3910 116.6333 
3 131.3254 137.9962 131.3130 
4 137.8840 150.1776 137.8696 
5 141.0444 160.0377 141.0266 



 State Estimation of Congested TCP Traffic Networks 805 

 

simulator which assumes no noise, i.e. the estimation is capable of removing the 
measurement noise and reflecting correct mean queue-length. 

Moreover, it is also clear from the results that the measurement inaccuracy 
increases with the increased number of senders, consequently more packet drops will 
occur which in turn will lead to increased level of congestion. The accuracy of the 
measurements of average queue length X  are of significant importance in terms of 
systems control, as a router using RED will drop packets as soon as X  reaches qmin . 

As the measurement of the average queue depends on the actual queue length q , the 

noisy measurements of q  can in turn affect the measurement of X  resulting in early 
packet-drops prior to buffer filling.     

4   Concluding Remarks 

A State Estimation coupled with RED algorithm can provide a better control and 
management of the system, and security benefits. 
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Abstract. Composite and nanocomposite films consisting of metal ob-
jects embedded in a dielectric matrix are studied by computer experi-
ment. The electron transport through the composites is calculated in the
case when the basic conductivity mechanism is the tunnel effect. It was
found that the conductivity of composite film is located into tunneling
clusters strongly influenced by objects arrangement in composite film.

1 Introduction

Composite and nanocomposite films represent class of promising materials with
many applications in electronics, optics, catalysis and biotechnology [1]. The
characteristics of such composite films depend strongly on both size and spatial
distributions of embedded particles, which is influenced by used technologies –
evaporation, laser deposition, plasma-assisted technologies, etc. [2], [3]. For most
technologies it was observed that the resulting films contain nanometer-sized
particles with excellent uniformity, at least for small filling factors.

The properties of composite films vary with the filling factor chosen. For small
filling factors the structure contains individual particles completely insulated by
dielectric matrix and the film has dielectric properties. With increasing filling
factors the conductivity increases and tunnel current is observed below the per-
colation threshold. Finally, the transition into metallic state occurs.

Conventional characterization techniques of thin films fail for these new ma-
terials and novel advanced techniques are needed in order to describe the prop-
erties of composites. The goal of their morphological analysis is to characterize
the forms and spatial distribution of individual objects in the film. For this pur-
pose, the image analysis applied to micrographs of either projections or planar
sections of composite films is the most suitable [4].

The investigation of electrical properties of composites theoretically leads to
the nearly insurmountable difficulties, therefore a computer experiment is often
used [5]. This text focuses on the study of transport properties of composite
films below the percolation threshold, in order to find correlation between film
structure and its electrical conductivity.
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2 Model

First, several sets of simulated composite structures were prepared. The struc-
tures consist of spherical objects of fixed radii embedded in a 3D working field
with characteristic dimensions from 1000 × 1000 × 100 to 1000 × 1000 × 500
units plus 10% margin. In the case of composite films the length unit of the
model corresponds approximately to 0.1 nm. The spatial distribution of objects
was determined by the static hard-sphere model. The model parameter, dif-
fusion zone DZ ∈ 〈0, DZmax〉, denotes the minimum distance between edges
of objects, the positions of which are generated randomly. The value of DZ
sets the degree of arrangement of metal objects in the dielectric matrix; the
larger the value of DZ, the more arranged structures are. In order to guar-
anty the sufficient precision of the results, the typical number of objects in
the model varied between 1 × 103 and 1 × 104 and several structures with the
same parameters were generated (about 10). Fig. 1 shows examples of prepared
structures. In some cases the hard-sphere model is not satisfactory; hence, more
sophisticated models corresponding to various types of experimental data were
developed [6].

Fig. 1. Images of composite films, their sections and projections. Left – diffusion zone
minimal, right – diffusion zone maximal (DZ/DZmax = 100 %).

Besides the bulk (3D) composite structures, their 2D analogies also were used.
These artificial structures, in contrast to 3D structures, enable better visualiza-
tion of acquired results and allow easier evolution of algorithms. The 2D models
of composite structures use the 1000× 1000 working region with the same para-
meters – radii and diffusion zones – as the corresponding 3D models.

The electric current flowing through the composite film was calculated by
the kinetic Monte Carlo method. The electron tunneling in a low voltage ap-
proximation was selected as a mechanism of conductivity in accordance with
experimental data. The whole transport algorithm has three main parts: (i)
emission of electrons from negatively biased electrode; (ii) tunneling of electrons
between particular objects, causing changes in their charging; (iii) and the collec-
tion of electrons by positively biased electrode, all parts treated stochastically.
The electron transport was studied as an iterative process until reaching the
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steady state of both potential distribution and intensities of conduction paths.
Fig. 2 shows the potential distribution in 2D analogies of composite structures
in the dependence on the arrangement of objects.

Fig. 2. Steady-state potential distribution in 2D analogies of composite films denoted
by equipotentials and by colours of individual clusters. Left – DZ/DZmax = 33%,
right – DZ/DZmax = 100 %.

3 Results of Transport Study

The simulations were carried out for several sets of structures, both 3D and 2D,
varying in the degree of objects arrangement. The type of electrical conductiv-
ity depends on the filling factor of composite structure. Below the percolation
threshold the tunneling appears between objects and electrodes and the terms
typical for ohmic conductivity like infinite cluster, backbone and dead-ends [7]
change their meanings. The infinite cluster has now spread to much more objects
and we call it tunneling cluster. The description of these structures and study of
their properties is the goal of our simulations. Fig. 3 shows the tunneling clus-
ters in structures with different degrees of ordering. The intensity of the electric
current flowing through each channel is depicted by the shade of grey colour.

Fig. 3. Currents flowing between electrodes. From left to right – DZ/DZmax = 33, 67
and 100 %.

During the analysis of tunneling cluster the channel with the largest intensity
of electric current (so-called main conductivity channel) and its critical bond was
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determined. The critical bond is the bond that causes the weakest conductive
connection between two objects in the main conductivity channel. Fig. 4 shows
the main conductivity channels of the structures from Fig. 3; the critical bonds
are also marked in the channels. Relative values of the electric current flowing
through these channels are 0.151, 0.083 and 0.052 for DZ/DZmax 0.33, 0.66 and
1.0, resp. (the fluctuations for various samples were about 20 %).

Fig. 4. Main conductivity channels and their critical bonds (indicated by arrows), i.e.
the maximal resistors. From left to right – DZ/DZmax = 33, 67 and 100 %.

4 Discussion

The electrical characteristics of composites depend on the degree of arrangement
of metal objects. To describe this effect caused by the decreasing dispersion of
distances between objects, one can claim: (i) the total current increases; (ii) the
potential distribution in the structure becomes more uniform; (iii) the number
of current paths increases; (iv) the current paths become shorter and better
arranged; (v) the main conductivity channel becomes shorter and more arranged.
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Abstract. Loop partitioning on parallel and distributed systems has been an 
important problem. Furthermore, it becomes more difficult to deal with on the 
emerging heterogeneous PC cluster environments. In this paper, we propose a 
performance-based scheme, which dynamically partitions loop iterations 
according to the performance ratio of cluster nodes. To verify our approach, a 
heterogeneous cluster is built, and two kinds of application programs are 
implemented to be executed in this testbed. Experimental results show that our 
approach performs better than traditional schemes. 

Keywords: Parallel loops, Self-scheduling, Cluster computing, MPI, Hetero-
geneous, PC cluster. 

1   Introduction 

As more and more inexpensive personal computers (PC) are available, clusters of PCs 
have become alternatives of supercomputers which many research projects cannot 
afford. However, it is difficult to deal with the heterogeneity in a cluster [2, 4], 
especially for the parallel loop scheduling problem [5]. 

Previous researchers [3, 6, 7] propose a two-phased self-scheduling approach, which 
is applicable to PC-based cluster environments. These two-phased schemes collect 
system configuration information, and then distribute some portion of the workload 
among slave nodes according to their CPU clock speed [6] or HINT measurements [7]. 
After that, the remaining work load is scheduled by some well-known self-scheduling 
scheme. Nevertheless, the performance of this approach depends on the appropriate 
choice of scheduling parameters. Besides, it estimates node performance only by CPU 
speed or HINT benchmark, which is one of the factors affecting node performance.  
                                                           
* Corresponding author. 
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In [3], an enhanced scheme, which dynamically adjusts scheduling parameters accor-
ding to system heterogeneity, is proposed.  

Previous work in [3, 7] and this paper are all inspired by [6], the  self-scheduling 
scheme. However, this work has different viewpoints and unique contribution. First, 
while [3, 6] partition  % of workload according to performance weighted by CPU 
clock speed in phase one, our scheme conducts the partition according to a general 
performance function (PF). The PF obtained by the HPL benchmark [8] can estimate 
performance of cluster nodes rather accurately. 

Second, the scheme in [6] utilizes a fixed  value, and [3, 7] adaptively adjust the  
value according to the heterogeneity of the cluster. In a word, both schemes depend 
on a properly chosen  value to get good performance. Nevertheless, our scheme 
focuses on accurate estimation of node performance, so the choice of  value is not 
very critical. 

2   Our Approach 

We propose to partition % of workload according to the performance ratio of all 
nodes, and the remaining workload is dispatched by some well-known self-scheduling 
scheme, for example, GSS [5]. Using this approach, we do not need to know the real 
computer performance. However, a good performance ratio is desired to estimate 
performance of nodes accurately. 

2.1   Performance Function and Performance Ratio 

We first define the Performance Function (PF) to represent the performance index of 
each node. In this paper, our PF for node j is defined as  

∈∀

=

Snodei

i

j
j B

B
PF  (1) 

where 
S is the set of all cluster nodes. 
Bi is the performance value of node i measured by the HPL benchmark [8] before 

each workload partitioning. 
 
The performance ratio (PR) is defined to be the ratio of all performance functions. 

For instance, assume the PF of three nodes are 1/2, 1/3 and 1/4. Then, the PR is 1/2 : 
1/3 : 1/4; i.e., the PR of the three nodes is 6 : 4 : 3. In other words, if there are 13 loop 
iterations, 6 iterations will be assigned to the first node, 4 iterations will be assigned 
to the second node, and 3 iterations will be assigned to the last one. 

2.2   Our Algorithm 

The algorithm for the master node of our approach is described as follows. 
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Algorithm MASTER: 
1. Evaluate Performance Ratio by the HPL benchmark. 
2. Dispatch % of loop iterations according to the 
performance ratio of nodes. 
3. Master does its own computation work 
4. Dispatch (100- )% of loop iterations into the task queue 
using GSS. 
END MASTER 

3   Experimental Results 

We have built a heterogeneous cluster which consists of 8 PCs. The configuration of 
this cluster testbed is shown in Table 1. 

Table 1. Hardware configuration 

Host Name CPU Type CPU Speed Number 
of CPU 

RAM 

hpc Intel XeonTM 2.4GHz 2 1GB 
amd1 AMD AthlonTM MP 1.8GHz 2 2GB 
amd1-dual1 AMD AthlonTM MP 2.2Ghz 2 512MB 
amd1-dual01 AMD AthlonTM MP 2.0Ghz 2 2G 
dna2 AMD AthlonTM MP 2.0Ghz 2 2G 
piii-dual1 Intel Pentium III 866MHz 2 1GB 
xeon2 Intel XeonTM 3.0GHz 2 512MB 
hpc2 Intel XeonTM 3.0GHz 2 1GB 

We have implemented the Mandelbrot set application programs in C language, 
with message passing interface (MPI) directives for parallelizing code segments to be 
processed by multiple CPUs. In this experiment, the scheduling parameter  is set to 
be 50 for all two-phased schemes, except for the schemes by [7], of which  is 
dynamically adjustable according to cluster heterogeneity. 

The Mandelbrot set is a problem involving the same computation on different data 
points which have different convergence rates [1]. In this experiment, execution time 
on the heterogeneous cluster is investigated. Figure 1(a) illustrates execution time of 
static scheduling, dynamic scheduling (GSS [5]) and our scheme, with input image 
size 64×64, 128×128 and 192×192 respectively. Experimental results show that our 
scheduling scheme got better performance than static and dynamic ones. In this case, 
our scheme for input size 192×192 got 95% and 86% performance improvement over 
the static one and the dynamic one respectively. 

Figure 1(b) illustrates execution time of previous two-phased schemes ([6] and [7]) 
and our scheme, with input image size 64×64, 128×128 and 192×192 respectively. 
Experimental results show that our hybrid scheduling scheme got better performance 
than [6] and [7]. In this case, our scheme for input size 192×192 got 83% and 69% 
performance improvement over the static one and the dynamic one respectively. 
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Fig. 1. Mandelbrot execution time on the heterogeneous cluster (a) Static, dynamic and our 
scheme; (b) Dynamic schemes [6], [7] and our scheme 

4   Conclusions and Future Work 

In this paper, we propose a dynamic loop partitioning scheme, and compare it with 
previous algorithms by experiments on the Mandelbrot application programs in our 
heterogeneous cluster environment. In each case, our approach can obtain 
performance improvement on previous schemes. In our future work, we will 
implement more types of application programs to verify our approach. Furthermore, 
we hope to find better ways of modeling the performance function, incorporating 
network information. 
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Abstract. A three dimensional hydrodynamic and suspended sediment transport 
model (HYDROTAM-3) has been developed and applied to Fethiye Bay. 
Model can simulate the transport processes due to tidal or nontidal forcing 
which may be barotropic or baroclinic.  The Boussinesq approximation, i.e. the 
density differences are neglected unless the differences are multiplied by the 
gravity, is the only simplifying assumption in the model. The model is also ca-
pable of computing suspended sediment distributions, amount of eroded and 
deposited sediment. It is a composite finite difference, finite element model. At 
three Stations in the Bay, continuous measurements of velocity throughout the 
water depth and water level were taken for 27 days.  Model predictions are in 
good agreement with the field data.   

1   Introduction 

The activities around enclosed or semi-enclosed coastal areas that have limited water 
exchange should be carefully planned and detailed researches to understand water 
circulations and transport processes should be performed. Since field measurements 
are usually costly and some times impossible due to physical inabilities, application of 
numerical models becomes more and more important in the simulations of coastal 
water bodies. Use of three-dimensional models is unavoidable in all cases where the 
influence of density distribution, or the vertical velocity variations can not be ne-
glected and in the simulation of wind induced circulation [1],[2],[3]. The detailed 
knowledge of the water motion is very crucial for a reliable prediction of suspended 
sediment transport [4],[5]. 

An unsteady three-dimensional baroclinic circulation model (HYDROTAM-3) has 
been developed to simulate the transport processes in coastal water bodies[6],[7],[8].  
The model consists of three components: hydrodynamic, turbulence and suspended 
sediment transport models. In the hydrodynamic model, full Navier-Stokes equations 
are solved. The Boussinesq approximation is the only simplifying assumption in the 
hydrodynamic model.  Temperature and salinity variations are calculated by solving 
the three dimensional convection-diffusion equations.  The two equation k-  turbu-
lence model is used for the turbulence modelling [6],[7]. The three dimensional con-
servation equation for suspended sediment where the vertical advection includes the 
particle settling velocity can be written as:  



 3-D Numerical Modelling of Coastal Currents and Suspended Sediment Transport 815 

)
z

C
D(

z
 + )

y

C
D(

x
 + )

x

C
D(

x
 = 

z

C
w

z

C
 w+ 

y

C
 v+ 

x

C
u + 

t

C
zyxs ∂

∂
∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂−

∂
∂

∂
∂

∂
∂

∂
∂

 (1) 

where C: Suspended sediment concentration; u,v,w: Velocity components in x,y,z 
directions, respectively; Dx, Dy, Dz: Turbulent viscosity coefficients in x,y and z di-
rections, respectively; ws: Settling velocity. 

Solution scheme is a composite finite element-finite difference scheme [6]. The 
governing equations are solved by Galerkin Weighted Residual Method in the vertical 
plane and by finite difference approximations in the horizontal plane, without any 
coordinate transformation. The water depths are divided into the same number of 
layers following the bottom topography.  

2   Model Application to Fethiye Bay 

Developed three dimensional numerical model (HYROTAM-3) has been imple-
mented to the Bay of Fethiye.  Water depths in the Bay are plotted in Fig.1.  The grid 
system used has a square mesh size of 100x100 m. Wind characteristics are obtained 
from the measurements of the meteorological station in Fethiye for the period of  
1980-2002.  The wind analysis shows that the critical wind direction for wind speeds 
more than 7 m/s, is  WNW-WSW direction. 
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Fig. 1. Water depths (m) of Fethiye Bay where +:Station I, •:Station II,∗ :  Station III  

Some field measurements have been performed in the area.  At Station I and at Sta-
tion II shown in Fig.1, continuous velocity measurements throughout water depth, at 
Station III water level measurements were taken for 27 days. Simulated velocity pro-
files over the depth at the end of 8.5 days are compared with the measurements taken 
at Station I and Station II and are shown in Fig.2.  

At the end of 8.5 days of simulation, for Station I, the root mean square error is 
0.417 cm/s and bias is –0.095 cm/s. and for Station II, the root mean square error is 
0.182 cm/s and bias is –0.027 cm/s. Comparison of results is encouraging. Model well 
simulates the measurement period. Predicted sediment distributions in the Bay are 
given in Fig.3. at the end of 8.5 days of simulation.  



816 L. Balas, A. Küçükosmano lu, and U. Yegül 

0 2 4 6 8
Horizontal Velocity (cm/s)

-5

-4

-3

-2

-1

0
D

ep
th

 (
m

)

-4 -2 0 2 4 6
Horizontal Velocity (cm/s)

-8

-6

-4

-2

0

D
ep

th
 (

m
)

-9.65

 
(a) (b) 

Fig. 2.  Velocity profiles over the water depth at the end of 8.5 days of simulation, at Station I 
b) at Station II, where, solid line: simulation, dot: measurements. 

 
(a)                                                             (b) 

Fig. 3. Distribution of suspended sediment concentration at the end of 8.5 days of simulation  
a) at the sea surface b) at the sea bottom 

A sensitivity study of model predictions to bottom friction coefficient is performed 
and Cf=0.0026 provided the best match with the measurements. In the application, 
measurement period has been simulated and model is forced by the recorded  
wind. No significant density stratification was recorded at the site. A horizontal grid 
spacing of ∆x=∆y=100 m. is used. The sea bottom is treated as a rigid boundary. 
Model predictions are in good agreement with the measurements. During the site 
investigations, it has been observed that suspended sediment concentration is the 
highest around the island.  Inner and outer parts of the Bay are rather dynamic regions 
where there may occur sediment deposition or resuspension depending on the blowing 
wind direction.  Model simulations well agree to the observed regions at the site. 
Sediment sampling studies are still in continuation at the site.  
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3   Conclusions 

A baroclinic three dimensional numerical model of transport processes in coastal areas 
has been presented.  The model consists of three components; hydrodynamic, turbu-
lence and suspended sediment transport. The developed model is able to predict sus-
pended sediment concentration profiles, re-suspension of bottom sediments, equilib-
rium and deposition sites of the coastal area and determines changes in sea bed mor-
phology quantitatively. Model has been applied to Fethiye Bay where there exist some 
field measurements.  Model implementation to Fethiye Bay has provided realistic 
results and has shown the capability of model to predict complex circulation patterns.   
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Abstract. In the Grid environments where many different implementa-
tions are available, the need for semantic matching based on a defined on-
tology becomes increasingly important. Especially for service or resource
discovery and selection. In this paper, we propose a flexible and exten-
sible approach for solving resource discovery and selection in the Grid
Environments using ontology and semantic web and grid technologies.
We have designed and prototyped an ontology-driven resource discovery
and selection framework that exploits ontologies and domain knowledge
base. We present results obtained when this framework is applied in the
context of drug discovery grid. These results demonstrate the effective-
ness of our framework.

1 Introduction

The need to discover and select entities that match specified requirements arises
in many contexts in distributed systems like Peer-to-Peer networks and Grids.
In such environments, many different nodes, possibly spanner across multiple
organizations, need to share resource [3].

A common issue both in Peer-to-Peer and Grid is related to the fact that data
and resources need to be described in a way that is understandable and usable
by the community that is target user, by means of ontologies.

In this paper, we propose a flexible and extensible approach for performing
Grid resource discovery and selection using an ontology-driven model and an O-
Match resource rank algorithm. Unlike the traditional Grid resource matching
that describe resource request properties based on symmetric flat attributes, sep-
arate ontologies are created to declaratively describe resources and job requests
using an expressive ontology language. Moreover, we propose an O-Match re-
source rank algorithm to balance the symmetric and asymmetric matching.

The rest of this paper is organized as follows. Section 2 lists the related work.
Section 3 presents ontology-driven resource discovery and selection techniques
and algorithms. Section 4 presents the prototype implementation and experi-
mental results. Finally, Section 5 gives the conclusions.
� This research work is supported in part by the the National High Technology

Research and Development Program of China (863 Program), under Grant No.
2004AA104270.
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2 Related Work

Related to the resource discovery and selection solution. Globus MDS and UDDI
are two such examples; MDS has been widely used in the Grid community for
resource discovery while UDDI has been used in the web community for business
service discovery.

Different approaches for ontology-based resources matching and selecting in
the grid systems also have been proposed [2]. Matchmaker [4] is a framework
in order to provide a flexible strategy for the resource matching problem in the
Grid. This approach is based on three ontologies: a resource ontology, a resource
request ontology and a policy ontology.

3 Ontology-Driven Resource Discovery and Selection

Semantic matching is based on OWL-S [1] ontologies. The advertisements and
requests refer to OWL-S concepts and the associated semantic. By using OWL-
S, the matching process can perform implications on the subsumption hier-
archy leading to the recognition of semantic matches despite their syntactical
differences.

3.1 Ontology-Based Semantic Annotation

The meaning of services is implicitly expressed by the implementation expressed
in the form of the programming language source code. The purpose of the seman-
tic annotation is to express this intrinsic meaning explicitly and in a machine
processable way. The Resource Description Framework (RDF) from W3C was
designed to serve this purpose and the OWL builds on RDF to provide a way
of adding domain specific vocabulary for resource description by using concepts
taxonomy.

Semantic annotation of a service is developed in two stages. First, the user
annotates a service with intended meaning. Next, different aspects of a service
method need to be described independently as distinct resources. This stage
concentrates on expressing the syntactic meaning of the service by annotating
the semantics of the definition of the service method.

3.2 Ontology-Based Semantic Matching

The first step in autonomic service adaptation is to find services that are concep-
tually equivalent to the client’s requirements. These requirements are expressed
through the semantic annotation of the interface by using OWL. This ties each
of the interface method to a domain concept.

A semantic matching service will need to perform two main inference opera-
tions - class and property inferencing. Each interface annotation ties the concept
of a method to a ontology class.
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3.3 The O-Match Algorithm

In order to enforce dynamic ontology matching, we require a flexible algorithm
with the aim of facing two different requirements of the matching process. These
requirements have been addressed by the O-Match algorithm for dynamic on-
tology matching. The aim of O-Match is to allow a dynamic choice of the kind
of features to be considered in the matching process. O-Match is based on two
basic functions, namely a datatype compatibility function T (dt, dt′) → {0, 1},
and a property and relation closeness function C(e, e′) → [0, 1].

The datatype compatibility function T (dt, dt′) → {0, 1} is defined to evaluate
the compatibility of data types of two properties according to a pre-defined set
CR of compatibility rules. Given two datatypes dt and dt′, the function returns 1
if dt and dt′ are compatible according to CR, and 0 otherwise. For instance,
with reference to XML Schema datatypes, examples of compatibility rules that
hold between datatypes are: xsd : integer ⇔ xsd : int, xsd : integer ⇔ xsd :
float, xsd : decimal ⇔ xsd : floatandxsd : short ⇔ xsd : int.

The property and relation closeness function C(e, e′) → [0, 1] calculates a mea-
sure of the distance between two context elements of concepts. C(e, e′) exploits
the weights associated with context elements and returns a value in the range
[0,1] proportional to the absolute value of the complement of the difference be-
tween the weights associated with the elements. For any pairs of elements e and
e′, the highest value is obtained when weights of e and e′ coincide.

4 Prototype Implementation and Experimental
Evaluation

4.1 Prototype Implementation

The ontology-based resources discovery and selection framework consists of three
components: 1) resources discovery and selection engine, 2) resources database,
capturing all the resources available in this domain, and 3) domain ontology
knowledge base, capturing the domain model and additional knowledge about
the domain.

We have developed two ontologies using OWL-S including resource ontology
and domain ontology. The resource ontology provides an abstract model for
describing resources, their capabilities and their relationships. The domain on-
tology is used during the resource selecting process. It is typically defined by the
grid middleware.

4.2 Experimental Results

To verify the validity of our resources discovery and selection framework and O-
Match algorithm, we conducted experiments in the context of the Drug Discovery
Grid project’s test bed (http://www.ddgrid.ac.cn). which comprised 8 clusters
at 5 different cities. We compared the execution time and efficiency of resources
discovery and selection with UDDI-based resources selection.
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Fig. 1. The job execution time for
different job sizes

Fig. 2. The resource discovery and
selection time for different job sizes

Figure 1 illustrates the job execution time for different job sizes with differ-
ent resource discovery and selection algorithms. The results show that the job
execution time is reduced with the ontology-based resource discovery and se-
lection (O-RDS) algorithm. That is to say, those resources are optimal used at
this scenario. Figure 2 shows that the total resource selection time increased
with O-RDS algorithm. It is obviously at this dynamically resource selection
environment.

5 Conclusions

We have proposed a ontology-driven resources discovery and selection framework
that provides a common resources selection service for different kinds of appli-
cation. This framework exploits existing ontology and semantic web and grid
technologies. We have used drug discovery grid test bed to validate the design
and implementation of the resource selection framework, with promising results.
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Abstract. We show that a non-bandlimited weak sense stationary sto-
chastic process can be approximated by its local averages near the sam-
pling points, and explicit error bounds are given.

It is well known that the Shannon sampling theorem plays an important role in
signal processing. It states that if a function f is band-limited to [−Ω, Ω], i.e.,
f ∈ IR and supp f̂ ⊂ [−Ω, Ω], where

f̂(ω) =
∫ +∞

−∞
f(t)e−itωdt

is the Fourier transform of f , then f can be recovered from its sampled values
at instances kπ/Ω. Specifically,

f(t) =
+∞∑

k=−∞
f

(
kπ

Ω

)
sinc(Ωt − kπ), (1)

where sinc t = sin t/t.
Since signals are often of random characters, random signals play an impor-

tant role in signal processing, especially in the study of sampling theorems. But
in many situations the assumption of band-limitation is not fulfilled exactly,
or the correct bandwidth is unknown. For this purpose one usually uses non-
bandlimited stochastic processes which are stationary in the weak sense as a
model. We will give some new results on this topic in this paper.
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Before stating the results, let us introduce some notations. Lp(IR) is the space
of all measurable functions on IR for which ‖f‖p < +∞, where

‖f‖p :=
(∫ +∞

−∞
|f(u)|pdu

)1/p

, 1 ≤ p < ∞,

‖f‖∞ := ess sup
u∈IR

|f(u)|, p = ∞.

BΩ,p is the set of all entire functions f of exponential type with type at most Ω
that belong to L2(IR) when restricted to the real line [11]. By the Paley-Wiener
Theorem, a square integrable function f is band-limited to [−Ω, Ω] if and only
if f ∈ BΩ,2.

Given a probability space (W , A, P) [5], a real-valued stochastic process
X(t) := X(t, ω) defined on IR × W is said to be stationary in weak sense if
E[X(t)2] < ∞, ∀t ∈ IR, and the autocorrelation function

RX(t, t + τ) :=
∫
W

X(t, ω)X(t + τ, ω)dP (ω)

is independent of t ∈ IR, i.e., RX(t, t + τ) = RX(τ).
A weak sense stationary process X(t) is said to be bandlimited to an interval

[−Ω, Ω] if RX belongs to BΩ,p for some 1 ≤ p ≤ ∞, we note that X(t) ∈ L.
Noting that any function RX ∈ BΩ,p is infinitely differentiable, so the process

X(t) belongs to Lipschitz class

LipLα := {X ∈ L; ω(L, X, η) ≤ Lηα} (0 < α ≤ 1),

where ω(L, X, η) := sup
|h|<η

‖X(t + h) − X(t)‖L is the modulus of continuity in

mean square, L > 0 is the Lipschitz constant, and ‖X(t + h) − X(t)‖L =√
E[(X(t + h) − X(t))2].
The convolution of two functions f, g ∈ L1 is defined by f ∗ g(t) := 1√

2π

∫ ∞
−∞

f(u)g(t − u)du. The convolution of a process X ∈ L and a function g ∈ L1 is
defined similarly by

X ∗ g(t, ω) :=
1√
2π

∫ ∞

−∞
X(u, ω)g(t − u)du.

It is not difficult to check that the autocorrelation function of X ∗ g is

RX∗g = RX ∗ g ∗ g(τ).

In 1981, Splettstösser proved the following result.

Proposition 1. ([7, Theorem 2.2]) If the autocorrelation function of the weak
sense stationary stochastic process X(t, ω) belongs to BΩ,p for some 1 ≤ p ≤ 2
and Ω > 0, then

lim
N→∞

E

⎛⎝∣∣∣∣∣X(t, ω) −
N∑

k=−N

X

(
kπ

Ω
, ω

)
sinc(Ωt − kπ)

∣∣∣∣∣
2
⎞⎠ = 0. (2)
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Proposition 2. ([7, Corollary 2.3]) If the autocorrelation function RX of the
weak sense stationary stochastic process X(t, ω) belongs to BΩ,p for some 1 ≤
p ≤ ∞, where Ω > 0, and satisfies

|RX(t)| = O(|t|−γ), (|t| → ∞) (3)

for some γ > 0. Then the sampling expansion (2) holds.

Proposition 3. ([7, Theorem 3.1]) If the weak sense stationary stochastic
process X(t, ω) is r times differentiable (in mean square sense) for some positive
integer r and with X(r) ∈ LipLα for some α ∈ (0, 1], and RX satisfies (3) for
γ ∈ (0, 1], then for Ω → ∞

lim
N→∞

E

⎛⎝∣∣∣∣∣X(t, ω)−
N∑

k=−N

X

(
kπ

Ω
,ω

)
sinc(Ωt−kπ)

∣∣∣∣∣
2
⎞⎠=O[(

Ω

π
)−2r−2α ln2(

Ω

π
)].

(4)

For physical reasons, e.g., the inertia of the measurement apparatus, mea-
sured sampled values obtained in practice may not be values of f(t) precisely at
times tk, but only local average of f(t) near tk. Specifically, measured sampled
values are

〈f, uk〉 =
∫

f(t)uk(t)dt (5)

for some collection of averaging functions uk(t), k ∈ ZZ, which satisfy the follow-
ing properties,

supp uk ⊂ [tk − σ

2
, tk +

σ

2
], uk(t) ≥ 0, and

∫
uk(t)dt = 1. (6)

The local averaging method in sampling was first studied by Gröchenig[4] in
1992. Butzer and Lei [2] also gave some interesting results on non-necessarily
bandlimited functions in 1998. Recently Sun and Zhou [9, 10] extend some clas-
sical results on irregular sampling to local average cases. They all assume that
the time intervals for averaging are symmetric. But in applications, it might not
be the case. More specifically, if we want to measure the values of f(t) at kπ/Ω,
the measurement apparatus in fact gives a weighted average over a time interval
[kπ/Ω − σ′

k, kπ/Ω + σ′′
k ], where σ′

k, σ′′
k are positive numbers. We assume that

σ/4 ≤ σ′
k, σ′′

k ≤ σ/2 and that the weight functions uk are continuous, i.e,

supp uk ⊂ [tk − σ′
k, tk + σ′′

k ], uk(t) ≥ 0, and
∫

uk(t)dt = 1. (7)

In this paper, the results on approximation of non-bandlimited weak sense
stationary stochastic process by local averages near the sampling points will
be given. By the property of the weak sense stationary stochastic process, the
assumption (3) can be replaced by

RX(t) ≤ RX(0)(1 + |t|)−γ for γ ∈ (0, 1]. (8)
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The following is our results, which can be proved by the Proposition of Butzer[1],
Splettstösser [8], Li and Wu [5, page 291], Hausdorff-Young inequality
[6, page176].

Theorem 1. If the weak sense stationary stochastic process X(t, ω) is r times
differentiable (in mean square sense) for some positive integer r, X(r) ∈ LipLα
for some α ∈ (0, 1], and RX satisfies (8). Then for Ω ≥ max{πe1/(γ/2+r+α), 30π},
δ ≤ 1/Ω we have

lim
N→∞

E

⎡⎣∣∣∣∣∣X(t, ω) −
N∑

k=−N

∫ kπ/Ω+σ′′
k

kπ/Ω−σ′
k

uk(t)X(t, ω)dt · sinc(Ωt − kπ)

∣∣∣∣∣
2
⎤⎦

≤
(

270.16L232γ

(
2
π

)2r+2α

+ 153.44RX(0)

)(
1 +

2(r + α)
γ

)2

·

(
Ω

π
)−2r−2α ln2(

Ω

π
). (9)

where {uk(t)} is a sequence of continuous weight functions defined by (7).
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Abstract. Chaos theory has been widely used in cryptography fields in recent 
years and the performance of the pseudo stochastic sequence quantified from 
chaos map has great influence on the efficiency and security of an encryption 
system. In this paper, an improved stochastic middle multi-bits quantification 
algorithm based on Chebyshev map is proposed to enhance the ability of anti 
reconstruction a chaos system through reverse iteration and improve the  
performance of the generated sequence under precision restricted condition. 
The balance and correlation properties of the generated sequence are analyzed. 
The sequence is proved to be a binary Bernoulli sequence and the distribution 
of the differences between the amounts of 0 and 1 is analyzed. The side lobes of 
auto correlation and values of cross correlation are proved to obey normal  
distribution N (0, 1/N). 

1   Introduction 

Chaos theory has been widely used in encryption fields nowadays due to its initial 
value sensitive, nonperiodic, unpredictable, and Gauss like statistical characteristics. 
The raw generated analog chaotic sequence could not be directly used in digital sys-
tem and the binary quantification process has a great influence on system security and 
performance. The classic quantification method mainly has the following two disad-
vantages: (1) Only one bit can be generated per iteration, the computation load is very 
heavy. For example, to encrypt a plaintext of 1MB size, we must iterate at least 8*220 
times; (2) With the increasing of iteration, the generated raw sequence would be peri-
odic because no processor is precision unrestricted. This will cause the quantified 
sequence also being periodic and making the auto and cross correlation performance 
worse [1]. Some scholars proposed a multi-bits quantification algorithm to reduce the 
computation load and extend the period of the sequence by transforming the analog 
value of each iteration to its binary form directly, but the security of this algorithm is 
relatively weak, the analog sequence can be recovered from the quantified binary 
sequence and the chaotic system can be reconstructed through reverse iteration [2]. In 
this paper, an improved stochastic middle multi-bits quantification algorithm based on 
Chebyshev map is proposed to strengthen the ability of anti reverse iteration and im-
prove the performance of the generated sequence under precision restricted condition. 
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2   The Statistical Properties of Chebyshev Map 

Chebyshev map is defined as: 

))(coscos( 1
1 nn xkx −

+ = , . ]1 ,1[−∈nx  (1) 

The probability density of chaotic sequence generated by Eq.1 is [3]: 

≤≤−
−=

. 0

; 11
1

1
)( 2

otherwise

x
xx πρ  

(2) 

Let {xi} be chaotic sequence generated by Eq.1, we can get the following three prop-
erties based on Eq.2. 

Property 1. The mean of {xi} is: 
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Property 2. The normalized auto correlation function of {xi} is: 
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Property 3. For any two different initial values x01 and x02, the normalized cross cor-
relation function of the two generated sequences is: 
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m

N

i
mii

N

ρρ

 
(5) 

Property 2 and 3 indicates that Chebyshev map is excellent to be used to generate 
pseudo stochastic sequence. 

3   Stochastic Middle Multi-bits Quantification Algorithm and Its 
Performance Analysis 

The stochastic middle multi-bits quantification algorithm is as follows: 

 Let k = 4, selecting a proper initial value x0, getting the real value xi from xi-1 
by iterating Eq.1, xi∈[-1,1]; 

 Let yi = (xi + 1), so yi∈[0,1]; 
 Transform yi to binary form: (0.a1a2a3…an)2, ai=0 or 1, getting the multi-bits 

a1a2a3…an, n is equal or less than the precision that the processor can provide; 
 Let yi'∈[0,1], whose decimal part is the reverse order of that of yi, as another 

initial value, calculating the real value yi' from yi-1' by iterating Eq.1, yi'∈[0,1]; 
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 Let the number of bits we want to get by each iteration be l (l < n), 
)()'( lnym i −×= , m is a stochastic integer between 0 and (n - l) thus; 

 Skip first m bits of a1a2a3…an, getting the middle multi-bits am+1am+2…am+l. 

The rest may be deduced by analogy, concatenating all the l bits generated by each 
iterating together, thus getting the pseudo stochastic binary sequence with the length 
we needed. 

Because the position m is determined by chaotic map and also stochastic, the algo-
rithm not only has the advantages such as reducing the computation load by generating l 
bits per iteration and extending the period of the sequence under precision restricted 
condition that the original multi-bits algorithm has, but also further strengthen the ability 
of anti reconstruction of the chaos system. The balance and correlation performance are 
the two most import properties of stochastic sequence, which greatly affects the security 
and key space of an encryption system, and will be analyzed in the following. 

Lemma 1. The pseudo stochastic sequence generated by stochastic middle multi-bits 
algorithm is a binary Bernoulli distributed sequence. For sequence with length N, the 
mean of the differences is 0 and the variance is N. 

Lemma 2. For any two different sequence {xi1} and {xi2} that generated by stochastic 
middle multi-bits algorithm, they satisfy: When N is large enough and m is relatively 
small, the side lobes of auto correlation and values of cross correlation obey normal 
distribution N (0, 1/N). 

       
(a)                                                                 (b) 

       
(c)                                                                 (d) 

Fig. 1. The balance and auto/cross correlation performance of generated sequence. (a) balance 
performance, (b) auto correlation function, (c) cross correlation function, (d) distribution of 
cross correlation values. 
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The simulation result of balance property is shown in Fig. 1(a). 1000 sequences 
with length N=8192 are generated and the initial values are selected independently. 
The mean of differences is -0.9480 and the standard deviation is 92.3074, which are 
in good accordance with theoretical value 0 and 90.5097. The simulation results of the 
auto and cross correlation functions and the distribution of cross correlation values are 
shown in Fig. 1(b) to (d). The sequence length is 8192 and the initial values are se-
lected as 0.60000 and 0.60001 for verify the initial value sensitive property of a cha-
otic system. The maximum absolute value of auto correlation side lobe is 0.0410 and 
the value of cross correlation is 0.0905, which are in good accordance with theoretical 
value 0. Above analysis indicate that the quantified sequences have excellent balance 
and auto/cross correlation performance. 

4   Experimental Results and Conclusions 

The comparison of different quantification algorithms is shown in Table 1. The plain-
text to be encrypted is 1MB size and parameter l is set to 8. From Table 1 we can see, 
the efficiency and the sequence performance of the stochastic middle multi-bits quan-
tification algorithm is far better than that of classic binary quantification algorithm. 
While compared with the multi-bits algorithm, although the encryption time is longer 
due to it’s more complicated algorithm, but the security is high due to its powerful 
anti reconstruction ability. The algorithm proposed in this paper can be widely used in 
signal generators for generating high quality PN sequence [4], which can also be used 
in communication channel simulation, spread spectrum communication, etc. 

Table 1. The performance comparison of sequences generated by different quantification 
algorithms 

Algorithms 
=

N

m

mAC
N 1

2)]([
1  

=

N

m

mCC
N 1

2
12 )]([

1  Encryption time 
(S) 

Security 

Binary 0.0803 0.0247 58.76 High 
Multi-bits 0.0781 0.0226 31.72 Low 
Stochastic multi 0.0783 0.0223 38.45 High 
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Abstract. Future computational grid systems must support interactive and col-
laborative applications to help computational scientists in using the grid effec-
tively. This paper shortly introduces how the JGrid system, a service-oriented 
dynamic grid framework, supports interactive grid applications. Via providing a 
high level service view of grid resources JGrid enables easy access to grid ser-
vices and provides an effective programming model that allows developers to 
create dynamic grid applications effortlessly.  

1   Introduction 

Due to rapid advances in grid technology and the increasing number of production 
grid environments, scientists now can locate suitable remote computing resources 
without much difficulty, but programs are still executed on the selected resource by 
traditional batch runtime systems. Besides depending on platform-specific details, this 
grid execution model does not utilize the full potential of the grid. It is still a difficult 
problem to connect several resources (belonging to different administrative domains) 
to be used at the same time for solving one particular problem. Furthermore, grid 
environments based on batch systems provide limited support for dynamic resource 
discovery and runtime exception handling. 

There are grid usage scenarios where static batch execution is not adequate. Inter-
active applications, ranging from scientific visualization, graphics rendering through 
computational steering and man-in-the-loop simulations to collaborative problem 
solving, could also benefit to a large extent from Grid technology. Interactive compu-
tational grids should support a wide range of applications, provide effective ways for 
service/resource orchestration, and should integrate into the everyday user work envi-
ronment.  

In this paper, we describe the JGrid [1] Java/Jini based service-oriented grid frame-
work that provides a unified, high-level service view of computational resources, and 
besides traditional batch execution supports interactive/collaborative grid applications.  

2   The JGrid System 

The goal of the JGrid project is to develop a novel service-oriented grid system that 
aims to create a dynamic computational service fabric in which batch and interactive 
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applications can discover and use computing resources on-demand, and provides a 
high-level, effective service-oriented programming model for developers.  

The JGrid system consists of a set of extensible services that provide a complete, 
dynamic grid infrastructure including wide-area service discovery, security support, 
and core computational services (batch, compute and storage services). Services can 
be easily shared among multiple clients and accessed concurrently. In addition, JGrid 
provides uniform, seamless access to diverse grid resources.  

2.1   Grid Access 

Most grid systems use the web browser as their primary user interface for accessing 
resources, typically via grid portals. Although web technology has developed signifi-
cantly, web user interfaces cannot easily provide the rich functionality of desktop envi-
ronments. This is especially problematic in interactive and collaborative applications.  

In JGrid services are represented by Java interfaces and accessed via service  
proxies implementing these interfaces. As a result, services can be accessed pro-
grammatically in a similarly seamless, protocol independent way, by simply calling 
methods on the proxy object. A graphical, dynamically downloadable Service UI can 
be also attached to these proxy objects if the service is to use by end uses. A Java 
service browser is also provided in JGrid for end users to access grid services and that 
provides rich desktop user experience and a single access point to the grid.  

2.2   Key Computational Services 

As the main intended use of JGrid is to solve large computational problems, we have 
placed great emphasis on developing computational services that support the widest 
range of sequential and parallel grid applications. To achieve this, we decided to cre-
ate two different types of computational services. The Batch and Compute Services 
complement each other in providing JGrid users with a range of choices in program-
ming languages, execution modes and inter-process communication modes.  

The Batch Service [2] supports legacy applications and traditional batch execution 
by integrating batch runtime systems (e.g. Sun Grid Engine or Condor) in JGrid using 
a service-oriented interface. The integration is achieved via the standard DRMAA [3] 
interface, this way any batch execution environment that supports DRMAA can be 
integrated after re-configuration of the Batch Service.  

The Compute Service supports the execution of sequential and parallel grid appli-
cations. It allows clients to execute Java programs using virtualized remote resources, 
which can represent single, multi-processor computers or clusters. The service, in 
fact, is a special Java runtime system that enables clients to execute programs in a 
secure and controlled way, and acts as core building block in dynamic grids that can 
execute interactive grid applications. 

Interactivity is supported with a number of mechanisms built in the Compute Ser-
vice. Compute Services use (i) preemptive scheduling to let submitted programs start 
immediately and remain responsive throughout the entire execution period. Further-
more, users can (ii) control (suspend, resume, cancel) program or task execution via 
dynamically generated proxies that connects to the remote task. The (iii) monitoring 
of applications running inside a Compute Service is also supported. Finally, users can 
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(iv) spawn processes inside the remote Compute Service that creates dynamic server 
objects accessed via remote method invocation.  

2.3   Remote Data Access 

The JGrid Storage Service provides access to remote data in a way identical to the 
Java I/O model, and represents a remote file space in a platform independent manner. 
It enables clients to access and manipulate their own directories and files. By using 
proxies for file access, the protocol used to access remote files is completely hidden 
from the user and is interchangeable. Sharing the appropriate remote file proxies 
among distributed application components ensures that everybody can access the 
same piece of data, i.e. sharing the same data. 

3   Usage Scenarios 

This section shortly introduces some usage scenarios to illustrate how JGrid can be 
used in various computational application domains. 

3.1   Long Running Numerical Applications 

We used JGrid to execute a biological application performing pair-wise alignment of 
biological sequences based on the BioJava library [4]. The application demonstrated 
the reliability of JGrid in executing long running numerical applications and also 
showed the appropriate computational performance of a Java-based computational 
environment. The program was executed on one of the available Compute Services of 
our research group. Running tasks could access the Storage Service storing the input 
sequence file and write the results via its proxy as it were a local file system. 

3.2   Parallel Grid Applications 

We used a simple SPMD-style parallel image processing problem to illustrate parallel 
program execution support in JGrid. The example performs simple image processing 
operations, e.g. edge detection, etc. in parallel, during which nearest-neighbour com-
munication steps are required. 

Tasks of the program are spawned at runtime on dynamically discovered Compute 
Services. Next, the client creates the required topology by exchanging task proxies 
between neighbouring tasks. Once the configuration is set, the client distributes the 
image segments, starts the computation and displays the returned results. A successful 
live demonstration was performed using a client in Hong Kong and Compute Services 
in Hungary. 

3.3   Collaborative Applications 

A number of case studies were developed to demonstrate more complex ways of  
interactions during collaborative work. One grid application is a modified version of 
the C3D collaborative and distributed ray tracing application [5] developed for bench-
marking Java RMI and serialization. We modified this application to be able to run on 
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JGrid and added the flexibility of using dynamically discovered, possibly geographi-
cally distributed services.  

Another collaborative application demonstrates the use of 3D visualisation in 
JGrid. Using a shared grid service storing a Box World data model, multiple clients 
can connect to the service and view and modify the model from different locations.  

4   Summary 

This paper introduced the JGrid environment, a service-oriented grid system devel-
oped to run computational grid applications and some usage scenarios supporting 
interactive applications. In contrast to most grid environments, JGrid was designed to 
create dynamic, interactive and collaborative applications. Its service-oriented nature 
provides users with a unified view of grid resources and simplifies the addition of 
future services with new functionality. We are continuing work on JGrid developing 
full-scale, real-world computational science grid applications. 

References 

1. JGrid: A Jini-based Universal Service Grid, http://pds.irt.vein.hu/jgrid 
2. Pota, S., Sipos, G., Juhasz, Z., Kacsuk, P.: Parallel Program Execution in the JGrid System, 

In Proc. 5th Austrian-Hungarian Workshop on Distributed and Parallel Systems, Springer, 
Kluwer International Series in Engineering and Computer Science, Vol. 777, Budapest, 
Hungary (2004) 13-20 

3. Distributed Resource Management Application API Working Group (DRMAA-WG), 
http://www.drmaa.org/ 

4. Pocock, M., Down, T., Hubbard, T.: BioJava: open source components for bioinformatics, 
ACM SIGBIO Newsletter, Vol. 20, No. 2. (2000) 10-128. 

5. C3D, A distributed raytracer for benchmarking Java RMI and Serialization, http://www-
sop.inria.fr/sloop/C3D 



Application of Virtual Ant Algorithms in the
Optimization of CFRP Shear Strengthened

Precracked Structures

Xin-She Yang, Janet M. Lees, and Chris T. Morley

Department of Engineering, University of Cambridge
Trumpington Street, Cambridge CB2 1PZ, UK

xy227@eng.cam.ac.uk

Abstract. Many engineering applications often involve the minimiza-
tion of objective functions. The optimization becomes very difficult when
the objective functions are either unknown or do not have an explicit
form. This is certainly the case in the strengthening of existing pre-
cracked reinforced concrete structures using external carbon fibre rein-
forced polymer (CFRP) reinforcement. For a given concrete structure,
the identification of the optimum strengthening system is very impor-
tant and difficult, and depends on many parameters including the extent
and distribution of existing cracks, loading capacity, materials and en-
vironment. The choice of these parameters essentially forms a coupled
problem of finite element analysis and parameter optimization with the
aim of increasing the serviceability of the structure concerned. In this
paper, virtual ant algorithms combined with nonlinear FE analysis are
used in the optimization of the strengthening parameters. Simulations
show that the location and orientation of the CFRP reinforcement has a
significant influence on the behaviour of the strengthened structure. The
orientation of the reinforcement with a fixed location becomes optimal
if the reinforcing material is placed perpendicular to the existing crack
direction. The implication for strengthening will also be presented.

1 Introduction

Nature inspired algorithms based on swarm intelligence and the self-organized
behaviour of social insects can now be used to solve many complex problems
such as the travelling salesman problem and the rerouting of traffic in a busy
telecom network [5]. New algorithms are often developed in the form of a hybrid
combination of biology-derived algorithms and conventional methods, and this
is especially true in many engineering applications. On the other hand, the de-
velopment of optimum strengthening and repair strategies for existing reinforced
concrete structures is a challenging task. For a given structure, the most appro-
priate solution will depend on many factors such as the extent and distribution
of any existing cracks, the loading capacity, the type of structure, available ma-
terials and environmental considerations [2, 3, 4]. The identification of the best
strengthening method is essentially a coupled optimization problem consisting
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of finite element analysis and parameter optimization with the aim of increasing
the serviceability of an existing structure. The optimization of parameters such
as the area, spacing, location and orientation of additional CFRP reinforcing
elements to strengthen a structure can be obtained by searching the parameter
space and results from finite element (FE) analyses for a given set of these para-
meters. This paper aims to develop a simple optimization procedure to simulate
different strengthening strategies for rectangular beams with dapped ends.

2 Virtual Ant Algorithms

Many problems in engineering and other disciplines involve optimizations that
depend on a number of parameters, and the choice of these parameters affects
the performance or objectives of the system concerned. The optimization target
is often measured in terms of objective or fitness functions in qualitative models.
The Virtual Ant Algorithm (VAA) starts with a troop of virtual ants, each
ant randomly wonders in the phase space and in most cases; the phase space
can be simply a 2-D or 3-D space. The main steps of the virtual ant algorithm
are: 1) Create a initial population of virtual ants, and encode the function into
virtual food; 2) Define the criterion for marking food/route with pheromone; 3)
Evolution of virtual ants with time by random walking and broadcasting the
best local to others if a better food location is found; 4) Evaluate the encoded
concentration/locations of ants; 5) Decode the results to obtain the solution.
Furthermore, in order to avoid the trapping at local maxima, a probability of
p = 0.01 ∼ 0.05 is used to perturb the position and directions of the ants. There
is a tradeoff between the computational efficiency in parameter searching and
the computing time of finite element analysis. For the simulations used in this
paper, the number of ants is taken to be in the range of 20-60.

The optimization problem in this paper forms a coupled problem including
parameter-searching and the nonlinear finite element analysis. The virtual food
in our optimization is the loading capacity. For each ant and each parameter
set, a nonlinear finite element analysis is carried out in the sequential manner.
The nonlinear finite element model used for our simulations is the smeared crack
model developed by de Borst and others [1]. The difficulty is that the explicit
form of the optimization function or load capacity is not known. Standard opti-
mization approaches usually require a known optimization function before any
optimization algorithms can be applied. However, we will show that virtual ant
algorithms are also applicable to the functions that are not explicitly known.

3 Simulations and Results

3.1 Strengthening of Beams with Dapped Ends

The strengthening of reinforced concrete beams with dapped ends has been
studied experimentally by Taher using various types of reinforcement [6]. Con-
sider a beam of 2200 × 300 × 150 mm with dapped ends (150 mm × 150 mm),
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where the reinforcement bars are placed at 100 mm from the top and 50 mm
from the bottom surface of the beam. Both reinforcement layers have a total
area of 100 mm2. The beam is loaded under the four-point bending conditions.
The values used in the simulations for the concrete are, a Young’s Modulus of
elasticity Econc=21000 N/mm2, a Poisson’s ratio ν = 0.15, a compressive cube
strength fcu=53 N/mm2, and a tensile strength ft=6 N/mm2. The additional
CFRP strengthening reinforcement is considered as brittle elastic, but it is al-
ways within the elastic range for all the simulations. Figure 1 shows the crack
stress at a load of f = 10 kN. We can see the stress concentration at the corners
at both ends of the beam. This will lead to crack formation at these corners.
If we strengthen this system with a CFRP reinforcing strap anchored near the

Fig. 1. Crack strain and effect of strengthening in a beam with dapped ends

top and bottom surfaces, we can study the effect of the strengthening system.
The CFRP reinforcement is anchored at both ends but it is unbonded and not
prestressed. The simulation of the strengthened beam gives the distribution of
crack strains and crack patterns shown in the lower figure in Figure 1. We can see
that the shear cracks are less extensive and have shifted away from the corners.

3.2 Optimization of Strengthening Parameters

The optimization of the strengthening parameters is carried out in the following
manner. First, we use the same beam as shown in Figure 2 and vary the location
(x) of the midpoint and orientation (θ) of the CFRP reinforcement, then we run
the FE analysis to obtain the final load. The load is then normalised using the
failure load for x/d = 1 and θ = 0. Figure 2 shows the load variation versus
the orientation and location where the dots show the updating process of the
parameter set (x/d, θ) and the fitness or load function which is the normalized
final load where d = 300 is the depth of the beam. From these figures, we can see
that the final load reaches the maximum after about 60 parameter combinations,
and this corresponds to the optimal angle of θ = 45◦. For a domain of 100 ×
100 grids, the virtual ant algorithms can reach the optimal setting (after only
about 60 combinations) far more quickly than a regular searching algorithm
where it would be necessary to consider 10000 possible combinations. The search
efficiency is therefore increased by more than two orders or 125 times. Further
work will extend the current work to the strengthening and repair of various
structures under various time-dependent loading conditions and history.
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Fig. 2. Evolution of load with the location and orientation

4 Conclusions

By simulating the swarm interactions of social ants, we used the virtual ant algo-
rithm to solve the function optimizations. An optimization problem for strength-
ening concrete structures is then formulated by coupling parameter searching
and nonlinear finite element analysis. By using efficient parameter searching to
optimize the search for the best strengthening parameters and combining it with
FE simulations, we have reached the optimal load without knowing the shape
of the fitness function. Simulations show that both the location and orientation
of additional CFRP strengthening reinforcement elements are important. In the
case of a beam with dapped ends, the optimal strengthening parameters are
x = 0.5d and θ = 45◦. As expected, this result suggests that the best option
is to strengthen in the direction that is perpendicular to the direction of major
cracks. Further research will consider the optimum strengthening strategy for
structures with a complex geometry and time-dependent loading history.
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Abstract. Based on the Grid Community (GC) for data usage, differentiated 
replication algorithms are proposed, by which the replica node is selected ac-
cording to key replica node (SHN) and the other. First, The replicas are passed 
into SHN; second, if certain nodes in a GC often access the data resource, it or 
its nearby nodes become an optional replica node based on the storage and 
bandwidth. A consistency maintenance algorithm is presented to facilitate the 
coherence function in a differentiated manner: a pessimistic manner or an opti-
mistic manner, and to update according to the context. The simulation results 
show that the differentiated mechanism can improve grid access performance. 

1   Introduction 

In Data Grids, the management of massive data is one of the major scientific chal-
lenges. Data replication is an important enabling technology as grid services. Replica-
tion improves availability and performance, and increase throughput. However, Data 
replication also brings a few hard-solved issues, such as consistency maintenance. To 
do well the trade-offs among performance and consistency, we present a differenti-
ated replication approach including Optimistic replication [1]. 

2   The Differentiated Replication Algorithms 

Because any large amount of data is produced by a single resource, we think that 
there is only a steady original data, named home data that resides in a certain Home 
Node (HN). Replicas exchange updates in a peer-to-peer fashion. The replicas have 
loosely synchronized clocks. Generally, the whole grid system consists of few Grid 
Communities (GC), which are perhaps a WAN or a group of nearby LANs. The GC is 
an important network entity, in which there exists a key node for performance as to 
replication, and its network connecting with the HN is better. The key node should 
store a Secondary Home Replica (SHR), and the node is called SHN, Except the SHN, 
The other nodes where the common replicas exist are not special to impact on each 
other’s performance. The replica distribution is structured as Figure 1. 

Due to the topology fact, our algorithms are to put replicas in a differentiated man-
ner. First, pass replicas into key nodes, SHN. Second, if a certain node in a GC often 
accesses home replica or replica and its storage (or its nearby node) permission, a 
replica is stored into the node (or the nearby node). We assume the bandwidth of each 
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node is available in advance, and each node knows its nearby nodes. The AN denotes 
the number of access to home replica or replica. T indicates a threshold value of AN. 
If the AN exceeds T, the system should put a replica locally to improve performance. 
At present, the SHN and T are given in advance. Re.NodeID denotes the node ID, 
which produces a request for replica. The algorithm is described in Figure 2. 

G C n G C 1

G C 2

G C 3

 

Fig. 1. The topology of replica distribution under the differentiated replication algorithms 

P u tR e p lic a s  (R )
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P a ss  a  re p lic a  in to  th e  S H N   / / F ro m  th e  H N
A d d  a n  u p d a te  a n d  re c o rd  th e  H N 'IP  a n d  tim e  in to  i ts  L o g -R e p lic a

  F o r  e a c h  G rid  C o m m u n ity
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a n d  tim e  in to  its  L o g -R e p lic a
E x it

             E lse  N e x t
E N D    //  R e tu rn  L o g -R e p lic a

 

Fig. 2. The differentiated replication algorithm 

FindHomeReplicas(Re)
//For each request for replica source
  If Re.NodeID  is the SHN  in the associated grid community then

Return  SHN  (The home data is stored here)
Else find out all nodes near Re.NodeID  if these nodes are running at present.

Sort these nodes in the bandwidth descending order and form  a temp queue QUN
W hile take out a node TaN from the QUN  according to the existing order  do

If a certain Log-Replica exists in the TaN   then
             Return  TaN
             Exit
        Else Next

End   // Return TaN

 

Fig. 3. The find home replicas algorithm of the differentiated replication 
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The system introduces a XML log file for replica, called Log-Replica, which is a 
key basis of replica updating and update tracing. Its existence indicates the replica 
existence in a hosting node. Because the Log-Replica is XML format, it is common to 
be applied in many aspects. And X-Diff [2] is applied to produce an analysis data, and 
to give the information of newly updates.  

3   The Consistency Maintenance Algorithm 

If the diff is not available during updating, we directly transfer the whole copy of the 
home. The system also facilities the function in a differentiated manner: a pessimistic 
manner and an optimistic manner. As to these SHNs, A notification mechanisms en-
forced. When a home replica is copied into a SHN, the SHN completes the update 
subscription. The HN performs an update-based publication. The action is based on 
message mechanisms. As for the other grid nodes of replica, an optimistic update is 
invoked: the system visit the metadata to get the “time” of the home and that replica, 
then compare these two values to decide to take relevant actions.  

MaintainConsistency(Access)
// For each update of home data

If a home data in HN updates then
Send an update message to all relevant SHNs
For each relevant SHN        // update its replica (second home replica)

If the diff is available then
Copy the diff to the replica node and the replica is updated

Else copy the whole data of the home to the replica node and the replica is updated
Add an update and record the HN'IP and time into its Log-Replica

// For each access to home data by a replica node ReN
If ReN.Log-Replica.lastUpdate.time=SHN.Log-Replica. lastUpdate.time then

Directly access to the replica
Else If SHN.Log-Replica.lastUpdate.time is greater than ReN.Log-Replica.lastUpdate.time then

If the diff is available then
Copy the diff to the replica and the replica is updated

Else copy the whole data of the home to the replica and the replica is updated
Add an update and record the source node'IP and time into its Log-Replica
Directly access to the replica

 
Fig. 4. The consistency maintenance algorithm 

4   Simulations 

We adopt OptorSim [3] to simulate these applications. In our simulation, parameters 
are set as follows: The size of each data object is 0.5 GB and each update is 50MB. 
The time required to send a message from one replica to another is assumed to be 
negligible compared to the time between anti-entropy sessions. Experiments are de-
scribed as follows: Case 1: The grid nodes of replica are identical to make replica and 
consistency maintenance; Case 2: Making replica and consistency maintenance ap-
plies our algorithms. 
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(a) (b) 

Fig. 5. (a) The time that an update has been received by all replicas for varying numbers of 
replicas. (b) The latency required from the time when an update is issued to the time when 
acknowledgments are received by each replica. 

As shown in these figures, whether the first concerning time or the second,  
different manners for replication and updates have different performance scenarios. 
The Case 2 brings a better show than the Case 1, i.e. it improves data access perform-
ance that making replica and consistency maintenance applies our differentiated  
algorithms. 

5   Conclusions 

We present a suit of replication and consistency maintenance algorithms to meet the 
data grid requirements. A differentiated replication algorithm is proposed, by which 
the replica node is selected according two types: key replica node (SHN) and the other 
replica nodes. Firstly, The replicas are passed into SHN; Secondly, if a certain node in 
a GC often accesses the data resource, it or its nearby nodes become an optional  
replica node based on bandwidth etc. Lastly, we apply a consistency maintenance 
algorithm to facilitate coherence function in a two manner: a pessimistic manner, an 
optimistic manner. The simulation results suggest that replication algorithms are fit 
for consistency maintenance, and can improve grid performance of data access. 
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has been supported. 

References 

1. T. W. Page, Jr., R. G. Guy, J. S. Heidemann, et al: Perspectives on optimistically replicated, 
peer-to-peer filing. Software --Practice and Experience, vol. 28(2): 155-180, 1998. 

2. Y. Wang, D. J. DeWitt, J.Y. Cai: X-Diff: An Effective Change Detection Algorithm for 
XML Documents, Proc. of the 19th International Conference on Data Engineering 
(ICDE'03), 519-530, 2003. 

3. W. H. Bell, D. G. Cameron, L. Capozza, et al: Optorsim: a Grid Simulator for Studying 
Dynamic Data Replication Strategies. International Journal of High Performance Comput-
ing Applications, Vol. 17(4): 403-416, 2003. 



A Model of the Role of Cholesterol in the Development
of Alzheimer’s Disease

Gizelle Kupac Vianna1, Artur E. Reis1, Luı́s Alfredo V. de Carvalho1,
and Roseli S. Wedemann2

1 COPPE - Universidade Federal do Rio de Janeiro,
Prog. Eng. de Sistemas e Computação, P.O. Box 68511, 21945-970, Rio de Janeiro, RJ, Brazil
gkupac@gmail.com, artur reis@yahoo.com.br, LuisAlfredo@ufrj.br
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Abstract. We present a mathematical-computational model of the development
of Alzheimer’s disease, based on the assumption that cholesterol plays a key role
in the formation of neuropathological lesions that characterize the disease: the
senile amyloid plaques and neurofibrillary tangles. The final model, conceived as
a system of equations, was simulated by a computer program.

1 Introduction

We propose a mathematical-computational model, that represents the physiological al-
terations resulting from Alzheimer’s Disease (AD) [9]. It is difficult to achieve a good
understanding of this pathology, since it is generated by a combination of many complex
and highly connected processes. The model thus aims at facilitating the comprehension
of AD, which is associated with an adaptative biological complex system. We know of
no other similar attempt to achieve such a model, in the specialized literature.

AD affects almost 7% of the population over 65 years old and up to 40% of people
over 80 years of age, and it is estimated that it is responsible for almost 70% of all
senile dementias. AD consists of a degenerative process, characterized by the occur-
rence of a series of abnormalities in the brain, selectively affecting neurons of specific
regions, such as the cortex and the hippocampus. Microscopic exams reveal a great
amount of two physical alterations that characterize AD and distinguish it from other
diseases: extracellular senile amyloid plaques (SAP ’s) and intracellular neurofibrillary
tangles (NT ’s). SAP ’s consist of deposits of amyloid β-peptide (Aβ) surrounded by
distrofic axons and inflammation. NT ’s contain paired helical filaments, composed of
hyperphosphorylated forms of Tau protein [2]. Such alterations hinder the functioning
of sinapses and the feasibility of neurons, leading to neuronal loss.

Age is the most relevant risk factor for AD, as many physical alterations take place in
the brain as an individual grows older. The theory of oxidative stress conceives aging as
a result of the accumulation of damages to the tissues caused by free radicals [8]. Some
epidemiologic studies suggest an influence displayed by high plasmatic cholesterol lev-
els in the development of AD [5]. The disease also shows some genetic components.
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2 A Computational Model and Simulations

There is uncertainty regarding the relationship between levels of cholesterol in the
plasma and in the central nervous system (CNS), in patients with AD. This is due to
the fact that plasma cholesterol and brain cholesterol are separated by the blood-brain
barrier (BBB), that controls the exchange of substances between fluids of the brain and
blood. However, there is evidence that the level of cholesterol in the frontal cortex
demonstrates a significant increase when plasma cholesterol increases [1].

In [9], we have presented a mathematical model which was simulated by a com-
puter program for the main mechanisms in AD that are influenced by the presence
of cholesterol in the CNS, as proposed in the literature. The model consists of a set
of linear equations and linear differential equations that model the concentration of
substances involved in the metabolism of cholesterol, the formation of senile amyloid
plaques and in the formation of neurofibrilary tangles, all of which cause neuronal
loss [1, 2, 3, 4, 5, 6, 7, 8]. We consider that the level of neuronal loss will characterize
AD, since it relates to the cerebral atrophy that occurs in the disease.

We used Euler’s method to solve the model equations. One integration step, repre-
senting time, corresponds to 8 hours and the simulation of 100 years requires approx-
imately 100,000 steps. A basal cholesterol diet corresponds to a daily consumption of
300mg and a high cholesterol diet to a daily consumption of 600mg. In Fig. 1, we
show the production levels of SAP ’s and NT ’s from a simulation of daily ingestion of
600mg of cholesterol.

Fig. 1. [SAP ] (PNS) and [NT ] (ENs), for 600mg of cholesterol and Aβ aggregation

Murray [4] hypothesized that, if the process of aggregation of Aβ could be sus-
pended, the disease would not evolve. We tested the system’s behavior when the aggre-
gation process of Aβ is inhibited. The results in Fig. 2 are coherent with the hypothesis
and we observe that, when the aggregation process of Aβ is inhibited, suppression of
the inflammatory process occurs and the formation of SAP ’s is inhibited. We notice
a slight decrease in the formation rate of NT ’s. As SAP ’s were no longer formed,
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Fig. 2. [SAP ] and [NT ], for 600mg of cholesterol and inhibition of Aβ aggregation

there will be no disturbance in the functioning of the BBB by these structures and the
increase of efflux of cholesterol is avoided. Changes in the distribution of cholesterol
in the neuronal membrane will occur much more slowly and the production of Aβ is
reduced.

There are some positive feedbacks in the system that may aggravate AD. For exam-
ple, Aβ and SAP ’s initiate an inflammatory process in the brain, which aggravates the
AD development process. We inhibited the occurrence of inflammation and observed a
keen reduction in the development of neuropathological alterations, with daily ingestion
of 600mg, as seen by comparing Figures 1 and 3.

In Niemann-Pick’s disease, NT ’s identical to those of AD were found, but no SAP ’s.
Since individuals with this disease usually die much younger than AD patients, we
conclude that NT ’s occur earlier than SAP ’s. Our simulations confirm this phenomenon
as shown in Fig. 1, since the formation of NT ’s happens almost 25 years before SAP ’s.

Fig. 3. Neuropathological alterations for 600mg cholesterol, without inflammation
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3 Conclusions

Results from the literature and from our simulations suggest that, despite the brain’s
resistance to dietary lipid composition, chronic consumption of cholesterol may alter
the functioning of certain cerebral proteins and even the structure of neurons. This hap-
pens because cholesterol alters the composition and certain properties of the neuronal
membrane. One consequence of these alterations is the increase of Aβ production and
aggregation, simultaneous with a reduction of its degradation rate. These factors con-
tribute to the increase of toxic Aβ formation, leading to formation of SAP ’s which
cause the generation of free radicals, amplifying oxidative stress OS. OS then oxidates
the synaptic plasmatic membranes, creating a positive feedback over Aβ production.
Finally, OS and insoluble Aβ trigger Tau protein phosphorylation and the neuronal
structure is destabilized, generating NT ’s. Inflammation also plays an important role
in the development of AD and its inhibition resulted in a sharp deceleration of the neu-
rodegenerative process.
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Abstract. Evolution of cardiac activity is investigated by means of methods of 
nonlinear dynamics, namely the method of temporal localization on the attractor 
reconstructed from electrocardiogram (ECG) signal is proposed for this 
purpose. Convergence for the function of topological instability at changing 
dimensionality is proved both theoretically and numerically, independently on 
personal features of subjects in the latter case, that provides the opportunity to 
estimate the complexity of cardiac dynamics. In contrast, that instability 
function normalized by its average displays different kind of behaviour that 
somewhat differs for various persons and reflects their individual features.  

1   Introduction 

The computational complexity of topological algorithms being applied for 
cardiovascular dynamics investigation makes these algorithms rather cumbersome 
from standpoint of their computer time and the quantity of required experimental data 
N [1]. Therefore, the total time of observation and diagnosis process becomes rather 
long that may result in difficulties in clinical practice. So, in this paper we develop the 
topological method based on temporal locality approach. In comparison with the most 
conventional methods of nonlinear analysis based on spatial localization [1-4], the 
developed method allows reduction of N and computation time as well as is insensible 
to growing m on these characteristics.  

2   The Algorithm for Exploration of Topological Instability 

The method of delayed coordinates (affirmed mathematically by Takens [5]) for 

reconstruction of phase trajectories forming an attractor m
TR  is given by [1,2, 4-5]  

,(x i
)m(

i η= ),,..., p)m(ipi 1−++ ηη       (1) 

where i)ti( ηη =∆ , i = N,...,,21  is a time series (TS) of a kinetic variable measured 

with a fixed time interval t∆ , tp∆=τ  is the delay time, p is an integer. The points 
m)m(

i Rx ⊂ , mR  is an Euclidean phase space with a dimension m, i = )m,p(L,...,,21 , 
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the common quantity of the attractor points is given by )m(pNL )m,p( 1−−= . In 

accordance with (1), phase trajectories forming the attractor m
TR  can be represented as 

a superposition of p rarefied sequences pΧΧΧ ,,, 21  shifted by one sample with 

respect to each other, those are defined as 
),(

1
)(

)1( }{
mp

sL
k

m
kpss x =−+=Χ .  

 As it was recently shown, rarefying on attractor points is reasonable for 
numerical simulation of fractal-topological analysis [4]. Otherwise, using points that 
are too close together in time leads to essential underestimates of the dimension, i.e. 
to aggravating accuracy of the topological analysis. So, we also implement temporal 
rarefying of phase trajectories for creating a subset of points with decorrelated 
components resulting in essentially random distribution in the embedding space. It is 
attained by the approach that is realized in the most convenient way, namely we use 
only one sX  for numerical experiments. That is constructed using the sequence 

},,,{ )(2 pNppp p
p ⋅⋅=Ψ ηηη , and rarefying is determined with p=2. Denoting 

components of pΨ  for brevity as },,,{ )(21 p
pNp

ξξξ=Ψ ,  we obtain that the terms of 

relative partition sequence }{ )(m
jµ  constructed by means of segmentation of 

difference-quadratic TS are defined analogously [6] as follows 

)(m
jµ =

)(ˆ m
j

mj

σ

ξ +∆
         (2) 

where )(ˆ m
jσ =

−

=
+∆

1

0

2
m

i
ijξ , jjj ξξξ −=∆ +1 . Similarly [6], introduce the following 

measure of topological instability:  

µZ )(m = (σ ))(m
jµ ,                          (3)   

where (σ ))(m
jµ  is the mean square variance, the averaging is made over m

T
R  points. 

For estimating the relative variance on }{ )(m
jµ , introduce the following normalized 

instability function:  

µZ )(m =
)(

)(

m
j

mZ

µ
µ =

2
1

1
)(

2)(

2)(

−
m

j

m
j

µ

µ
.                     (4) 

3   Numerical Simulations with ECG Signal  

In this work the digitized ECG TS 
i

ς  containing N=2500 points is used, mct 2=∆ . 

The initial part of measured TS is shown in Fig. 1. The obtained TS is that of an adult 
healthy subject being under physical exercises. For decreasing linear autocorrelation 
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effect and reduction of influence of low-frequency periodical component,  we use 
difference TS 

1+−=
iii

ςςη  instead of "raw" digitized ECG signal 
i

ς  (as well as in 

[1]). The phase trajectories for three-dimensional attractors reconstructed from 
i

η  by 

(1) at 1=p  and 20=p  respectively are shown in Fig. 2, a) and b), the latter case 

reveals the effect of partial decorrelation (similarly [1]). 

5 0 0 1 0 0 0 1 5 0 0
-2 0 0

-1 0 0

0

1 0 0

2 0 0

iς

 

Fig. 1. The initial ECG signal taken out of the first database 

For investigation of topological dependencies, we use three databases of ECG 
signals obtained from different groups of healthy adult subjects at the same conditions 
as for the ECG signal displayed in Fig. 1, the following additional normalization 
being used for scale unification: 

)(mY =
)1(

)(

µ

µ

Z

mZ
,                )(mY =

)1(

)(

µ

µ

Z

mZ
.                 (5) 
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Fig. 2. Temporal evolution of cardiac activity represented through the phase trajectories 
reconstructed from the difference ECG TS:  a) 1=p ; b) 20=p  

Calculated dependencies (5) are shown in Fig. 3, a) and b). These dependencies 
display sufficient convergence for 0mm ≥ , i.e. 0m  is just the value of a dimension 

that provides preservation of topological structure of phase trajectories at enlarging 
dimensionality beyond 0m  and thus can be really considered as the minimal 
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embedding dimension of the attractor. The convergence of )(mY  is shown to be of 

the same character, independently on individual features of subjects, and one can 
conclude that 6

0
=m  is sufficient for optimal embedding of the attractor into  Takens' 

phase space.  On  the other hand,  the dependence )(mY  is approximately linear at 

0mm ≥ , but it differs for various persons with respect to average level of 

convergence and a slant angle. Evidently, it can provide some additional information 
concerning individual features of subjects that seems to be useful for the sake of early 
diagnosis.  
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Fig. 3. The topological dependencies calculated with ECG TS from samples randomly chosen 
out of three different databases  

4   Conclusions 

The obtained results of 0m  determined on )(mY  are  in good coincidence with those 

obtained in [1] by the Grassberger - Procaccia algorithm (GPA), where slopes of the 
plots )(ln lC  versus lln  appear to be same for m ≥ 6. It is worth to note that in GPA 

N=16000 [1],. while in our experiments N=2500 (moreover, the length of really used 

rarefied TS 1250)( =p
p

N ) that means the significant reduction of data.  
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Abstract. People usually use arbitrary Lagrangian-Eulerian method
to simulate the multi-phase flowing problems, but some numerical er-
rors may be introduced during remapping. In this paper, sliding free
Lagrangian-Eulerian finite element method(SFLEFEM) is developed. In
SFLEFEM compressible Eulerian equations for moving mesh are dircre-
tized without Lagrangian step and numerical experiments prove that
SFLEFEM is convergent and stable.

1 Description

In Lagrangian approach, the mesh is embedded in the fluid and moves with it, So
the precise material interface can be afforded. But when dealing with complex
fluid, the mesh may be distorted seriously, the computation errors will increase
quickly so that the computation is stopped. For solving the problem, people usu-
ally use rezoning and remapping techniques, but some errors may be introduced.
So people can’t use the rezoning and remapping techniques frequently.

In Eulerian approach, the mesh of grid points is fixed and so it can be used to
calculate the problem of large deformation. Because the mesh is fixed, many other
techniques, such as VOF[1], Front tracking[2], Level set[3] and Phase field[4], are
used to track the moving material interface. But the precision of their capturing
interface is lower than that of Lagrangian approach.

Because of these shortcomings, we introduce Sliding Free Lagrangian Eulerian
Finite Element Method (SFLEFEM). Our objective is to deal with multi-
material physics problems with large-deformation and sliding interface. Numer-
ical results show that SFLEFEM can simulate the multi-material problems with
large-deformation and also can capture the material interface precisely.

SFLEFEM is different from Arbitrary Lagrangian-Eulerian(ALE) method. In
ALE method, a Lagrangian step is first performed and the mesh is deformed
according to the fluid flow. Then the improved mesh is generated based on the
Lagrangian mesh and the solution is transferred from the Lagrangian mesh to
the improved mesh. In SFLEFEM, a Lagrangian step is never performed. We
directly calculate the fluid field from the time tn to the time tn+1. Moreover, the
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grid points on the material interface or the boundary must move at the speed of
Lagrangian velocity in the normal direction and can slide freely in the tangential
direction. The tangential movement of boundary points can help us to generate
the mesh of high quality.

In SFLEFEM, every material is calculated separately and the interaction be-
tween two neighboring materials is calculated by a new contact algorithm which
is based on TENSOR contact algorithm. We will describe it in the future.

The equations of SFLEFEM are unsteady compressible Eulerian equations for
moving grid points:

∂ρ

∂t
+ $ · (ρ−→D) = − $ ·(ρ−→w ), (1)

∂ρe

∂t
+ $ · (ρe

−→
D) = −p $ ·(−→v ) − $ · (ρe−→w ), (2)

ρ(
∂vz

∂t
+ −→

D · $vz) = −∂p

∂z
− ρ−→w · $vz, (3)

ρ(
∂vr

∂t
+ −→

D · $vz) = −∂p

∂r
− ρ−→w · $vr. (4)

where −→
D is the mesh velocity, −→

D = d−→r
dt , −→w = −→v − −→

D .
Mass equation(1) is integrated on Ω(t) based upon Finite Volume method:

Mn+1−Mn

�t =
4∑

i=1
ρi,i+1αi,i+1(wr%z − wz%r)i,i+1, (5)

where αi,i+1 = αi+αi+1
2 ( α = 1 for the planar problem and α = r for the

axis symmetrical problem), (wr)i,i+1 = (wr)i+(wr)i+1
2 , (wz)i,i+1 = (wz)i+(wz)i+1

2 ,
ρi,i+1 is the density along the boundary segment (i, i + 1). We use the second-
order MUSCL[5] scheme to calculate it.

Energy equation (2) is integrated on an one arbitrary mesh Ω(t) based upon
the finite volume method and the Von Neumann and Richtmyer [6] viscosity qn

is added for preventing from producing numerical oscillation, which yields

En+1−En

�t = −(pn+pn+1

2 + qn)�V n+1
L

�t + ge(t). (6)

Where E =
∫

Ω(t) ρedV = e(t)M(t), %V n+1
L = V (−→r n+%t−→v n)−V (−→r n)),ge(t) =

− ∫
Ω(t) $ · (ρe−→w )dV . The discretization method for ge(t) is same as that for

− ∫
Ω(t) $ · (ρ−→w )dV .
Momentum Equation(3) is discretized using finite element method, which

gives

vn+1
z − vn

z

∆t

4∑
i=1

1
4
M

n+ 1
2

i,A =
4∑
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(pn+ 1
2
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n+ 1

2
i )

r
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−
4∑
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ρ
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2
i

2 (vn
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z,i)[(wr)i(z
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2
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2
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where (wr)i = 1
4

4∑
k=1

(wr)i,k, (wz)i = 1
4

4∑
k=1

(wz)i,k, (vz)i = 1
4

4∑
k=1

(vz)i,k . Now the

discretization of equation (3) is finished. The methods of discretization for the
equation (4) are same as that for the equation (3).

2 Examples

Saltzman piston problem[7] is used to test the ability of code to simulate the
shock waves that are oblique to the mesh. Exact results for the problem are
that the third shock arrives at the z coordinate of 0.95 and densities in front
of and behind the third shock are 10 and 20 respectively. The pure Lagrangian
methods(PLM) and SFLEFEM are used to simulate the problem and the results
obtained from these two methods at time t=0.925 are showed in Fig. 1.
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Fig. 1. (a)Density contours obtained from pure Lagrangian methods, (b)Density con-
tours obtained from SFLEFEM

The figure of one-dimensional shock obtained from PLM is distorted seriously,
especially along the top and bottom boundaries. But the density contours ob-
tained from SFLEFEM give the right position of the shock and almost completely
planar shock and the smaller density errors.

Dukowicz problem[7] is a shock refraction problem on an inclined interface
and its sketch map is showed in Fig. 2. A piston moves from left to right with
the constant velocity of 1.48. On the right of the piston there are two ideal gases,
the interface between two gases is aligned at 30◦ to the horizontal.
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Fig. 2. Sketch map for Dukowicz problem
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The initial mesh is composed of two adjacent regions. The left region is a
36 × 30 mesh and the right region a 40 × 30 uniform mesh slanted at 60◦. The
density contours obtained by PLM and SFLEFEM are showed in Fig. 3 and Fig.
4 respectively at time t=1.3. They are almost same as the density contours in
[7]. The main difference is where the interface arrives at on the lower boundary.

We also use the refiner mesh (72 × 60 zones in the left region and 80 × 60
zones in the right region) to calculate the problem. The interface location on
the lower boundary at time t=1.3 are showed in table 1. Table 1 shows the
interface location from SFLEFEM is same even if using different mesh. That
shows SFLEFEM is convergent.

Table 1. Interface location on lower boundary

Algorithm PLM SFLEFEM PLM SFLEFEM
mesh coarse meshcoarse meshrefine meshrefine mesh

Interface position on lower boundary 1.99 2.05 2.04 2.05

Noh problem[7] is used to test the ability of the code to keep symmetrization.
In Noh problem, an ideal gas moves in an initial unit inward radial velocity. Exact
solution and results obtained from PLM and SFLEFEM with a polar mesh of 50×
50 are showed in Fig. 5. Fig. 5 shows two methods give the right shock location
and they can keep the circular shock the almost complete symmetrization, but
the density errors of SFLEFEM are smaller.
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Fig. 5. Density distribution
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3 Summary and Discussion

SFLEFEM has both the character of Lagrangian approach and the attribute
of Euler approach. In SFLEFEM grid points can move free, which does not
introduce new numerical errors. Capturing the shock waves and the interface
precisely and decreasing the density errors prove the efficiency of SFLEFEM.
But the more development of SFLEFEM is necessary, especially for the time
discretization of momentum equations. We will use high order R-K methods to
discretize the time derivatives in the momentum equations in future.
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Abstract. A bi-dimensional n-ary fragmentation model is numerically
studied by large-scale simulations. Its main assumptions are the existence
of random point flaws and a fracture mechanism based on the larger net
force. For the 4-ary fragment size distribution it was obtained a power
law with exponent 1.0 ≤ β ≤ 1.15 . The visualizations of the model
resemble brittle material fragmentation.

1 Introduction

Fragmentation processes are complex multiphysics multiscale phenomena in Na-
ture and Technology. Examples of fragmentation can be found in very large,
medium and microscopic scale. In refs. [8, 9] there is a enumeration of some nat-
ural fragment size distributions of high energetic instantaneous breaking. This
experimental evidence predicts a power-law behavior for small fragment masses,
with exponent in the range [1.44, 3.54]. Several models have been proposed to
explain this power-law behavior, see for instance refs. [2-7] .

In what follows the model is defined and the numerical results discussed in
the case of 4-ary fragmentation.

2 Definition of the n-Ary Fragmentation Model

The hypothesis of the model are:

(a) Point flaws: The initial fragment is the unit square with q = 100 random
point flaws that remains fixed during the fragmentation process, see ref. [1].

(b) Fracture forces: For each fragment there are fracture forces (fx, fy) that are
applied at random positions. They correspond to uniform and independent
distributed random numbers in [0, 1]. The fragmentation process is also self-
similar, see for instance ref. [7].

� Supported by grants: FONDECYT 1050808, UNAB DI-07-04 and UTFSM DGIP
24.04.21.
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(c) n-ary fragmentation: At each step all the fragments will be broken in n
fragments independently, like in a cascade process, unless they satisfy the
stopping condition (item (e)):

(c1) n
2 Fragments are obtained from the application of the forces, i.e. the
fracture or cutting plane in this case is the plane perpendicular to the
random direction of the larger net force.

(c2) n
2 Fragments are obtained due to the existence of flaws in the material.
The n

4 cutting planes are the planes with normal perpendicular to the
line defined by the point of application of the larger force and the position
of one of the n

4 nearest point flaws.
(d) Mass conservation: The sum of the new fragments area will be the same of

the original fragment.
(e) Random stopping: There are three situations in which the fragmentation

process of a particular fragment stops:
(e1) If the fragment area is smaller than the minimal fragment size or cutoff:

mfs.
(e2) With probability p, see refs. [4, 5, 6].
(e3) Every fragment has a resistance 0 ≤ r ≤ 1 to the breaking process. A

fragment breaks only if the maximum of the net forces acting on it is
greater than r. This parameter will be chosen uniform and constant.

The random stopping applies for fragments of area less or equal to the critical
area ac, introduced in order to represent the fact that greater fragments have
more probability to be broken than the smaller ones.

3 Numerical Results: 4-Ary Fragmentation

The methodology for the simulations was the following:

1) The parameters p, r, ac and mfs are chosen. During all the simulations the
value of q was fixed in 100.

2) The results were averaged over 5000 independent random initial conditions,
characterized by the fracture forces and the point flaws distribution.

3) It was chosen 4-ary fragmentation since it is the minimal even number to
produce non-binary fragmentation.

4) The fragmentation process evolves according to the rules (a) - (e) defined in
section 2.

It was determined that the fragment area distribution f(s) follows approxi-
mately a power law distribution. The exponent of the power-law shows an in-
crease with respect to [5] due to the 4-ary fragmentation and the point flaws
random distribution. The specific values of β are shown in table 1:

Table 1. Exponent β as a function of p = r

0.01 0.02 0.03 0.04 0.05
1.15 1.08 1.05 1.02 1.00
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Fig. 1. Fragmentation process evolution for different set of parameters. First row: p =
r = 0.1, ac = 0.01, mfs = 0.0005. Second row: p = r = 0.1, ac = 0.01, mfs = 0.00005.
Third row: p = r = 0.15, ac = 0.01, mfs = 0.0005. Fourth row: p = r = 0.15, ac = 0.03,
mfs = 0.0005.

In figure 1 is shown the fragmentation process evolution for different sets
of parameters. The visualizations the model are very complex with patterns of
fracture that resemble real fragmentation processes in brittle materials like glass.
From figure 1 it can be appreciated that:

1) If mfs decreases its value, the smaller fragment typical size decreases.
2) If p increases its value, the larger fragments frequency increases.
3) If ac increases its value, the larger fragments size increases.

4 Conclusions

In this work, it was numerically studied a model for n-ary fragmentation. The
main characteristic of this model is a fracture criterion based on the nearest
point flaw and maximal net force. By large-scale simulations, it was determined
an approximate power law behavior for the fragments area distribution. The vi-
sualizations of this dynamical system are very complex with patterns of fracture
that resemble real materials fragmentation.
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Abstract. Discretization of non-linear Poisson-Boltzmann Equation
equations results in a system of non-linear equations with symmetric
Jacobian. The Newton algorithm is the most useful tool for solving non-
linear equations. It consists of solving a series of linear system of equa-
tions (Jacobian system). In this article, we adaptively define the tolerance
of the Jacobian systems. Numerical experiment shows that compared to
the traditional method our approach can save a substantial amount of
computational work. The presented algorithm can be easily incorporated
in existing simulators.

1 Introduction

Lets consider the following non-linear elliptic problem

− div (ε grad p) + f(p, x, y) = b(x, y) in Ω and p(x, y) = pD on ∂ΩD .
(1)

The above problem is the Poisson-Boltzmann equation arising in molecular bio-
physics. See the References [2, 7, 9, 10, 11, 12]. Here, Ω is a polyhedral domain in
R

2, the source function b is assumed to be in L2(Ω) and the medium property
ε is uniformly positive.

A Finite Volume discretization of the nonlinear elliptic equation results in a
system of non-linear equations

F(p) := A1 ph + A2(ph) − bh = 0 . (2)

Here, F = [F1(p), F2(p), · · · , Fn(p)]T , A1 is the discrete representation of the
symmetric continuous operator −div (ε grad) and A2 is the discrete representa-
tion of the non-linear operator f(p, x, y).

A Newton-Krylov method for solving the non-linear equation (2) is given by
the Algorithm 1. In the Quasi-Newton method (see Algorithm 2), we are solving
the Jacobian equation (J(pk)∆p = −F(pk)) approximately. We are solving the
system J(pk)∆pk = −F(pk) + rk with ‖rk‖ is chosen adaptively. The quasi-
Newton iteration is given by the Algorithm 2. In the Algorithms 1 and 2, ‖ ·‖L2

denotes the discrete L2 norm and maxiter is the maximum allowed Newton’s
iterations. It is interesting to note the stopping criteria in the Algorithm 2. We
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Algorithm 1. Newton-Krylov Algorithm
Mesh the domain;
Form the non-linear system: F(p);
Set the iteration counter : k = 0 ;
while k ≤ maxiter or ‖∆p‖L2 ≤ tol or ‖F(p)‖L2 ≤ tol do

Solve the discrete system : J(pk)∆p = −F(pk) with a fixed tolerance;
pk+1 = pk + ∆p;
k++;

end

Algorithm 2. Quasi-Newton-Krylov Algorithm
Mesh the domain;
Form the non-linear system: F(p);
Set the iteration counter : k = 0;
while k ≤ maxiter or ‖∆p‖L2 ≤ tol or ‖F(p)‖L2 ≤ tol do

Solve the discrete system : J(pk)∆p = −F(pk) with a tolerance
1.0 × 10−(k+1);
pk+1 = pk + ∆p;
k++;

end

are using three stopping criterion in the Algorithms. Apart from the maximum
allowed iterations, L2 norm of residual vector (‖F(p)‖L2) and also L2 norm of
difference in scalar potential vector (‖∆p‖L2) are being used as stopping criterion
for the Algorithms. Generally in the literature, maximum allowed iterations and
the residual vector are used as stopping criteria [9, 10, 11, and references therein].
If the Jacobian is singular than the residual vector alone cannot provide a robust
stopping criteria.

2 Numerical Experiment

Let us solve (3) in the domain Ω = [−1, 1]× [−1, 1] with k = 1.0 [2, 7, 8, 9]. Ω is
divided into four equal sub-domains (see Figure 1) based on ε.

−∇ · (ε∇p) + k sinh(p) = f in Ω and p(x, y) = x3 + y3 on ∂ΩD .
(3)

For solving the linear systems, we are using ILU-preconditioned the Conjugate-
Gradient (CG) method. For the Newton algorithm the tolerance of the CG
method is 1.0 × 10−15. For the quasi-Newton method the tolerance of the CG
method varies with the iterations k of the Algorithm 2 as follows: 1.0×10−(k+1),
k = 0, 2, . . . , 14. Figures 3, 4 and 2 reports the outcome of our numerical work.
The Figures 3 and 4 compares convergence of the quasi-Newton and Newton
methods. The Figure 2 reports computational complexity of the quasi-Newton
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Fig. 1. Distribution of medium property
ε in the domain Ω = [−1, 1] × [−1, 1]
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and the Newton methods. It can be notice, even if initial iterations of the Newton-
Krylov algorithm are solved approximately, the convergence rate of the algorithm
remains unaffected. The Figure 2 shows that such an approximation saves a
substantial amount of computational effort.

3 Conclusions

Quasi-Newton method for solving non-linear system of equation with symmetric
Jacobian matrix is presented. Numerical work shows that the presented tech-
nique is computationally efficient compared to the traditional Newton-Krylov
method. An efficient solution technique for Poisson-Boltzmann equation is of
interest to the researchers in computational chemistry, bio-physics and molec-
ular dynamics. The presented algorithm can be easily implemented in existing
simulators.
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Abstract. In this paper, we present a new geometric calibration method for 
multi-projector tiled display. Firstly, one circular feature template is attached 
onto a planar screen and a single un-calibrated camera observes the circular fea-
ture template and the tiled arrangement for each projector alternatively. Sec-
ondly, geometric coordinates on the planar screen for all features in each tile are 
computed according to the two vanishing points from the perspective template 
image. Thirdly, the inscribed quadrangle region in the planar screen space is 
calculated as the effectively region of the tiled display. Finally the geometric 
alignment is achieved by the correspondence between the quadrangular mesh in 
the projector space and the one in the display space. Our algorithm removes the 
limitation against the parallelism between camera image plane and planar 
screen plane and improves the convenience to deploy a multi-projector display 
system. The provided experimental results demonstrate the validity and effi-
ciency of our new method. 

1   Introduction 

In recent years, many commercial multi-projector systems have been widely avail-
able, such as ImmersiveWall, PowerWall, DataWall and etc. While the high cost and 
technical expertise have restricted their usage to only a few large institutions and 
well-funded universities. However, many emerging classes of users do not have 
enough budgets and expertise. So it is imperative to offer new geometric calibration 
algorithm, which can be easily to deploy a low-cost tiled display system in existing 
spaces. 

In this paper, a new geometric calibration algorithm for multi-projector display 
system is proposed. It uses an un-calibrated camera to observe a template and a set of 
overlapping projectors alternatively. From the template image, the three vanishing 
points in a 3D space are calculated. Then the coordinate of each feature on the planar 
screen can be reconstructed according to the vanishing point theory. From such in-
formation, the necessary image-based corrections to construct a seamless image mo-
saic across the projector array can be computed. By contrast with [1], the camera’s 
orientation and its position can be laid more freely, which improves the flexibility and 
the configurability of multi-projector display system. Various experimental results 
have demonstrated the efficiency and the accurateness of the geometric calibration 
algorithm. 
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2   Related Work 

Geometric calibration is a fundamental step to achieve the seamless and smooth vis-
ual effect for multi-projector tiled display. As for planar screen, automatic software 
method for geometric calibration has been independently studied using calibrated 
cameras [2] [3] besides manually adjusting mean. Likai’s group utilizes the camera 
homography to address the limitation of camera’s field-of-view and to improve the 
scalability of multi-projector tiled system [4].To significantly reduce the infrastruc-
ture cost, R. Raskar provided a geometric calibration that could adapt to a given pro-
jector array configuration [5]. This method must compute two kinds of homographies: 
camera-projector homography and projector-screen homography. To simplify the 
computation of geometric calibration further, M. Brown et al [1] assumed that a static 
camera was placed in a position to observe all the output of multiple projectors, where 
the camera image plane is parallel to the planar screen. So it is unnecessary to calcu-
late the above two kinds of homography. But this constraint reduces the visual range, 
which a camera can observe.  

3   The Algorithm  

First, a physical small pattern is attached to the planar screen to remove the constraint 
of the parallelism between the camera image plane and the planar screen,. Then a 
single un-calibrated camera is placed in the position where the entire output of all 
projectors can be captured. Finally, equally-spaced circles are projected from each of 
the projectors alternatively, so the camera can capture these images both from each 
projector and the small pattern at the same position. Figure 1 (a) ~ (e) show the tem-
plate and these observed projectors. 

(a) (b) (c) (d)

(e) (f) (g) (h)  

Fig. 1. (a,b,c,d) The captured images of projectors. (e) The pattern image. (f) The processed 
pattern image. (g) The geometric alignment result using the observed images directly. (h) The 
geometric calibration results by our method. 
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3.1   Calculating the Feature’s Coordinate in the Planar Screen 

From the perspective template image shown in Figure 1 (f), the two vanishing points 
are calculated. Then the third vanishing point is calculated according to the perspec-
tive vanishing point theory. From that, a 3D coordinate system O_XYZ is created and 
the plane of the projection screen is denoted as the XOZ plane. For each observed 
projector, the centroid of each equally-spaced feature circle is calculated to get the 3D 
position vector of each feature in the display space on the basis of perspective projec-
tion. Because these 3D vectors are in the same plane, they can be denoted as 2D  
vector. 

3.2   Computing the Inscribed Display Region 

Physical display region in the planar screen is the union of the output of all projectors. 
As mentioned in [5], finding the maximum optimal inscribed rectangle for a union of 
quadrilaterals is a 2D constrained linear optimization problem. Due that the problem 
is NP hard, the effective display region R can be calculated by using a simple case-
by-case heuristic. In the planar display space, the features of each projector i can be 
formed to a quadrilateral mesh Mi.  Then the intersection region between R and Mi can 
be re-meshed into a new m×n quadrilateral mesh IMi. 

3.3   Calibration Computation Between Projector Space and Display Space 

For each projector i, the equally-spaced features is also formed to a quadrilateral mesh 
PMi in projector space according to the same rule as in the display space. To achieve 
the geometric calibration for the multiple projectors, the texture and geometric coor-
dinate for each vertex of the mesh IMi in the projector space are needed. The details of 
calibration calculation are discussed as follows. 

First, the minimum bounding rectangle Ri for the mesh IMi in the display space is 
calculated. Second, the texture size for this projector i and the texture coordinate for 
each vertex by a simple 2D window transformation are calculated. Third, the one-to-
one correspondence between the mesh Mi in projector space and the mesh PMi in the 
display space is constructed to compute the geometric coordinate for each vertex.. 
Finally, the texture coordinate can be computed according to the theory of quadrilat-
eral area coordinates. Once the size of the texture to be shown, the geometric and 
texture coordinate have been calculated for each projector, the seamless tiled display 
is achieved by rendering the quadrilateral mesh PIMi binding the texture using opengl. 

4   Experimental Results and Conclusion 

The multi-projector tiled display system used in the experiments was composed of 
four Sony CX80 projectors, a digital camera on a single PC and our new geometric 
calibration algorithm. As shown in Figure 1(g), geometric alignment can be achieved 
by using the observed images directly. But geometric distortion occurs in the display 
region because of the projective distortion between the captured geometry and physi-
cal output geometry of the projectors. Figure 1(h) shows that the geometric calibration 
results using our algorithm. 
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To a planar projection screen, a new geometric calibration algorithm for multi-
projector tiled display on the basis of the theories of vanishing point and quadrilateral 
area coordinate is presented. There are two main advantages of this algorithm. One is 
that it can easily achieve sub-pixel alignment accuracy. The other is that it breaks 
through the limitation of the parallelism between the camera image plane and the 
planar screen plane, thus the camera can capture much greater view-of-field in the 
same condition. From the experimental results, the new algorithm improves the flexi-
bility and scalability of multi-projector tiled display system.  
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Abstract. Realistic medical simulation has great potential for augmenting or 
complimenting traditional medical training or surgery planning, and Virtual Re-
ality (VR) is a key enabling technology for delivering this goal. Although, 
medical simulators are now widely used in medical institutions, the majority of 
them are still reliant on desktop monitor displays, and many are restricted in 
their modelling capability to minimally invasive or endoscopic surgery scenar-
ios. Whilst useful, such models lack the realism and interaction of the operating 
theatre. In this paper, we describe how we are advancing the technology by 
simulating open surgery procedures in an Immersive Projection Display CAVE
environment thereby enabling medical practitioners to interact with their virtual 
patients in a more realistic manner.

1   Introduction 

Virtual reality (VR) is a key technology for enabling medical practitioners to visual-
ize and interact with their models/datasets. Indeed, the potential for VR as a model-
ling and simulation tool for medical training or surgery planning has already been 
demonstrated through a number of research-based and commercial simulation sys-
tems [1, 2, 3]. However, the majority of these systems are desktop based appli-
cations and hence lack the presence, immersion, interactive and collaborative  
elements possible from developing VR applications within a CAVE environment. 
Additionally, with the exception of the US Department of Defence who are devel-
oping an immersive trauma related military medical training system [4], the major-
ity of these applications have been restricted to modelling specific endoscopic  
surgical procedures.  

Simulation of open surgical procedures presents a new set of challenges for re-
searchers and developers. These challenges exist due to the complex procedures that 
must be modelled such as tissue deformation, suturing, incisions and bleeding of the 
patient, as well as the delicate movements and responses of the surgeon’s hand. The 
nature of these procedures mean that open surgery simulations cannot be as realisti-
cally modelled on a desktop display as can an endoscopic surgical procedure.  

In this paper we describe our initial work in simulating an open surgical procedure 
within a CAVE based environment.  
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2   The Application 

The aim of our virtual immersive application is to simulate the real-life scenario of an 
operating theatre with a patient lying on the operating table surrounded by surgeons 
and other medical staff.  Through our modelling of this scenario, users of the system 
can surround the virtual patient and interact with it in the same manner as that of a 
real surgical team interacting with a real patient.  

To achieve this we have initially focussed on two types of modelling procedures - 
surface deformations and model/object manipulations. Using a 3-D wand, the 
application enables the user to arbitrarily deform a pre-defined surface, the abdomen 
in this case, such that the virtual body can be cut open and the internal organ 
structures - stomach, liver, kidneys, small intestine, and the heart - exposed ready for 
medical intervention. Through this approach realism is added to the model as the 
elastic tissue of the human body can be stretched or squeezed when it come into 
contact with other objects or structures. This is an important characteristic for an open 
surgery medical simulation application. 

3   Environment and Implementation 

The CAVE used for the simulation is a large box shaped display device composed of 
4 flat screens (three walls and a floor) approximately 10x10x10 foot in dimensions. 
Five to six users may step inside the CAVE space at any one time and further collabo-
ration may also occur with other CAVE based users across a network. Stereoscopic 
images are back projected onto the screen by special projectors. In order for users to 
see the images inside the CAVE as 3D objects special liquid crystal shutter glasses 
are worn. Interaction with the displayed model is via a head tracking device and a 3D 
6 degree of freedom mouse known as a ‘wand’. In this application the wand simulates 
scalpel interaction.  

The application is coded in the C language using the popular graphics interface 
OpenGL and CAVElib. OpenGL is used to model all surface and deformable objects 
as well as other scene aspects such as light and material properties. CAVElib is used 
to implement the environment interaction and for routines such as tracking, naviga-
tion, and dynamic object manipulation. The software tools were selected on the basis 
of their availability, ease of use and compatibility with most operating platforms. 
Organ models are imported into the model as individual data files, converted from 
various formats such as 3D-Studio (.3ds), VRML (.wrl) and SGI-Inventor (.iv) using 
Deep Exploration [5]. 

4   Results 

As can be seen from Figure 1 the developed application allows us to simulate a col-
laborative operating environment as well as simple tissue deformation and manipula-
tion operations and exposure of the organs pertinent to the surgical procedure being 
conducted (Fig 2a and 2b).  Object and tool manipulations are also implemented that 
enable the user to interact with static non-deformable models such as surgical tools. 



870 A. Al-khalifah, R. McCrindle and V. Alexandrov 

Fig. 1. Surgeon Interacting with the Virtual Patient 

Fig. 2a and 2b. The abdominal is opened by deforming its surface and internal organs dis-
played ready for interventions 

5   Evaluation 

In order to gain feedback on our simulations and to ascertain views of practitioners on 
the applicability of virtual reality for medical training and surgery planning, a study, 
conducted via questionnaires and CAVE-based demonstrations, is underway. Initial 
results are encouraging as part-shown in Tables 1 and 2; based on feedback from 30 
participants including medical consultants, general practitioners, researchers, sur-
geons, and medical educators.   

Table 1. Initial feedback results in Percentages (Part 1) 

Survey Question Agree Not Sure Disagree 

Medical practitioners will eventually benefit from the immersive 
simulation technology 

41 28 31 

Immersive displays such as the CAVE provide more powerful tools and 
features to the medical profession than a desktop display 

47 24 29 

The CAVE can be a potential medium for future medical open surgery 
simulations 

26 52 22 

I would use this technology to simulate open interventions 23 57 20 
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However, whilst the results show a general appreciation and acceptance of VR 
simulations, we have found that visual simulation alone may not be adequate to con-
vince the medical community of the applicability of VR technology in meeting their 
full expectations. For example, a haptic interface will be a major enhancement to open 
surgery simulation adding further realism and enhancing interactions with the envi-
ronment and patient.

Table 2. Initial feedback results in Percentages (Part 2) 

Survey Question High Neutral Low 

Rate the usefulness of the CAVE in particular for medical simulations 41 12 47 
Rate the usefulness of VR in general for medical simulations 53 22 25 
How far would you like to see immersive CAVE technology  43 34 23 

6   Conclusions and Further Work 

We have successfully implemented a simple immersive application that simulates an 
open surgery procedure, allowing the user to open the abdominal cavity, observe 
deformation of elastic tissue, and to interact with internal organs. This type of surgery 
is hugely demanding in terms of computer power and complexity of operations in-
volved and hence this application barely scratches the surface of such complex appli-
cations. However, it gives us a strong basis on which to develop further complex 
procedures and operations. The major advantage of this application is that through 
exploiting the CAVE technology, it supports the crucial elements associated with 
open surgery operations such as, immersion, interactivity, presence, collaboration and 
multi-user interactions. Initial feedback from practitioners involved in medical educa-
tion and surgery planning has been encouraging and generally positive. 

We will continue to develop the complexity of our open surgery models and simu-
lations. Collaboration between users located at geographically different locations is 
being further developed. Haptic rendering inside the CAVE is another area of interest 
that when implemented will greatly improve the realism of open surgery simulations.
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Abstract. Dynamic Programming is an important problem-solving
technique used for solving a wide variety of optimizations problems. Dy-
namic programs are commonly designed as individual applications and,
software tools are usually tailored for specific classes of recurrences and
methodologies. We presented in [9] a methodological proposal that al-
lowed us to develop a generic tool [DPSKEL] that supports a wide range
of Dynamic Programming formalizations for different parallel paradigms.
In this paper we extent this work by including a new layer between the
end users and the tool in order to reduce the development complex-
ity. This new layer consists in a XML specification language to describe
Dynamic Programming problems in an easy manner.

1 Introduction

As stated in [2] Skeletal programming has revealed as an alternative and con-
tributes to simplify programming, to enhance portability and to improve per-
formance. Such systems hide the parallelism to the programmer and have been
characterized for been embedded entirely into a functional programming lan-
guage or for integrating imperative code within a skeletal framework in a lan-
guage or library. Some of these approaches can be seen at [4], [7], [3], [1], [6], [8],
[5], [2]. The underlying idea of separating the specification of a problem, or an
algorithm, from implementation details that are hidden to the user is present in
all the proposals.

In [9] we presented a methodological proposal that allowed us to develop a
generic tool (DPSKEL) that supports a wide range of Dynamic Programming
formalizations for different parallel paradigms. Parallelism is supplied to the
user in a transparent manner through a common sequential interface of C++
classes. The user provides the functional equation as a sequential C++ method.
DPSKEL has been developed and a release for shared memory architectures has
been validated using a set of tests problems representative of different classes of
Dynamic Programming functional equations.
� This work has been partially supported by the EC (FEDER) and the Spanish MEC

(Plan Nacional de I+D+I, TIN2005-09037-C02).
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We propose to introduce a new abstraction layer between the user and the
skeletons (DPSPEC from now on). This layer separates the fundamental logic
behind a problem specification (the functional equation) from the specifics of
the particular middleware that implements it, the instantiation using DPSKEL.
This allows rapid developments and delivery of new applications. The benefits
of the approach are significant to scientists:

– Reduced development time for new applications
– Improved application quality
– Increased use of parallel architectures by non expert users.
– Rapid inclusion of emerging technology benefits into their systems

We will show how this methodology can be applied without any loss of effi-
ciency. The W3C recommendations have also been a requirement of the project.
The software architecture of our transformation tools is presented in table 1. The
paper has been structured as follows, we present in section 2 the XML specifica-
tion for DP (DPSPEC), and in section 3 the transformation between DPSPEC
and DPSKEL is stated. The paper finalizes with some concluding remarks and
future lines of work.

Table 1. Software architecture of the Dynamic Programming transformation tool

Mathematics Editor (Graphical)
MathML, OpenMath, etc.
Transformer to DPSPEC

DPSPEC
Transformer to DPSKEL

DPSKEL
OpenMP, MPI, OpenMP + MPI, etc.

Parallel Architecture

2 DPSPEC a XML Specification for Dynamic
Programming Problems

Although some of the XML specifications already existing (MathML, Open-
Math, OMDoc, XDF, ...) could be used to specify the DP functional equation,
we decided to develop our own specification adapted to DP problems. The main
reasons for that decision were to reduce the elements to the minimum and to
introduce some changes in the structure on specific elements appearing in classi-
cal specifications. These design issues make easier the later parsing and allow a
better semantical analysis to detect data dependencies, while keeping as closer as
possible to the user defined equation at the same time. The semantical analysis
determines the traversing mode of the DP table. DPSPEC brings together the
elements to describe piecewise defined functions, simple variables and vectors,
arithmetic, logical, relational and max, min operators, and iterators. Table 2
summarizes elements available in the DPSPEC language.
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Table 2. Current elements available in DPSPEC

Element Operation
Main element <problem>
Logical functions <and>, <or>, <not>
Conditional <cond>
Relational operators <lt>, <le>, <gt>, <ge>, <eq>, <ne>
Binary mathematical operators <minus>, <divide>, <power>
N-ary mathematical operators <plus>, <times>, <max>, <min>
N-ary iterative operators <imax>, <imin>
States <state>
Variables <ci>
Constants <cn>
User defined functions <functiondef>, <function>
User defined vectors <vectordef>, <vector>

3 Automatic Parallelization of Dynamic Programming
Problems

The automatic parallelization of Dynamic Programming problems is achieved
by making explicit transformations on the DPSPEC data file holding the Dy-
namic Programming equation. The XML description of the formula is converted
into a specific instantiation of the DPSKEL C++ skeleton to solve the prob-
lem considered. However, scientists typically represent the functional equation
as mathematics expressions, using their favorite equation editor (latex, OpenOf-
fice, etc.). Therefore, two transformations are implicitly involved in the process,
the conversion of the mathematical equation to the XML specification and the
transformation of the XML equation specification into the set of C++ classes.
The first transformation step is currently provided automatically for many pop-
ular MathML software editors, which generate a MathML document for a given
equation. DPSPEC is compatible with MathML and the conversion between
a MathML document into a DPSPEC document is achieved through a XSLT
preprocessing step.

The second transformation step involves a deeper analysis of the functional
equation, we perform a DOM parsing of the XML functional equation to produce
the proper C++ required classes of DPSKEL, the parser has been developed
using the Xerces-C++ library.

4 Conclusions and Future Work

As a conclusions we can say that we have developed a XML specification lan-
guage to describe Dynamic Programming problems (DPSPEC). We present a
methodology that allows to generate automatically parallel applications. The
methodology is based in the existence of general parallel programs (DPSKEL)
that can be generated from the XML specification. The code generated is efficient
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since no overhead is introduced during the transformation steps. The technique
has been validated with a wide range of cases of study. Several extensions to DP-
SPEC are in the agenda. A natural extension to the language is to support new
data types. Once a XML specification has been stated, transformations from/to
many other languages can be developed at a reasonably cost. We are also inter-
ested in the development of new transformation tools from other languages to
DPSPEC, that is the case for example OpenMath and from DPSPEC to other
languages such as WSDL to provide the interface for a web service application.

This work has been partially supported by the EC (FEDER) and the Spanish
MEC (Plan Nacional de I+D+I, TIN2005-09037-C02).
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tons for dynamic programming. Parallel Processing Letters, To appear, 2006.



 

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 876 – 879, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Remote Sensing Information Processing Grid Node with 
Loose-Coupling Parallel Structure 

Ying Luo1,3, Yong Xue1,2,*, Yincui Hu1, Chaolin Wu1,3, Guoyin Cai1, Lei Zheng1,3, 
Jianping Guo1,3,  Wei Wan1,3, and Shaobo Zhong1 

1 State Key Laboratory of Remote Sensing Science, Jointly Sponsored by the Institute of 
Remote Sensing Applications of Chinese Academy of Sciences and Beijing Normal University, 

Institute of Remote Sensing Applications, Chinese Academy of Sciences, P.O. Box 9718, 
Beijing 100101, China 

2 Department of Computing, London Metropolitan University, 166-220 Holloway Road, 
London N7 8DB, UK 

3 Graduate School of the Chinese Academy of Sciences, Beijing, China 
jennyjordan@hotmail.com, y.xue@londonmet.ac.uk 

Abstract. To use traditional algorithms and software packages on Grid system, 
traditional algorithms and software packages, in general, have to be modified. 
In this paper we focus on standards and methodologies for Grid platform within 
the context of the Remote Sensing Data Processing Grid Node (RSDPGN) that 
implements a loose-coupling parallel structure for orchestrating traditional 
remote sensing algorithms and software packages on the Condor platform. We 
have implemented 17 remote sensing applications in one system using Web 
service and workflow technology without any change to traditional codes. Some 
core algorithm codes are come from a remote sensing software package which 
we has neither resource codes nor APIs. Others come from the program  
codes accumulated by our group. The design and prototype implementation of 
RSDPGN are presented. The advantage and shortage of loose-coupling 
structure is analysed. Through a case study of land surface temperature calcu-
lation from MODIS data, we demonstrate the way to modify software packages 
in details. Moreover we discuss the problems and solutions based on our 
experience such as system architecture, the kinds of functional modules, fast 
data transfer, and state monitoring. 

1   Introduction 

The information extracted from remote sensing data plays an important role in science 
and society. The algorithms and software packages to extract information vary based 
the characteristics of sensors, spectrum, etc. Generally speaking, the process of 
remote sensing data is complicated and time consuming. Remote sensing software 
packages such as ARCGIS, ENVI, and ERDAS are expensive, and the use of them 
needs special skill. On the other hand, researchers might prefer to pay for only the 
function modules which he or she is interested in, or have a third party to do the pre-
processing steps or offer some computing power on demand. Thus we need a system 
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that provides individual function and computing power, allow user to pay for only 
certain functions. The emergence of Grid technology brings out a solution to this 
system. Grid technology is an evolution in resources sharing including hardware, 
data, and software. It will change the mode of software industry at both develop stage 
and sale stage.  

The paper is organized as follows. In section 2 RSDPGN with some detail of the 
functions of the various components and our implementation at present will be 
demonstrated. Then in section 3, we will discuss the standards and methodologies for 
Grid platform through a case study of land surface temperature retrieval from MODIS 
data, and give our experiences in building RSDPGN on how to build a computing 
Grid node. Finally, the conclusions will be addressed in Section 4. 

2   Remote Sensing Data Processing Grid Node (RSDPGN) 

Remote Sensing Data Processing Grid Node (RSDPGN) is the infrastructure that 
manages the software and hardware resources to process remote sensing data 
according to users’ demand. The data to be processed by our node is come from the 
user or a third party.  

2.1   Architecture of RSDPGN 

Figure1 describes the architecture of remote sensing data processing Grid node. The 
node has four layers: 

1) Portal layer: It is an outmost 
user interface, which can 
display data and results, 
receive data, JOB, and 
algorithm, register and 
certificate.  

2) Application layer: It is the 
most important layer for a 
processing node. The fun-
damental modules include 
reliance file transfer (RFT), 
security, several database 
(DB) such as algorithm 
database, remote sensing 
data database, user infor-
mation database, and instance information database, monitor to check the status 
of JOB, hardware, and software, and global scheduler. 

3) Grid middleware layer: The communication and management to hardware resource 
is in this layer. We developed a toolkit named RSNkit (Remote Sensing Node 
toolkit) to add some functions not provided by Condor. 

4) Hardware layer: The hardware entities can be PCs, HPC, or Condor pools, etc. 

The node issues and registers its services to SIG manage centre periodically, 
responses calls of SIG, triggers services, and reports status. There an instance of an 

  

Fig. 1. Architecture of RSDPGN 
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application is called a JOB. A JOB has several steps. Each step is one task that can be 
submitted to either the Condor pool or HPC or PC. Receiving require from SIG 
manager, the node will find data from user or remote data servers according to user’s 
requirements, organize computing resource dynamically, trigger services, and monitor 
their running status. To decrease the total processing time of a task, the node will 
divide a task into several sub-tasks. The exact number and size of the sub-tasks is 
according to the current PC number and configure in the Condor computing pool  [1] 
and super computer or designated by the user. Only when the task is large enough, or 
on the user’s request, the node triggers off the super computer to do a large sub-task. 
The method we trigger super computer is different with that of Condor pool.  

2.2   Implementation of RSDPGN 

Currently, RSDPGN provides 17 remote sensing applications by MODIS data, such 
as aerosol optical depth retrieval, land surface temperature retrieval, soil moisture 
retrieval, surface reflectance retrieval, some vegetation indexes, and a series of pre-
processing functions. Some core algorithm codes of remote sensing applications are 
from a remote sensing software package, which we has neither resource codes nor 
APIs. Others are program codes accumulated by our group. We implement our portal 
as a Web site using dynamic page technology JSP. The development work of end user 
software is minimum. Anyone who has a browser can use our node. In order to 
integrate with other Grid systems in the future, our node is implemented with Web 
service technology such as SOAP, XML, and WSDL. Each remote sensing 
application is enwrapped individually so that the system is loose coupling and parallel 
structure. There’s no global control as normal system. Each remote sensing 
application manages itself following the pre-defined strategy in workflow. In other 
words, the whole system is not a large workflow, but many small parallel workflows 
classified by applications. Only some basic function modules such as monitor, JOB 
queue, RFT are used.  

3   Case Study 

In this research, we will use an example of land surface temperature retrieval from 
MODIS data to demonstrate how to use our node [2]. The retrieval process consists of 
initialisation, data format transfer, rectification, region selection, data division, 
temperature retrieval, result merging and result return to the users. When a user orders 
a temperature retrieval service via Grid portal, a JOB workflow instance is initialised 
once the user click the submit bottom after choosing the data to be processed. Finally 
the blocks of retrial result are merged, and return to the end user. The JOB status is 
monitored by the system monitor. The monitor of the whole node including JOB 
status, sub jobs’ status, workflow module status, hardware status is also an important 
issue. Continually status query wastes much CPU cycles. Our solution is to give a 
speed attribute to each algorithm. So the system can estimate a probable time and use 
the time to decide whether to query the status. 

File transfer is one of the big issues. It is the bottleneck that increases the total 
processing time. There is another issue adding the complexity of the data node. The 
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application workflow need to know not only data and metadata but also attributes 
such as whether it has been rectified, with what algorithm, how about the processing 
precision, and so on.  

4   Conclusion 

In this paper, we introduced our ongoing research on RSDPGN. It is a demonstration 
on how to integrate traditional algorithms and software packages, computing 
resource, and Grid in order to provide one-stop service to users. It is service-oriented. 
We have implemented it mainly by workflow technology. We orchestrated 17 remote 
sensing applications on the Grid node. We used the strategy to let each application 
manages itself following the pre-defined workflow. The loosely coupling structure of 
our node is different with common centralized control structure. It is an easy design, 
modifying, and extending system. Furthermore this structure is convenient to 
breakpoint and status query, but it adds spending of computing resource and store 
resource. Additionally, the rock-bottom communication, control and monitor to 
Condor computing pool and HPC rely on Condor and RSNkit. It is recommended to 
use loosely coupling structure in complex Grid system that involved in many function 
modules and hardware. But for the correspondingly system, it is better to use a 
centralized control structure. 
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Abstract. As the most important and most complex Geo-Information, remote 
sensing data can be fast processed with cluster-based parallel computation 
technologies. The through-out ability of every step of such processing will 
affect heavily the application of remote sensing image parallel processing 
technologies. This paper shall discuss more detail how to set up the through-out 
model of remote sensing image parallel processing and presents some deeply 
research works on such through-out mechanism. A lot of experiments have 
been given to support a quantitative analysis method to adjust the performance 
of remote sensing parallel processing system. 

1   High Through-Out Computation and Remote Sensing Image 
Processing 

There are many research works focusing on how to improve the spatial data 
processing speed. HPC (high performance computation), especially based on cluster 
can bring the outstanding speed-up [1] [2].  On the other hand, HTC (high through-
out computation) should also be paid more attention to [3].  

The aim to research HTC is to build an economical and high efficiency system. 
High performance parallel computation can support the improvement on process 
speed of independent processing steps. However, the isolated effort on special step 
will not always cause the appearance of HTC. When we are building a HTC 
system, what we have to pay more attention to is the discovery and solver of 
bottlenecks. 

Most important, remote sensing image processing has high data complexity. To 
design a parallel model, the matching relationship of data transfer, catching and node 
computing ability should be considered firstly. During certain time, HTC system can 
deal with most data than other system, and data flux is thought as the most important 
technical index for some applications.  
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2   The Through-Out Rate Model of Remote Sensing Image 
Processing 

2.1   Process Course Model 

A remote sensing image parallel process course is organized with some important 
steps, data loading, distribution, processing, collection and export, as shown in Fig. 1. 
Because the step of data loading is similar with data export, the step of data 
distribution is similar with data collection in the term of through-out character; such 
steps can be described with the steps of data loading and data distribution.  

Through-out rate model 
The through-out rate R is the most important index of 
HTC.  

processributedistinput TTTT ++=                           (1) 

Where T means the full process time, inputT  means the 

data loading time, ributedistT  means the data distributing 

time and processT  means data processing time. If we define 

M is the amount of processed data, then 
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Where inputR  is the data loading through-out rate, and ondistributiR  means the data 

distribution through-out rate and processR is the rate of data processing.  
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If { }processondistributiinput RRRMINR ,,min =  { }processondistributiinput RRRMAXR ,,max = , 
there are the following conclusions: (1)When  Rmin ~ Rmax, the process course is in 
the condition of ideal through-out. In this condition, the improvement of system 

Data Load

Data 
Distribution
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Data 
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Data Out  

Fig. 1. process course 
model 
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Fig. 3. the 
ondistributiR of three distri-

bution mode 

 

Fig. 4. 
processR  trend of two typical 

processes 

through-out is depended on the matching of these three through-out rates; however 
the limit of such improvement is not above one order of magnitude. (2)When Rmin 
<< Rmax, the process course is in the condition of abnormal through-out. In this 
condition, the improvement of system through-out is depended on the tuning of the 
lowest course of through-out. (3)With the increasing of node number n, the through-

out rate R is increasing. When n is large enough, R is limited in inputR  It means that 

the increasing of computing node will bring up the improvement of system through-

out capability, while the limit of such increasing is inputR .(4)The through-out rate R 

is stable in some degree, which means R has low relativity with the scale of input 
data. 

 

Fig. 2. The inputR  trend of three data loading methods 

2.2   Experiments  

Some experiments have been taken to research the performance and character of 
different stage. Fig. 2 shows three methods of data loading and exporting, which are 
local disk method (SCSI, SATA and IDE 
etc.), local extend storage method (DLT, 
DVD and USB etc.) and network method 
(NFS, SMB and RCP etc.). In Fig. 3, the 
different scale data in cache node is 
distributed to the other 8 nodes in Giga LAN 
with methods of MPI, NFS and PIPFS [4] 
Fig. 4 gives the comparison of the through-
put between two typical remote sensing 
image algorithms FFT and Wavelet within 
same parallel environment. 

3   The Conclusion and Analyses of 
Through-Out Rate Model 

(1) When nQ is least than the range of 
40~70 MB/s, R is limited by the 
throughput nQ and the capability of 
through-out can be simply accelerated 
with adding computing nodes.  

(2) When nQ is in the range of 40~70, R is near 40~70MB/s. The better through-out 
performance can be implemented by adjusting the relationship of three courses. 
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Fig. 5. The relationship between 
through-out rate and node 
number 

(3) When the nQ value is more than 70, adding computing node number will not 
bring the increasing of R. In such system, it is no sense to extend the scale of 
computer cluster.  

(4) When Q is large enough, which means the process algorithm is too simple, the 
most cost of the process courses is spend during data loading and distributing. 
Only little time cost is used in the data processing. The method to improve the 
through-out performance of such system is 
depended on the accelerating of data loading 
and distributing, which can be accessed with 
advance storage technologies and combined 
bandwidth technology.  

(5) When Q is not very large, the process 
algorithm is very complex and the process 
course will spend relative long time. The 
method to improve the through-out 
performance can be realized with the adding 
of computing nodes. The devoting of the 
improvement on storage technology will not 
be outstanding in such condition.  

In some degree, the above analyses are the predigesting of process courses. It will 
be more complex in real, for example the imbalance of load and data distribution. 
However, the methodology of through-out analyses is also useful for the research of 
such condition.    
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Abstract. While heuristics based on geometric constructs of the networks would 
appear to improve performance of Dijkstra’s algorithm, the fallacy of depreciated 
accuracy has been an obstacle to the wider application of heuristics in the search 
for shortest paths. The authors presented a shortest path algorithm that employs 
limited area heuristics guided by spatial arrangement of networks. The algorithm 
was shown to outperform other theoretically optimal solutions to the shortest 
path problem and with only little accuracy lost. More importantly, the confidence 
and accuracy levels were both controllable and predictable. 

1   Introduction 

Shortest path algorithms traditionally concerned topological or phase characteristics of 
a network and neglect the spatial or proximity characteristics. Such a viewpoint has 
resulted in a looping and radial approach to path searching which cannot prevent 
redundant searching even in situations when the destination nodes have been located. 
Some researchers have argued that the locational information (i.e. relative positions) of 
nodes can be employed in heuristics to inform the searching process [1][2]. Heuristics 
have been widely used in optimum path algorithms [3][4][5]. 

Most heuristics utilized local controlling strategies to guide the node search. They 
were efficient in locating approximately optimal one-to-one shortest paths but could 
not handle one-to-some or some-to-one shortest path problems. 

The optimal path algorithms and heuristic strategies can be integrated to make a 
trade-off between efficiency and theoretical exactness, which is especially important 
for large-scale web applications or real time vehicular path finding. This paper 
highlights advantages of the integration using real-world networks of different 
complexity and connectedness.   

2   Real-World Networks in the Study 

We downloaded ten real-world networks representing road structures of varied 
complexity from http://www.fhwa.dot.gov/ and http://www.bts.gov/. The  network  set 
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Table 1. Characteristics of real-world networks in the study 

Network set Alabama Georgia Pennsylvania New York Texas 

Number of nodes 952 2308 2640 3579 3812 

Number of arcs 1482 3692 4183 5693 6340 

Network set California 
Northeast 

USA 
USA 
Total 

Utah 
Detailed 

Alabama 
Detailed 

Number of nodes 5636 14009 26322 72558 154517 

Number of arcs 9361 19788 44077 100533 199656 

data were edited to topological correctness and then transformed into some 
custom-built ASCII files to store geometrical and topological information. 

3   Search Heuristics Based upon Geographic Proximity 

Our computation for the shortest paths used Dijkstra’s algorithm implemented with a 
quad-heap structure. An ellipse based strategy is utilized to limit the searching within a 
local ellipse or its MBR generated with the source and destination nodes. Detailed 
description of the strategy can be found in [6].  

3.1   Correlation Between Shortest Path and Euclidean Distance in Road 
Networks 

First, 1000 sample nodes were extracted systematically from each network to 
reconstitute sets A and B, each containing 500 nodes. In the case of Alabama, all 952 
nodes were used (Table 1). Every node in A or B would be regarded in turn as origins 
and destinations between which the shortest paths must be determined.  

A set R of ratios rab = pab/eab (eab: the Euclidean distance; pab: the shortest path 
distance) could be computed for each sample set. In general, we could establish a real 
number  as the threshold value for the elements in R at a stated confidence level. A  
value at 95 percent would imply 95 percent confidence that the shortest path for a pair 
of nodes could be found within the extent built with the  value. The  values ranged 
from 1.238 (Texas) to 1.585 (Utah detailed) which appeared quite consistent across the 
networks.  

3.2   Numerical Premise  

We proposed the use of a minimum bounding rectangle (MBR) of ellipse to limit the 
search. Table 2 presented the average r-values against the 95 percent τ threshold of the 
ten networks. We would attribute a larger τ for California because of its elongated 
shape and Utah Detailed for its disrupted landscape. In other words, there is great 
likelihood (i.e. at least 95 percent of the time) that we could locate the shortest paths 
(SP) between any node pairs within the ellipse MBR. Our attempt to compare 
success-rates of the elliptical versus MBR search limits showed that the MBR is 
superior to the ellipse; the former had fewer SPs beyond bound.  
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Table 2. τ values and comparison between elliptical and MBR limitation areas 

Network set  
Average 

ratio 
rab = pab/eab 

Threshold  
 (at 95 % 

confidence) 

Number of 
SP beyond 
the ellipse 

Number of 
SP beyond 
the MBR 

Real 
confidence 
for ellipse  
search (%) 

Real 
confidence  
for MBR 

search (%) 

Alabama 1.201 1.379 1588 840 99.30 99.63 

Georgia 1.162 1.286 1013 619 99.59 99.75 

Pennsylvania 1.179 1.393 761 453 99.70 99.82 

New York 1.191 1.375 750 406 99.70 99.84 

Texas 1.128 1.238 1220 369 99.51 99.85 

California 1.170 1.426 1163 802 99.53 99.68 

Northeast USA 1.166 1.334 438 250 99.82 99.90 

USA 1.139 1.267 226 109 99.91 99.96 

Utah Detailed 1.308 1.585 717 405 99.71 99.84 

Alabama 
Detailed 

1.209 1.334 822 549 99.67 99.78 

Average 1.185 1.362 - - 99.64 99.81 

The last two columns in Table 2 recorded that more than 99% of the shortest paths 
could be identified within the limited areas. The higher confidence levels meant that the 
limited search was extremely effective because solutions to shortest paths could be 
found 99% of the time in one round of search. In other words, only a very small 
percentage of the shortest paths (an average of 0.36% for ellipse and 0.19% for MBR) 
would be found beyond the areas. 

Table 3. Accuracy and efficiency of ellipse MBR limitation for solving shortest paths 

Network set 
Possibility of SPs 

beyond the MBR but 
near-SPs found (%) 

Difference of near-SPs 
found and real SPs (%)

Time saving with 
ellipse MBR limitation 

(%) 

Alabama 0.070 13.60 29.25 

Georgia 0.108 6.94 34.41 

Pennsylvania 0.069 9.10 16.44 

New York 0.021 8.06 24.18 

Texas 0.060 3.29 37.64 

California 0.207 17.74 15.35 

Northeast USA 0.077 7.46 32.83 

USA 0.070 6.28 33.51 

Utah Detailed 0.030 1.50 23.74 

Alabama Detailed 0.026 2.56 35.73 

Average 0.074 7.65 26.68 
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3.3   Establishing Accuracy and Computational Efficiency 

Our experiment showed that very few shortest paths (i.e. an average of 0.074%) would 
be mis-calculated with the ellipse MBR limitation (i.e. an average of 7.65% longer than 
the actual shortest paths). The results indicated that the MBR method would not cause 
excessive loss in the computational accuracy.  

Another experiment was conducted to verify the computational efficiency of the 
presented method for resolving the one-to-one shortest paths with the 1000 sample 
nodes (all 952 nodes for Alabama). It showed that an average 26.68% saving in 
computational time was realized with only minimal loss in accuracy (i.e. 0.074% of the 
optimum paths would be 7.65% longer than the actual shortest paths on average). The 
results were listed in Table 3. 

4   Conclusion 

The theoretically optimal solution and heuristic strategies could be integrated to offer a 
reasonable trade-off between efficiency and accuracy. The ellipse MBR method we put 
forth allows users to solve the shortest paths for a stated confidence and in less time. 
Our experiment showed that more than 99.8 percent of shortest paths could be found 
within the proposed MBR along with 26.68 percent time saving on average, with an 
average of only 0.074 percent of the optimal paths exceeding 7.65 percent of the 
lengths of the actual shortest paths. 
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Abstract. Hyperspectral data compression is expected to play a crucial role in 
remote sensing applications. Most available approaches have largely over-
looked the impact of mixed pixels and subpixel targets, which can be accurately 
modeled and uncovered by resorting to the wealth of spectral information pro-
vided by hyperspectral image data. In this paper, we develop an FPGA-based 
data compression technique based on the concept of spectral unmixing. It has 
been implemented on a Xilinx Virtex-II FPGA formed by several millions of 
gates, and with high computational power and compact size, which make this 
reconfigurable device very appealing for onboard, real-time data processing.  

1   Introduction 

Our focus in this work is to design a hyperspectral data compression technique able to 
reduce significantly the large volume of information contained in hyperspectral data 
while, at the same time, being able to retain information that is crucial to deal with 
mixed pixels and subpixel targets. A mixed pixel is a mixture of two or more different 
substances present in the same pixel1. A subpixel target is a mixed pixel with size 
smaller than the available pixel size (spatial resolution). So, it is embedded in a single 
pixel and its existence can only be verified by using the wealth of spectral information 
provided by hyperspectral sensors. In this case, spectral information can greatly help 
to effectively characterize the substances within the mixed pixel via spectral unmixing 
techniques. However, a major drawback of spectral-based data compression methods 
for hyperspectral imaging is their computational complexity2. The possibility of real-
time, onboard data compression is a highly desirable feature to overcome the problem 
of transmitting a sheer volume of high-dimensional data to Earth control stations via 
downlink connections. In this work, we develop and FPGA-based compression algo-
rithm based on spectral unmixing concepts. Section 2 develops the lossy compression 
algorithm. Section 3 maps the algorithm in hardware using systolic array design. 
Section 4 evaluates the algorithm in terms of both mixed-pixel and subpixel charac-
terization accuracy, using a real image data set collected by the NASA Jet Propulsion 
Laboratory’s Airborne Visible Infra-Red Imaging Spectrometer (AVIRIS). Perform-
ance data in a Xilinx Virtex-II FPGA are also given. Section 5 concludes with some 
remarks.  
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2   Hyperspectral Data Compression Algorithm 

The first step of the algorithm consists of extracting endmembers from the input data. 
A well-known approach to accomplish this goal is the PPI algorithm3, which proceeds 
by generating a large number of N-dimensional (N-D) random unit vectors called 
“skewers” through the dataset. Every data point is projected onto each skewer, and the 
data points that correspond to extrema in the direction of a skewer are identified and 
placed on a list. The number of times a given pixel is placed on the list is tallied, and 
the t pixels with the highest tallies are considered the final endmembers. 

Using the set of t endmembers above, an inversion model is required to estimate 
the fractional abundances of each of the endmembers at the mixed pixels. Here, we 
use a commonly adopted technique as the second step of our compression algorithm, 
i.e., the linear spectral unmixing (LSU)1 technique. Suppose that there are t endmem-

bers { }tii 1=e  in a hyperspectral image scene, and let f  be a mixed pixel vector. LSU 

assumes that the spectral signature of f  can be represented by a linear mixture of 

1e , 2e ,…, te  with appropriate abundance fractions specified by an abundance vector 

{=a 1a , 2a ,…, ta }. Then, we can model the spectral signature of an image pixel f  by 

a linear regression form tt aaa ⋅+⋅⋅⋅+⋅+⋅= eeef 2211 . Two constraints are usually im-

posed on this model to produce adequate solutions1, i.e., abundance sum-to-one con-

straint: 
=

=
t

i
ia

1
1 , and abundance non-negativity constraint: 0≥ia  for ti ≤≤1 . 

Taking advantage of PPI and LSU, the idea of the proposed data compression algo-
rithm is to represent a hyperspectral image cube by a set of fractional abundance im-
ages4. More precisely, for each N-D pixel vector f , its associated LSU-derived abun-
dance vector a  of t dimensions is used as a fingerprint of f  with regards to t end-
members obtained by the PPI algorithm. The implementation of the PPI/LSU algo-
rithm can be summarized as follows: 

1. Use the PPI to generate a set of t endmembers { }t

ii 1=e . 

2. Use the LSU algorithm to estimate the corresponding endmember abundance 
fractions {=a 1a , 2a ,…, ta } and approximate each pixel vector as 

tt aaa ⋅+⋅⋅⋅+⋅+⋅= eeef 2211 . Note that this is a reconstruction of f . 

3. Construct t fractional abundance images, one for each PPI-derived endmember. 
4. Apply lossless predictive coding to reduce spatial redundancy within each of the t 

fractional abundance images, using Huffman coding to encode predictive errors. 

3   FPGA-Based Hardware Implementation 

Fig. 1 shows our proposed systolic array design for FPGA implementation of the PPI 
algorithm. The nodes labeled as “dot” in Fig. 1 perform the individual products for 
the skewer projections, while the nodes labeled as “max” and “min” respectively 
compute the maxima and minima projections after the dot product calculations have 
been completed (asterisks in Fig. 1 represent delays). In Fig. 1, ( )i

js  denotes the j-th 

value of the i-th skewer vector, with { }ki  ,,...1∈ , and { }bj ,,...1∈ , where b is the  
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Fig. 1. Systolic array design for the proposed FPGA implementation of the PPI algorithm 

number of bands. Similarly, ( )m
jf  denotes the reflectance value of the j-th band of the 

m-th pixel, with { }pm ,,...1∈  and p is the total number of pixels in the scene. 
We are still working towards the implementation of the LSU algorithm in hard-

ware, so timing results in this work will be related with the optimization introduced 
by PPI-based FPGA design. The synthesis was performed using Handel-C, a hard-
ware design and prototyping language. The implementation was compiled by using 
the DK3.1 software package. We also used other tools such as Xilinx ISE 6.1i to carry 
out automatic place and route (PAR), and to adapt the implementation to the Virtex-II 
FPGA used in experiments. 

4   Experimental Results 

The algorithm was applied to a real hyperspectral scene collected by an AVIRIS 
flight over the Cuprite mining district in Nevada, which consists of 614x512 pixels 
and 224 bands (available online from http://aviris.jpl.nasa.gov). Table 1 reports the 
spectral angle-based similarity scores1 among U.S. Geological Survey reference 
signatures (see http://speclab.cr.usgs.gov) and the PPI-extracted endmembers from 
the resulting images after data compression (the lowest the scores, the highest the 
similarity). As the compression ratio was increased, the quality of extracted end-
members was decreased. We also included results by two standard methods: the 
wavelet-based JPEG2000 multicomponent5 and the set partitioning in hierarchical 
trees (SPIHT)6. Results in Table 1 show that such 3-D techniques, which enjoy suc-
cess in classical image compression, did not find equal success in hyperspectral 
image compression.  
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Table 1. Spectral similarity scores among ground-truth spectra and the endmembers extracted 
and from several reconstructed versions of the original image after compression 

PPI/LSU JPEG2000 SPIHT  

Mineral 
 

Original image 
20:1 40:1 80:1 20:1 40:1 80:1 20:1 40:1 80:1 

Alunite 0.063 0.069 0.078 0.085 0.112 0.123 0.133 0.106 0.119 0.129 
Buddingt. 0.042 0.053 0.061 0.068 0.105 0.131 0.142 0.102 0.125 0.127 
Calcite 0.055 0.057 0.063 0.074 0.102 0.128 0.139 0.097 0.122 0.134 
Kaolinite 0.054 0.059 0.062 0.071 0.114 0.140 0.151 0.110 0.134 0.146 
Muscovite 0.067 0.074 0.082 0.089 0.123 0.145 0.167 0.116 0.139 0.152 

Finally, Table 2 shows the resource utilization by our systolic array-based imple-
mentation of PPI/LSU on the Xilinx Virtex-II XC2V6000-6 FPGA, which com-
pressed the full AVIRIS scene in only 39 seconds approaching (near) real time per-
formance.  

Table 2. Summary of resource utilization for the FPGA-based implementation 

Number of gates Number of slices Percentage of total Maximum operation frequency (MHz) 
526944 12418 36% 18.032 

5   Conclusions 

On-board compression of hyperspectral imagery has been a long-awaited goal by the 
remote sensing community. This paper investigated the importance of mixed pixels in 
hyperspectral data compression and further proposed an innovative, application-
oriented data compression technique which is based on the pixel purity index (PPI) 
algorithm and linear spectral unmixing (LSU). Experimental results demonstrate that 
the algorithm provides very high compression ratios with no apparent spectral signa-
ture degradation. A systolic array-based FPGA implementation of the algorithm on a 
Xilinx Virtex-II XC2V6000-6 FPGA was also provided. 
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Abstract. We study a P2P proactive search mechanism based on the dissemina-
tion of advertisements for the new sources. The system design goal of limiting 
the state maintained by each peer and ensuring search efficiency is the driving 
reason for exploiting the hierarchical network model of the small-world idea. 
The results testify the theoretical bounds on search time and provide a view on 
the search time in relation to the directory capacity requirements of the peers. 

1   Introduction 

Context-aware services (CASs) need a flow of information from and about their envi-
ronment in order to be able to adapt to it. Context producers, consumers and brokers 
are employed, with the last ones acting as mediatory players between producers and 
consumers. A consumer is a CAS that addresses context requests during its operation 
to the nearest broker. Producers are all the context sources. The need to support CASs 
that are highly robust and can scale well with the number of nodes and information 
sources points to Peer-to-Peer (P2P) architecture. The system faces the challenge to 
ensure efficient and scalable distribution of context information. Toward this direction 
we employ the advertisement dissemination mechanism, which implies that once a 
new source becomes available, the respective broker propagates an advertisement of 
the source to the remaining brokers. A broker may store a received advertisement in a 
local directory. Assuming infinite directory sizes, each peer broker stores each adver-
tisement and thus maintains knowledge of all the sources available. However, as the 
system scales to a high number of sources, the length of the directories may become 
unbounded. Thus, our intention is to limit the directory capacity requirements of each 
peer and at the same time ensure low path-length for any search request. The idea is to 
make the peers store advertisements selectively, according to the philosophy of small-
world model. A requested object is then located in a bounded number of steps with a 
greedy search algorithm. We consider a set of brokers forming an overlay network. 
Each peer broker maintains the Local Sources Directory (LSD), with entries to the lo-
cal sources, and the Remote Sources Directory (RSD), which caches directory entries 
for sources maintained by other peers. We assume that each source is described by a 
structure, the context object, that consists of a name and a set of attributes determined 
by (key, value) pairs. Search algorithms from literature are either request broadcast-
based or advertisement-based. In the former case, the related mechanisms do not scale 
well with the network size since a search request is broadcast throughout the network, 
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but improvements, such as Random Walk, have been proposed. Mechanisms of the 
latter case have been also proposed [1, 2] but have not addressed scalability problems. 

2   Search Mechanism with Advertisements 

Inspired by the hierarchical network model [3] of the small-world phenomenon we 
propose an advertisement dissemination mechanism, which proceeds in a way to 
make the information maintained in the RSDs reflect the links of the graph generated 
from the hierarchical model. The sources maintained by the overlay are classified ac-
cording to a hierarchy, based on the names of the respective context objects. Thus, 
each source corresponds to a specific leaf of a complete b-ary context tree. Note that 
we allow more than one source to reside at a specific leaf since multiple sources may 
produce context objects of the same context name but different attributes. 

Once a source enters the overlay through a node, an advertisement is disseminated 
to the rest of the peer nodes according to a flooding algorithm. A node stores a re-
ceived advertisement if there is still room in its RSD and no other entry for a source 
belonging to the same leaf with the new source exists. Once the RSD becomes full, an 
elementary distribution of the entries is performed by corresponding each of the rele-
vant remote sources to a local source in the following way: each remote source in turn 
is assigned to the nearest, in terms of tree distance, local source provided that this is 
feasible (does not exceed the threshold determined by the balanced distribution of the 
entries among the local sources). This way, a list of “concentrated” sources 

iSL  is 

created for each local source Si, }SIZE_LSD,,,{i 21∈ . Note that the distance be-

tween any two sources Xi, Xj, denoted by dist (Xi, Xj), is measured by the height of the 
least common ancestor of the leaves hosting Xi and Xj, respectively, in the tree. Note 
also that this procedure needs to be repeated every time a new source becomes avail-
able though a peer. When an advertisement of a new source is received by a node that 
would cause its RSD to exceed its size, the replacement scheme will take place. As-
suming that the advertisement refers to a source X, a replacement can take place if the 
RSD does not contain any entry for a source that belongs to the same leaf with X. In 
particular, the following steps take place: 

1. Among the local sources, the one that is closest to X in terms of tree distance, say 
SX, is selected, namely:   )X,S(distmin)X,S(dist i

LSDS
X

i ∈
= . 

2. From the respective list of concentrated sources
XSL , a source that is furthest  

from SX in terms of tree distance, say SX_MAX, is selected: 
)S,X(distmax)S,(dist Xi

LX
X

XSi ∈
=X_MAXS . SX_MAX will then compete with X 

for membership in the list. Based on the intuition from the model, SX should have 

a connection to SX_MAX with probability proportional to
),S(dist Xbp X_MAXtS

1
−= , 

and a connection to X with probability proportional to )X,S(dist Xbp −=2 .  
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According to the normalizing probabilities, X will therefore replace SX_MAX with 

probability equal to
21

2

pp

p

+
. 

Note that the advertisement of every new source that belongs to the same leaf with 
a local source is definitely stored, provided that the storage capacity is not exceeded. 

The following greedy search algorithm is then applied: Once a peer receives a re-
quest and a matching source is not found in the LSD, it then searches its RSD. If a 
matching source is found, the request is forwarded to the peer pointed by the RSD. 
Otherwise, it looks up the nearest source (in terms of tree distance) in the RSD to the 
one requested, whose home-broker has not received the same request message from 
the current node in the past, in order to avoid cycles. It then forwards the request to 
the corresponding peer. The procedure is repeated until a matching source is located 
or the TTL is exceeded. Note that a step forward may incur a divergence from the tar-
get source if it cannot find in the RSD a source that is at least in the same distance 
from the target with the one selected during the previous step. Thus, two versions of 
the search algorithm are tested: the Advertisement Flooding-Forward (AF-F) makes 
only forward steps, while the Advertisement Flooding-Backwards (AF-B) makes a 
move backwards if it does not want to continue from its current node. 

3   Simulation Results 

We study and quantify the potential gain from the proposed mechanism with an 
event-based multithreaded simulation. As a reference for comparison we use Random, 
which applies for preprocessing a random replacement scheme at the RSDs, and for 
searching the same greedy algorithm. A number of sources join the overlay sequen-
tially. After all the peer nodes have provided the same number of sources, a set of re-
quests are initiated. We assume that the request popularity follows Zipf distribution 
[4] (a=0.6). The performance of the mechanisms is well captured by the request hit 
ratio (the ratio of the number of successful requests to the total number of requests) 
and the average path-length per request (the ratio of the number of hops incurred 
across all requests to the total number of requests). If a request fails, it is deemed to 
have incurred TTL number of hops. Based on the hierarchical network model, the 
RSD_SIZE, not counting the entries for the sources that do belong to the same leaf 

with a local source, is computed as ( )nlogcSIZE_LSDSIZE_RSD b
2⋅⋅= , with 

n denoting the total number of leaves in the complete b-ary context tree and c a con-
stant. In effect, we will vary the RSD_size by varying the parameter c. Note that we 
set the LSD_SIZE to the size of the LSD just prior to executing the requests. We con-
sider a b-ary tree with b=4 and height equal to 5, for a total number of leaves equal to 
1024. We also consider 200 peers. Setting the TTL to 20 and the LSD_SIZE initially 
to 10 (Fig. 1a) and then to 30 (Fig. 1b), we intend to explore how the performance 
metrics vary with respect to the RSD_SIZE. Parameter c will vary from 0.2 to 1 with 
a step equal to 0.2, changing the percentage of the RSD_SIZE to the total number of 
sources to 2.5%, 5%, 7.5%, 10%, and 12.5%, respectively. The metrics are calculated 
over 100 requests. The figure shows that the proposed mechanism clearly outperforms 
the Random, achieving high hit ratio and testifying the theoretical bound on search 
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time ( )n(logO b ). Obviously, as the value of c increases, the performance improve-

ment, compared to the Random, becomes less evident. Moreover, as the LSD_SIZE 
increases this performance divergence decreases more quickly with an increase in c. 
Thus, the value of the proposed algorithms is mainly identified under limited storage 
capacity of the RSD, since in this case the small-world connections are clearly 
shaped. Finally, the AF-F provides slightly better results compared to the AF-B. 

 

Fig. 1. Performance metrics after (a) 2000 and (b) 6000 sources have joined the system 
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Abstract. A framework based on global trust model, called SRGTrust, is pro-
posed for reputation management in P2P systems. SRGTrust assigns each peer 
a unique global trust value, which reflects the rating that the system as a whole 
gives to a peer. SRGTrust does not need any pre-trusted peers to ensure the 
convergence of the algorithm and invalidates one of the basic assumptions used 
in the previous models. Experiments show that SRGTrust converges quickly 
and significantly decreases the number of inauthentic files in the system. 

1   Introduction 

Motivation. In decentralized peer-to-peer (P2P) file-sharing systems, due to the 
anonymous and self-organization nature of peers, they have to manage the risk in-
volved with the transactions without prior experience and knowledge about each 
other's reputation. One way to address this uncertainty problem is to develop strate-
gies for establishing reputation systems [2,3] that can assist peers in assessing the 
level of trust they should place on the quality of resources they are receiving.  

Challenge. The very core of the reputation mechanism in a P2P system is to build a 
distributed reputation management system that is efficient, scalable, and secure in 
both trust computation and trust data storage and dissemination. The main challenge 
of building such a reputation mechanism is how to effectively cope with various mali-
cious collectives of peers who know one another and attempt to collectively subvert 
the system by providing fake or misleading ratings about other peers [2,3]. 

Contribution. We present a framework, called SRGTrust (Global Trust model based 
on Similarity-weighted Recommendations), for reputation management in P2P sys-
tems, which includes a global trust model for quantifying the trustworthiness (section 
2), and a decentralized implementation of such model over a structured P2P overlay 
network (section 3). Previous global trust models such as eigentrust [3] are based on 
the assumption that the peers with high trust value will give the honest recommenda-
tion. We argue that this assumption may not hold in all cases. In SRGTrust, each peer 
i is assigned a unique global trust value that based on similarity-weighted recommen-
dations of the peers in the network who has interacted with peer i; Finally, A series of 
simulation-based experiments show that the SRGTrust algorithm is robust and effi-
cient to cope with various malicious collectives (section 4).  

                                                           
* This work is supported by the National Natural Science Foundation of China (No. 60373021). 



A Reputation Management Framework Based on Global Trust Model for P2P Systems 897 

2   The Trust Model 

Assume n denotes the number of the peers in a system. Each peer i rates another peer 
j from which he tries to download files by rating each download as either positive or 
negative, depending on whether i was able to download an authentic file from j or not.  
The sum of the ratings of all of i's interactions with j is called a local trust value Sij. 
Sij=Gij -Fij wherein Gij denotes the number of positive downloads and Fij denotes the 
number of negative downloads. 

A normalized local trust value Lij is defined as follows:  

=
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ij

ij
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L
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Lij is a real value between 0 and 1, and =
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for every peer i; otherwise, i can assigns arbitrarily high local trust values to itself. 
One critical step in our model is to compute the similarity between rating opinions 

of peers and then to weight the peers’ recommendations by that value. The similarity 
between them is measured by computing the cosine of the angle between these two 
vectors [1]. The similarity between peers i and j, denoted by Cij, is given by 
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where " * " denotes the dot-product of the two vectors. Here Bi denotes the rating 
opinion vector of peer i, defined as Bi= [Bi1, Bi2, ..., Bin] where Bik (k=1, ...,n) is the 
rating opinion of peer i on peer k. Bik is defined as follows: 

If i k, and Gik +Fik= 0, then Bik = 0;  

if i k, and Gik +Fik > 0, then 
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For each peer i, we let Bii =1+ where is an arbitrarily small positive constant. 
A global trust value vector, T = [T1, T2, ... , Tn]

T, is given by 

∈
⋅⋅=

iUk
kkikii TCLT )(  , (4) 

where Ti is the global trust value of peer i. Ui denotes the set of the peers who have 
interacted with peer i. The global trust value of peer i is the sum of the weighted rec-
ommendations of the peers that have interacted with i in a single iteration. After sev-
eral iterations of asking friends of friends by using the above formula, peer i will have 
a view of the entire network. The credibility of the recommendations of a peer is 
different from that of the peer itself. So, different from eigentrust [3], we weight the 
recommendations of peer k by the similarity between peers k and i.  
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3   Distributed Implementation 

Trust Data Management. There is no central database in P2P environments. Trust 
data that are needed to compute the trust measure for peers are stored across the net-
work in a distributed manner. Each peer has a trust value manager that is responsible 
for feedback submission and trust evaluation, a small database that stores a portion of 
the global trust data, and a data locator for placement and location of trust data. In our 
implementation, the DHT algorithm, Chord [4], is used to assign trust value managers 
to peers. The detailed methods will not be given here due to space constraint.  

The SRGTrust Algorithm is executed to compute a global trust value vector in a 
dynamic and decentralized fashion at each peer.  

Primitives. Submit (IDi, (IDj, IDk ), Value1, Value2): Submitting Value1and Value2 
to the trust value managers of peer i. We use the Value1 and Value2 to refer to the 
normalized local trust value that peer j place in k and rating opinion vector of peer j, 
the meaning will be clear from context; Query (IDj, Tj, Lji, Bj ): Querying the global 
trust value, recommendation to peer i, and rating opinion vector of peer j. 

Algorithm 1.  SRGAgorithm1, peer i as an ordinary peer. 
Update_SubmitTrustdata( )     // submits its rating (Gij, Fij) to peer j after a transaction 
{      If  ( a good transaction )  Gij Gij+1; 

else              Fij Fij+1; 
Submit(IDi, (IDi, IDj ), Gij, Fij);          } 
// submits Gij and Fij to Mi, and triggers the UpdateLocaltrust( ) in Mi      

 
Algorithm 2.  SRGAgorithm2, peer i as a trust value manager of peer u. 
UpdateLocaltrust( )    // updates Luv and Buv after receiving a Submit primitive from u 
{      Verify the consistency of Guv and Fuv; 

Compute Suv, Luv, Buv;  
Submit (IDv, (IDu, IDv ), Luv, null);               }       // submits Luv to Mv 

CalcGlobaltrust( )                                   // computes the global trust value of peer u 
{      for ( every j Uu ( j u)  )   

   {         Query (IDj, Tj, Lju, Bj ); 

             
uj

uj
ju

BB

BB
C

⋅
←

*
 ;              // computes the similarity between peers u and j 

       Tu Tu + jjuju TCL ⋅⋅ ;      }  

return Tu;       } 

4   Experiments 

Simulation Setup. As a test bed for the experiments, we use the Query Cycle Simula-
tor [5] which simulates a P2P file-sharing network. Trust values in this network are 
used to bias download sources. We shall demonstrate the algorithms’ performance 
under two typical threat models. Threat Model IM: Individual malicious peers, 
called IM peers, always provide an inauthentic file when selected as a download 
source and they always set their satisfaction values to Sij= Fij -Gij; Threat Model CM: 
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Malicious peers, called CM peers, always provide an inauthentic file when selected as 
a download source and each CM peer i let Lij=1/||CMs|| for any j CMs where CMs 
denotes the set of all CM peers, and ||CM|| denotes the total of all CM peers.  

Results. Proportion of Authentic Downloads (PAD), the ratio of the number of 
authentic downloads to the number of all downloads viewed by all good peers when 
we use three algorithms separately, are showed in Fig. 1. The PAD is higher than 80% 
even if IM, or CM peers make up a half of all peers in the network when our scheme 
is activated. 

 

Fig. 1. PAD against different percentage of malicious peers. "Random" means a P2P system 
where no reputation system is implemented. We set up a network consisting of 500 peers. The 
initial distribution of the global trust values is a uniform probability distribution over all n 
peers, that is Ti=1/n (i=1, … , n). After issuing a query, a peer waits for incoming responses 
from the peers that have the file he is looking for, selects a download source whose global trust 
value is the highest among those peers, and downloads the file. The last two steps are repeated 
until the peer receives a complete, authentic copy of the file. 
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Abstract. In recent years, wireless networking has become more popular than 
ever. Distributed shared memory (DSM) combines computer hardware re-
sources in order to achieve the efficiency and high performance provided by 
parallel computing. Unfortunately, the major overhead of DSM software is the 
communication time, especially in wireless network environments. In this pa-
per, we have implemented three memory structures over JIAJIA DSM system 
on wireless network, and then analyzed their performance. From experimental 
results, we could find out the relation between communication time and mem-
ory layouts. In addition, we have also discovered relationship between charac-
teristics of application programs and memory structures. Experimental results 
of five well-known benchmark applications show that a suitable memory layout 
can effectively reduce communication overhead in wireless network. We have 
analyzed advantages and disadvantages of these memory structures, to improve 
future designs of wireless DSM systems. 

1   Introduction 

Distributed Shared Memory (DSM) software system is an excellent technique and 
easy alternative for concurrent computing, since computers can exchange data via 
high speed network to achieve higher performance. In original DSM system architec-
tures, the common shared memory is made by combining all computing nodes’ local 
memories. The home pages are located on all nodes, so nodes often need to access 
data in remote nodes. This induces remote access latencies, especially when using 
wireless networking technologies. Due to a number of limitations present in wireless 
computing environments, such as narrow bandwidth in wireless communication, un-
stable connectivity and data synchronization in mobile terminals are present. 

S. Yokoyama et al. proposed a memory management architecture named Memory 
Management Architecture for Mobile Computing Environment (MMM) [1]. From 
initial concepts present in MMM, we have some ideas. We built a wireless DSM 
system over JIAJIA DSM software [2] and compare three different layouts of home 
                                                           
*  This research is supported by National Science Council (NSC), Taiwan, under grant no. NSC 
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pages, which are Hybrid Memory Structure (HMS), Centralized Memory Structure 
(CMS) and Distributed Memory Structure (DMS). We expect to find out main draw-
backs when using wireless network and to improve these problems. In addition, we 
also expect to find out some relation between the characteristics of application pro-
grams and memory structures, such as the bandwidth, packet losing rate, and discon-
nection.  

The remaining of this paper is organized as follows. In section 2, we compare the 
difference among three memory layouts. In section 3, we bring up experimental per-
formance evaluation and finally, some conclusions and future works in section 4. 

2   Memory Structures 

In this section, we will describe three memory structures and compare differences 
between them, as show in Figure 1. 

(A). Distributed Memory Structure (DMS): In JIAJIA, the pages are initially dis-
tributed among all nodes in the original memory layout. If any of nodes occurs page 
faults and needs to get pages from remote nodes, nodes will communicate with each 
other. If there are many nodes that need to send data at the same time t maybe occur 
competition for network bandwidth or data retransmission. Due to the fact that band-
width of wireless network is limited, it may not be suitable for wireless DSM system.  
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(A)            (B)    (C) 

Fig. 1. (A). Distributed Memory Structure. (B). Centralized Memory Structure. (C). Hybrid 
Memory Structure. 

(B). Centralized Memory Structure (CMS): We changed the original memory lay-
out in JIAJIA software system, according to the design of MMM. If some node needs 
to access data, it will request to server. The server node maintains the consistency of 
the common memory areas and provides pages for client. Other nodes only have 
cache pages. In other words, when the page fault occurs on server node it only takes 
pages from itself, as also the times of communication will reduce, since the communi-
cation is simpler than DMS.  

(C). Hybrid Memory Structure (HMS): In Hybrid Memory Structure (HMS), half of 
nodes have home pages and caches and the other nodes just have caches. In order to 
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reduce communication overhead on server node, but still can reduce the times of com-
munication, so we have an idea that located home pages on half of nodes. It can have 
better load balancing between communication and the percentage of data access hits. 

3   Performance Evaluation 

We have built a wireless DSM system platform for our experiments, and the hardware 
computing platform we used for our investigation is constructed using 4 PCs, each 
containing one Intel P4 3GHz CPU, 256 MB DDR memory, ASUS USB wireless 
network adapter 54MB/s and Fedora Core 3 OS with kernel version 2.6.9. We evalu-
ate the performance of DMS, CMS, and HMS structures running five different paral-
lel applications: IS from NAS [3], LU from SPLASH2 [4], Merge, SOR, and TSP. 
Table 1 shows the problem size and characteristics of these applications. 

Table 1. Characteristics of Benchmark Applications 

Application Size Memory (MB) Barriers Locks 
IS 224, 210, 10 0.32 32 40 
LU 1024*1024, 32 10.28 68 0 

Merge 200*7500 7.36 5 0 
SOR 512, 256, 50 10.24 101 0 
TSP 19 (cities) 0.99 2 687 

 
 

(A)     (B) 

Fig. 2. Execution Time of Parallel Applications over Wireless DSM Platform. (A). Using 2 
Wireless Computing Nodes (B). Using 4 Wireless Computing Nodes. 

Figure 2(A) shows the execution time of original JIAJIA and CMS on two wireless 
nodes. We can see that some applications like IS and Merge on CMS can have better 
performance than that on DMS. If page faults happen, it will need to transmit the data 
among every node on DMS, since the bandwidth is limited in the wireless environ-
ment. If there are too many nodes transmitting data at the same time, it will cause 
bandwidth competition, data loss and data retransmission. Therefore, the performance 
will degrade rapidly, and this phenomenon can be seen obviously under four nodes 
DSM environment. 
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Additionally, we find that the characteristics of the application programs are  
important factors, such as Merge and SOR. In SOR, the original structure initially 
distributes red and block arrays across all nodes, but CMS allocates all shared data in 
one node. CMS opposites to the characteristic of SOR itself and causes the hits rate 
dropping and the communication time raising a lot. The characteristic of Merge is 
completely opposite to SOR. The best performance of Merge is in CMS and the worst 
performance of SOR is also in CMS, as in Figure 2(B). 

4   Conclusions and Future Work 

According to experimental results, we believe that is very sensitive the relation be-
tween the home location and performance. It is essential to locate the home pages 
correctly and the CMS can reduce the cost of communication. Under the wireless 
network environment, it is not reliable as in wired network, as it has narrow band-
width. As large amount of data need to be transmitted, packets easy to collide as also 
to lose in wireless network. If we can improve the problems in this respect, it will 
improve global DSM system efficiency.  

In addition, there exist close relation between the characteristics of applications 
and the percentage of access hit rates. It may cause performance come down fast if 
the location of home pages and the access pattern of application program are not suit-
able. The percentage of hits and increase efficiency can be improved if we can offer a 
suitable structure for home pages layout.  

As future work, we will continue to probe the DSM software system in wireless 
environment and find out a number of main factors for improvement. We are looking 
for more effective methods to reduce the amount of message passing, to increase the 
percentage of hit rates for reducing the burden of the network, and to improve the 
efficiency of the wireless DSM environment. 
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Abstract. In the paper, we present a method of exception handling in
J2EE applications. It is proposed to create a dedicated component that is
responsible for handling two types of exceptions: those concerning more
than one object and those occurring commonly in an environment. The
component, referred to as Remote Exception Handler, is an extension of
the middleware layer of a computer system, which enables its use without
modifications of application source code. Concerning highly distributed
architectures, many cooperating Remote Exception Handlers placed on
different nodes are created. The solution has been implemented in prac-
tice in JBoss Application Server as an additional service of the platform.

1 Introduction

Exception handling (eh) is commonly used to increase software fault tolerance
and consequently software dependability. An exception is a special event, usu-
ally a result of an error, that causes a change in the control flow and requires
special handling. Eh in J2EE is based on the sequential Java language, although
extensions have been designed. RemoteException is thrown if a remote object
cannot fulfill a service or if there is a problem in communication with a server.

1.1 Related Work on Exception Handling in Distributed
Environments

Distributed programming platforms supply a range of extensions that support
fault tolerance and application management. The J2EE environment is equipped
with Java Management Extension (JMX) [1] as a means of management and
monitoring of applications, devices, services and JVM. Container Managed EH
[2] (CMEH) is proposed as a server-side fault tolerance mechanism in J2EE ap-
plication servers. CMEH framework is based on intercepting calls of component
methods by an interceptor augmented with eh features. A system of recovering
from exceptional situations by microreboots has been proposed in the JAGR
system [3]. The H2O system creates a reliable platform of distributed comput-
ing, including self-organizing applications [4]. Eh in distributed environments is
also addressed in [5] [6] and [7] for different platforms.

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 904–907, 2006.
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Our solution differs from the ones described above as we propose specialized
components that can cooperatively handle exceptions. We focus on the J2EE
environment. We present the theoretical concept and describe the implementa-
tion of our solution in following sections. The source code of the implementation
is available at author’s web page (see Sect. 3).

2 Local and Remote Exception Handling

Eh in distributed systems may require the knowledge about system state or
cooperation between a group of objects. Additionally, there are exceptions that
occur commonly in an environment.

We propose a dedicated Remote Exception Handler (REH) that supplies
predefined handling functions. REH extends the middleware layer by adding a
service for handling two kinds of exceptions: those occurring commonly in the
environment and those concerning more than a single object. REH operates
in three main fields: performing handling actions, suggesting repair actions to
objects and gathering information about system state.

Application programmer is freed from implementing handling functions, which
reduces the required work and enables faster application development. As an
example consider that a group of objects throw repeatedly runtime exceptions
(e.g. a corrupted data base access pol). REH detects the situation and eliminates
the cause (creates a new pol). The automated repair applies to those exceptions
that are not part of the business specification (e.g. an input value exceeds a
bound).

2.1 Integration of REH with a Distributed System

REH is integrated with an existing distributed system in three alternative ways:

– with interceptor cooperation - an exception is caught by an interceptor and
redirected to REH , REH performs a handling function, it returns a normal
result or throws an exception if the handling fails,

– direct cooperation with an object or service - if an object detects an anomaly,
it invokes an REH method to repair the situation,

– self-activation - REH performs independently a handling function.

The methods of integration require some modifications in the middleware layer
as explicit invocations of REH methods need to be added. It is also possible
to extend REH ’s functionality with application specific handling functions. A
detailed description of REH implementation and use is presented in Sect. 3.

2.2 Multi-remote Exception Handler Architecture

Many REH components are proposed for highly distributed architectures to
overcome reliability and performance problems. The multi-REH architecture,
however, requires additional solutions to enable inter-REH communication and
synchronization. On REH creation, the component sends notification to other
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REHs to register its existence. Each component maintains a list of active REHs
together with their references. They communicate with each other during execu-
tion to interchange information about system and application state. It is assumed
that inter-REH communication is reliable for active (visible) REH components.
Only those components participate in a recovery. Fig. 1 shows the architecture
of multi-REH cooperation.

EJB

REH

EJB
EJB

EJB

REH

EJB

REH

EJB
EJBEJBApplication

J2EE
Server

Fig. 1. Multi-REH architecture

Typically, REH performs repair actions independently, however, it can com-
municate with another REH to request the handling of an exception. The second
handler attempts the handling and returns the result. In the current implemen-
tation, each REH sends a request to another arbitrary REH . If the request fails
in the second handler, an exception is returned to the caller.

3 Exception Controllers in JBoss Application Server

The REH architecture has been implemented in JBoss Application Server [8].
The JBoss architecture consists of a micro-kernel and components implementing
individual services. JBoss is an open-source server that can be easily extended.

The REH implementation in JBoss consists of two subcomponents as new
JBoss services: Local Exception Controller (LEC) and Remote Exception Con-
troller (REC). LEC implements basic exception handling scenarios that concern
a single instance of the server. REC implements inter-REH cooperation, regis-
tration and communication between different instances of JBoss servers.

The creation and maintenance of REHs requires similar resources to other
services in JBoss. Sending a request to a REH component is comparable to a
remote invocation. Therefore, the performance degradation of a system using
REH depends on the number of thrown exceptions.

The source code of the implementation and its configuration files are available
at author’s web page. The page contains also an exemplary application:

www.eti.pg.gda.pl/∼pkacz/j2ee exception.html

3.1 Required Configuration

The implemented extensions need to be integrated with JBoss, which requires
configuration changes. Most changes concern the JBoss environment, however,
minor modifications must be made in application deployment descriptors. The
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following configuration items are involved: deployment descriptors of LEC and
REC, the configuration of remote servers cooperating with the local REC, the
configuration of the EJB container. The first two points concern configuration
changes made in JBoss independently of any application. The last point concerns
configuration changes required in an application run on the platform: bean’s
container must be specified and container definition must be copied.

4 The Use of Exception Controllers

The implemented extension has been tested on an exemplary application - Duke’s
Bank. Supposing an EJB method throws a non-business exception (see Sect. 2),
examples of handling functions are: (i) simple reinvocation - the interceptor
catches the exception and requests LEC to reinvoke the method, (ii) ordering a
reinvocation on a remote server, (iii) running garbage collection - if the excep-
tion is OutOfMemory, LEC enforces garbage collection to free unused memory,
the request is repeated, (iv) invalidating a bean - it is assumed that bean’s
invocations can degrade the system, further invocations are rejected.

An explicit invocation of a LEC method from a regular object is also possible,
which requires the same operations as a typical remote invocation: looking up
the JNDI and creating object’s reference.

Exception handling in distributed systems can be supported with the use
of Remote Exception Handler, which extends the range of handled exceptions.
After the extensions are made to the middleware layer of a system, REH can be
used by all applications running in the environment, which seems a significant
advantage of the solution. The work was supported in part by KBN under the
grant number 4T11C 00525.
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Abstract. We present a unilateral authentication protocol for protect-
ing IPv6 networks against abuse of mobile IPv6 primitives. The proposed
protocol imposes minimal computational requirements on mobile nodes,
uses as few messages as possible. It is also easy to implement, economic
to deploy and lightweight in use. We formally verifies the correctness of
the protocol using the finite-state analysis tool mur φ, which has been
used previously to analyze hardware designs and security properties of
several protocols.

1 Introduction

Recently mobility technology is regarded as indispensable feature in internet area
according to widely use of mobile nodes such as notebook computer, internet
accessible mobile phone. Mobile IPv6 is a key protocol that supports mobility in
IPv6 network. But Mobile IPv6 specification does not specify how to gain access
to network when mobile node is away from its home.

The most difficult adoption issue for any form of authenticated Mobile IPv6
is reliance on authentication infrastructure. Recent Diameter specification deals
with IPv6 mobility support [1]. However, The [1] does not state any specific pro-
tocol to be used between mobile node and AAA client. This paper proposes effi-
cient user authentication to provide a minimum level of unilateral authentication
of binding update. We assume that MIPv6 is used to authenticate the user and
Diameter conveys MIPv6 authentication message between foreign AAA(AAAF)
and home AAA(AAAH). In this paper, diameter is responsible for supporting
IP mobility features such as home agent assignment and key distribution which
is needed to securely send BU message to its home agent.

2 Related Works

Brandner, Mankin and Schiller [4] proposed a framework called Purpose Built
Keys. An advantage of this framework is that it does not require any security
infrastructure. However, purpose-built keys provide authentication if and only

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 908–911, 2006.
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if the initial hash of the public key is received correctly by correspondent node
(CN). This might not be the case. An attacker could intercept the hash and send
the hash of a different key (which it owns) to CN. Subsequently, it can pretend
to be mobile node (MN) without CN being any wiser. The authors of the draft
were, of course, aware of this weakness.

Le and Faccin[2] proposed two protocols for authenticating binding updates.
The first assumes that both the MN and the CN share security associations with
two AAA servers. The second protocol proposed in [2] involves an unauthenti-
cated Diffie-Hellman key exchange between MN and CN. The resulting key is
subsequently used to authenticate binding updates. The authors recognize that
this protocol is vulnerable to a man-in-the-middle(MITM) attack but state that
”due to the properties of IP” such an attack will always be detected.

3 Proposed Protocol

In this section, our main goal is to institute a mechanism for setting up secu-
rity associations between MN-CN pairs that will allow binding updates to be
authenticated.

3.1 Assumption

We consider the following design assumptions:

– Each MN(Mobile Node) has a pre-established bidirectional security asso-
ciation with its HA(Home Agent) using which they can authenticate each
other.

– HA’s are capable of authenticating each other using public key cryptography.
– Identity verification should not rely on the existence of a global PKI.
– Minimize the number of messages and bytes sent between the participating

entities.
– Consider the computational capabilities of the MN’s and CN’s.
– Resist to DoS attacks that CN does not need to create state before the third

message.

3.2 Protocol Description

Our protocol considers (a) an initialization phase in which MN and CN set up an
authentication key and (b) an update phase in which MN sends an authenticated
binding update to CN using the key obtained from phase (a).

Initialization Phase. The initialization phase for the protocols are the elliptic
curve parameters that are common to both entities and consist of an elliptic
curve E defined over a finite field Fq, generating element G(a point of the elliptic
curve) ∈ E(Fq), n is order of G in E(Fq), and h is cofactor of n,i.e.,h= � E(Fq)/n.

We will assume that static public keys are exchangedvia certificates. CertHAMN

denotes HAMN ’s public-key certificate, containing her static public key Ya,
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Fig. 1. Registration protocol

ephemeral key(random number) ra and a certifying authority HACN ’s signature.
The security of proposed protocol in this paper is based on the Diffie-Hellman
problem in elliptic curve group(ECDHP). The protocol is shown in Figure 1 as
follows.

– Step 1: A MN send a message( raYb and CertHAMN ) to CN when MN
already knows a group and generator that is acceptable to CN.

– Step 2: Upon receiving message 1, CN generates rbYa, computes KD==
h((rb/xb)Ma+xbYa)=h(rarb+xaxb)G and SCN and sends a message to
HACN encrypted with their shared key, KC .

– Step 3: HACN forwards to HAMN the session parameters that it recovers
by decrypting message2. It is necessary to include CN’s IP address since the
same MN might be executing this protocol parallely with multiple corre-
spondent nodes.

– Step 4: HAMN forwards the session parameters to MN in message 4, en-
crypted with KM , their shared key.

– Step 5: MN encrypts the session parameters with the newly computed elliptic
curve secret based on the ECDLP.

In this protocol, CN authenticates herself to MN through the chain of trust
CN → HACN → HAMN → MN. MN could also use the same trust chain in the
other direction to authenticate herself to CN.

Update Phase. Once MN and CN have set up a shared secret, KD, MN can
easily send an authenticated binding update(BU) by executing the following
Step 1 protocol.

Identity, BU, h(KD, Identity, BU)

Here, h(...) is a keyed cryptographic hash function [3].
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4 Analysis of the Protocol

The use of elliptic curve key exchange ensures that the protocol provides perfect
forward secrecy(PFS)[5]. If the perfect forward secrecy is not a requirement, an
alternative would be to replace the exchange of certificate by an exchange of
nonces(nMN and nCN). nMN could be sent in the clear in Step 1, while nCN is
sent encrypted in Step 2, 3, 4. The shared secret could be derived from a hash
of these nonces, e.g., HMAC(nMN ,nCN ).

A key exchange protocol requires each participant to use some fresh informa-
tion in every run of the protocol. Any adversary which possesses a certificate
could intercept Step 1 and then send Step 3 without HAMN being any wiser.

The basic 5-Step protocol is susceptible to denial of service attacks. A useful
property of our protocol is that since home agents do not create state, memory
denial of service attacks are not possible on the home agents. Preventing com-
putation denial of service attacks on the home agents reduces to the problem of
detecting, without performing expensive computations, whether a message has
been replayed. Preventing denial of service attacks on HAMN without adding ex-
tra message, appears to be more difficult. Adding a sequence number to message
3 and including it in the signature alleviates the problem somewhat.

5 Conclusions

In response to the requirement that all location information about a mobile
node in IPv6 should be authenticated, we proposed a protocol for authenticating
binding updates. The other requirements are taken into accounts as well: the
computational load on the nodes and on the routers is minimized, by eliminating
expensive encryption operations and keeping the number of steps at minimum.
Therefore, we believe that our protocol addresses the main issues in Mobile IPv6
authentication and makes best use of whatever infrastructure is available.
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Abstract. A new class of binary constant weight codes is presented. We 
establish new lower bound and exact values on A(n, 2k, k + 1), in particular, 
A(30, 12, 7) = 9, A(48, 16, 9) = 11, A(51,16, 9) = 12, A(58, 18, 10) = 12.  

An ( )wdn ,,  constant weight binary code is a code of length n , code distance d  in 

which all code words have the same number of  “ones” . The number of   “ones” is 
w . We will denote the maximal possible size (a number of code words) of an 

( )wdn ,,  constant weight code by ( )wdnA ,, . 

The most important and interesting problem is finding the largest possible size 

( )wdnA ,,  of an ( )wdn ,,  constant weight code (hereafter called optimal code). 

The results of code searching used to be put in tables of optimal codes. The first lower 
bound appeared in 1977 in the book of MacWilliams and Sloane ([1], pp.684-691). A 
table of binary constant weight codes of length 28≤n  with explicit constructions 
for most of the 600 codes was presented in the encyclopedic work of E E. Brouwer, J. 
B. Shearer, N. J .A .Sloane [2]. Today Neil J. A. Sloane presents his table of constant 
weight codes [3] online and performs continual updates.  

Let us consider an ( )1,2, +kkn  constant weight code with length n , code 

distance k2  and weight of all 1+k . Johnson’s upper bound (se, [2], p. 525) in this 
case is  

nk

kn
kknA

−+
≤+

2)1(
)1,2,(    (if denominator is positive) (1) 

Theorem.   2)1,2,
2

23
(

2

+=+++= kkk
kk

nA  holds for all k. 
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Proof. The code is constructed from representation 
2

232 ++ kk
 element set 

}
2

23
,...,3,2,1{

2 ++= kk
M as union of 2+k  subsets iM  with 1+k  elements 
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in every subset and ji MM ∩ =1 for ji ≠ . We now give explicit construction of 

the code. 
For 2=k  and }6,5,4,3,2,1{=M we can find 4 subsets 

}6,5,4{},6,3,2{},5,3,1{},4,2,1{ 4321 ==== MMMM  where all vectors of 

constant weight code ( )3,4,6  are:  

)1,1,1,0,0,0(

)1,0,0,1,1,0(

)0,1,0,1,0,1(

)0,0,1,0,1,1(

2
4

2
3

2
2

2
1

=
=
=
=

=

=

=

=

k

k

k

k

v

v

v

v

 (2) 

For 3=k  we obtain all code words of the code ( )4,6,10 based on code words 
2

4
2

3
2

2
2

1 ,,, ==== kkkk vvvv   

)1,1,1,1,0,0,0,0,0,0(

)1,0,0,0,1,1,1,0,0,0()1,0,0,0,(

)0,1,0,0,1,0,0,1,1,0()0,1,0,0,(

)0,0,1,0,0,1,0,1,0,1()0,0,1,0,(

)0,0,0,1,0,0,1,0,1,1()0,0,0,1,(

3
5

2
4

3
4

2
3

3
3

2
2

3
2

2
1

3
1

=
==
==
==
==

=

==

==

==

==

k

kk

kk

kk

kk

v

vv

vv

vv

vv

 (3) 

For jk = , we obtain all code words using the same construction the upper bound 

follows from (1) 

Corollary 1. lkllklkk
kllk

nA +≥++++= )1,2,1
22

(
222

 for all k  and l . 

Proof.  Using the same method as in the theorem we can construct the 

lk
kllk

n +++=
22

222

 element set as union of  lkl +  subsets with 1+kl  

elements in every subset. The second Johnson bound (se, [5], p. 525) yields the upper 
bound as lklwdnA +≤),,( for 5,4,3=l . 

Example 1. For 3=l  and 2=k , we have a nontrivial optimal code with 

parameters ( )7,12,30 . The optimal code consists of 9 vectors of weight 7. In this 

case the set }30,...,2,1{=M . We have following subsets and code words 

respectively.  
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)1,0,1,0,0,1,0,0,1,0,0,0,1,0,0,0,0,0,1,0,0,0,0,0,1,0,0,0,0,0(}30,28,25,22,18,12,6{

)1,0,0,1,0,0,1,0,0,1,0,0,0,1,0,0,0,0,0,1,0,0,0,0,0,1,0,0,0,0(}30,27,24,21,17,11,5{

)1,0,0,0,1,0,0,1,0,0,1,0,0,0,1,0,0,0,0,0,1,0,0,0,0,0,1,0,0,0(}30,26,23,20,16,10,4{

)0,1,1,1,1,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,1,0,0,0,0,0,1,0,0(}29,28,27,26,15,9,3{

)0,1,0,0,0,1,1,1,0,0,0,0,0,0,0,0,1,0,0,0,0,0,1,0,0,0,0,0,1,0(}29,25,24,23,14,8,2{

)0,1,0,0,0,0,0,0,1,1,1,0,0,0,0,0,0,1,0,0,0,0,0,1,0,0,0,0,0,1(}29,22,21,20,13,7,1{

)0,0,0,0,0,0,0,0,0,0,0,1,1,1,1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0(}19,18,17,16,15,14,13{

)0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,1,1,1,1,1,1,0,0,0,0,0,0(}19,12,11,10,9,8,7{

}0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,1,1,1(}19,6,5,4,3,2,1{

99

88

77

66

55

44

33

22

11

=↔=
=↔=
=↔=
=↔=
=↔=
=↔=
=↔=
=↔=

=↔=

vM

vM

vM

vM

vM

vM

vM

vM

vM

 

(4) 

We can find that 9)7,12,30( =A , 12)10,18,58( =A and 12)9,16,51( =A . 

Corollary 2. 

12))1(,2)1(2,1
2

3

2
( 2

222

−+≥+−+++−−++= lklklklklkll
kllk

nA  

for all k  and l  

Example 2. In the case 3=l  we obtain optimal codes and particular for 2=k  we 

have an optimal code 11)9,16,48( =A . The constant weight code with parameters 

)9,16,48( we obtain using construction in Example 1. The set }48,...,2,1{=M and 

subsets iTM  

}48,46,44,42,40,38,36,34,32{

}47,45,43,41,39,37,35,33,31{

9,...,1},230,1230,{

11

10

=
=

=+−+=

TM

TM

iforiiMTM ii

 (5) 

iM  is subset from Example 1. 

All code words and parameters of the code can be found using MATHEMATICA 
 
 

In[3] := TM=  

{{1,2,3,4,5,6,19,31,32},{7,8,9,10,11,12,19,33,34}, 

{13,14,15,16,17,18,19,35,36},{1,7,13,20,21,22,29,37,38}, 

{2,8,14,23,24,25,29,39,40},{3,9,15,26,27,28,29,41,42}, 

{4,10,16,20,23,26,30,43,44},{5,11,17,21,24,27,30,45,46}, 

{6,12,18,22,25,28,30,47,48},{31,33,35,37,39,41,43,45,47}, 

{32,34,36,38,40,42,44,46,48}} 
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MM={};Do[If[Count[K[[i]],1]==9,AppendTo[MM,K[[i]]]],{i,
1,Length[K]}] 
Union[Flatten[Table[Count[Mod[MM[[i]]+MM[[j]],2],1],{i,
1,Length[MM]},{j,i+1,Length[MM]}],1]] 

(* We calculate all code words and code distance*) 

Out[3]=  
1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1  

16  

Matrix in out [3] gives all code vectors for optimal constant weight code with 
parameter (48, 16, 9) and we calculated what code distance between all pair code 
vectors is 16. 

Conclusion 

We establish new lower bound and exact values on A(n, 2k, k + 1), in particular, 
A(30, 12, 7) = 9, A(48, 16, 9) = 11, A(51,16, 9) = 12, A(58, 18, 10) = 12.  
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Abstract. In this paper we study the Lebesgue ∆-measure on time
scales. We refer to [3, 4] for the main notions and facts from the general
measure and Lebesgue ∆ integral theory. The objective of this paper
is to show how the main concepts of Mathematica can be applied to
fundamentals of Lebesgue ∆- and Lebesgue ∇- measure on an arbitrary
time scale and also on a discrete time scale whose rule is given by the
reader. As the time scale theory is investigated in two parts, by means
of σ and ρ operators, we named the measures on time scales by the
set function DMeasure and NMeasure respectively for arbitrary time
scales.

1 Introduction

Time Scales works can be found in [1, 2,5]. The software Mathematica is one
of the most powerful tool in discrete and continuous analysis. Computational
works on time scale calculus are collected in TimeScale package [6]. As prob-
ability theory is established on continuous and discrete analysis, we generalize
TimeScale package in order to calculate the measure on time scales as a first
step of probability theory and statistics.

In this paper first we give an introduction to the time scales, and we present
the connection of the Lebesgue measure with the Lebesgue ∆-measure on an
arbitrary bounded time scale T such that min T = a and maxT = b. We set out
many basic concepts from measure theory to the ∆-measurable space. Finally
we use Mathematica to illustrate the Lebesgue ∆- and ∇- measures to set out
the differences between Lebesgue measure and Lebesgue ∆ (∇)- measure.

2 ∆- and ∇- Measure on Time Scale

Let T be a time scale, a < b be points in T, and [a, b) be half closed bounded
interval in T, σ and ρ be the forward and backward jump operators respectively
on T. Let

&1 = {[a′, b′)
⋂

T : a′, b′ ∈ T, a′ ≤ b′}
be the family of all left closed and right open intervals of T. Then &1 is a semi-
ring. Here [a′, a′) = Ø. m1 : &1 → [0,∞] is a set function which assigns to
each interval its length: m1([a′, b′)) = b′ − a′. So if {In} is a sequence of disjoint
intervals in &1 then m1(

⋃
In) =

∑
m1(In).
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Let E ⊂ T. By Carathéodory extension, outer measure of E is

m∗
1(E) = inf

E⊂
n

In

∑
m1(In)

where In ∈ &1. If there is no such covering of E, then m∗
1(E) = ∞.

Definition 1. A set E ⊂ T is said to be ∆- measurable if for each set A

m∗
1(A) = m∗

1(A ∩ E) + m∗
1(A

⋂
Ec)

where Ec = T − E. If E is ∆-measurable then Ec is also ∆-measurable. Clearly
Ø and T are ∆- measurable.
Let M(m∗

1) = {E ⊂ T : E is ∆ measurable} be a family of ∆- measurable sets.

Corollary 1. M(m∗
1) is a σ algebra.

Definition 2. The restriction of m∗
1 to M(m∗

1) is called Lebesgue ∆- measure
and denoted by µ∆.

So m∗
1(E) = µ∆(E) if E ∈ M(m∗

1).

Similarly, if we take F2 = {(a′, b′] : a′, b′ ∈ T, a′ ≤ b′} where (a′, a′] is under-
stood as an empty set then m2 : F2 → [0,∞] such that m2((a′, b′]) = b′ − a′ is a
countably additive measure. Then M(m∗

2) is the set of ∇- measurable sets and
µ∇ is Lebesgue ∇- measure on T.

Proposition 1. Let {En} be an infinite decreasing sequence of ∆- measurable
sets, that is, a sequence E1 ⊃ E2 ⊃ · · · ⊃ En ⊃ · · · , Ei ∈ F1 for each i, ∩Ei ∈ F1
and m∗

1(E1) < ∞. Then

m∗
1(

∞⋂
n=1

Ei) = lim
n→∞m∗

1(En).

3 ∇ and ∆ Measures with Mathematica

Theorem 1. For each t0 ∈ T − {minT} the ∇- measure of the single point set
{t0} is given by µ∇({t0}) = t0 − ρ(t0).

Proof. Case 1. Let t0 be left scattered. Then {t0} = (ρ(t0), t0] ∈ F2. So {t0} is
∇ measurable and µ∇({t0}) = t0 − ρ(t0).
Case 2. Let t0 be left dense. Then there exists an increasing sequence {tk} of

points of T such that tk ≤ t0 and tk ↑ t0. Since {t0} =
∞⋂

k=1
(tk, t0] ∈ F2. Therefore

{t0} is ∇ measurable. By continuity

µ∇({t0}) = µ∇(
∞⋂

k=1

(tk, t0]) = lim
n→∞ µ∇((tn, tn]) = lim

n→∞ t0 − tn = 0

which is the desired result since t0 is left dense.
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Theorem 2. If a, b ∈ T and a ≤ b then 1)µ∇((a, b]) = b − a, 2)µ∇((a, b)) =
ρ(b) − a, 3) If a, b ∈ T − min T then µ∇([a, b)) = ρ(b) − ρ(a) and µ∇([a, b]) =
b − ρ(a).

Proof. From the definition µ∇((a, b]) = b − a.

µ∇((a, b]) = µ∇((a, b)
⋃

{b}) = µ∇((a, b)) + µ∇({b}) = µ∇((a, b)) + b − ρ(b)

b − a = µ∇((a, b)) + b − ρ(b)

So µ∇((a, b)) = ρ(b) − a.

iii) Let a, b ∈ T − min T.

µ∇([a, b)) = µ∇({a} (a, b)) = µ∇({a})+µ∇((a, b)) = a−ρ(a)+ρ(b)−a = ρ(b)−ρ(a)

µ∇([a, b]) = µ∇([a, b) {b}) = µ∇([a, b)) + µ∇({b}) = ρ(b) − ρ(a)+ b − ρ(b) = b − ρ(a)

Theorem 3. For each t0 ∈ T − {maxT} the single point set {t0} is ∆- mea-
surable and its ∆- measure is given by µ∆({t0}) = σ(t0) − t0.

Proof. Case 1. Let t0 be right scattered. Then {t0} = [t0, σ(t0)) ∈ F1. So {t0}
is ∆- measurable and µ∆({t0}) = σ(t0) − t0.
Case 2. Let t0 be right dense. Then there exists a decreasing sequence {tk} of

points of T such that t0 ≤ tk and tk ↓ t0. Since {t0} =
∞⋂

k=1
[t0, tk) ∈ F1. Therefore

{t0} is ∆- measurable. By proposition 1

µ∆({t0}) = µ∆(
∞⋂

k=1

[t0, tk)) = lim
n→∞ µ∆([t0, tn)) = lim

n→∞ tn − t0 = 0

which is the desired result since t0 is right dense.

Every kind of interval can be obtained from an interval of the form [a, b) by
adding or subtracting the end points a and b. Then each interval of T is ∆-
measurable.

Theorem 4. If a, b ∈ T and a ≤ b then
1)µ∆([a, b)) = b − a, 2)µ∆((a, b)) = b − σ(a), 3) If a, b ∈ T − maxT then
µ∆((a, b]) = σ(b) − σ(a) and µ∆([a, b]) = σ(b) − a.

To illustrate these properties with mathematica, our TimeScale package must
be loaded.
In[1]:= << TimeScale‘
Let the time scale is as follows
In[2]:= T = {5 <= x <= 7||x == 15/2||9 <= x <= 11||x == 12||x == 18}
We must define set function with respect to the interval or a single point
In[3]:= ClosedSet={ closed,a,b,closed }; OpenSet={ open,a,b,open };



Measure on Time Scales with Mathematica 919

RSemiClosedSet={ open,a,b,closed };
LSemiClosedSet = { open,a,b,closed };

Spoint={ closed,a,closed };
DMeasure[ClosedSet[a−,b−]]:=sigma[b]-a;

NMeasure[OpenSet[a−,b−]]:=b-sigma[a];
DMeasure[LSemiClosedSet[a−,b−]]:=b-a;
DMeasure[RSemiClosedSet[a−,b−]]:=sigma[b]-sigma[a];
DMeasure[Spoint[a−]]:=sigma[a]-a;
Now, we would like to find the measures of {5} and (5, 11] In[4]:= DMea-
sure[Spoint[7]]
Out[4]:= 1

2
In[5]:= DMeasure[RSemiClosedSet[5,11]]
Out[6]:=7
Mathematica applications of ∇-measure also can be done as ∆-measure. The
sigma operator must be replaced by the r operator also.

4 Conclusion

In this work we worked on Lebesgue ∆-measure and Lebesgue ∇-measure on
time scales with Mathematica. We investigated each of these two measures in two
parts, arbitrary time scales and discrete time scales. To do these we improved the
TimeScale package. In the future, we will work on generalizing the probability
theory on Time Scales with Mathematica.
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Abstract. A Maple Package named Mackendrick is presented. Such
package is oriented to symbolic computational epidemiology.

1 Introduction

We present here, the maple package Mackendrick which we have constructed for
the solution of certain problems in symbolic computational epidemiology. Our
package does not incorporate any kind of element of artificial intelligence, but for
some of the problems that we solved, will be very funny to have some computer
algebra system with artificial intelligence. The problems that we can solve here
are linear problems but such problems only can be solved using computer algebra,
due the involved calculations are very tedious and long as to be implemented by
hand using pen and paper only.

Our emblematic problems are situations of spatial propagation of directly
transmitted diseases when boundary conditions are involved at the form of en-
demic boundaries from where the disease spreads towards the interior of the
habitat. More over, we consider here the extra complication that arises from the
inclusion of the effects of heterogeneity of contact between individuals.

A fundamental epidemiological magnitude is the well know basic reproductive
rate, denoted R0. The principal function of the our package Mackendrick is the
computation of the explicit analytical form of the R0 for certain spatial models
of disease diffusion with heterogeneity effects. We need here, computer algebra,
because that it is required is a symbolic expression for R0 and not a number
or a graphic. Due, our package is constructed under maple platform, then our
package has numerical and graphical computational power too.
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The package is loaded with

restart:
with(Mackendrick);

and the notification is

[dielou, difumemoestra, memo, memoyf, mysol,prosize,sir,veneco,
venecomemo];

which is the list of procedures that are contained within Mackendrick.
In the following sections, the commands of Mackendrick are presented.

2 The Command mysol

For example, the procedure mysol solves the following problem:

∂

∂t
u (r, t) −

δ1

(
∂
∂ru (r, t) + r ∂2

∂r2 u (r, t)
)

r

−δ2

∫ t

0

M0 (t − τ)
(

∂
∂r u (r, τ) + r ∂2

∂r2 u (r, τ)
)

r
dτ

− (β1S0 − γ1)u (r, t) − β2S0

∫ t

0
u (r, τ) M1 (t − τ) dτ+

γ2

∫ t

0
u (r, τ) M2 (t − τ) dτ = 0 (1)

with the boundary condition

u(a, t) = µbe
−ηt. (2)

The procedure mysol needs as inputs the specifical forms of the functions M0(t),
M1(t) and M2(t). Here we present two cases.

2.1 Without Memory

For example when
M0(t) = 0, M1(t) = 0, M2(t) = 0, (3)

and with the instructions

M0:=0:M1:=0:M2:=0:
mysol(M0,M1,M2);

Mackendrick produces the following solution [1]
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u (r, t)=
µbe

−η tJ0

(√
λ (−η)r

)
J0

(√
λ (−η)a

) +
1∑

i=1

∞∑
n=1

−2 eSi,ntµbJ0
(

αnr
a

)
αn

(Si,n + η) (J1 (αn)) a2
(

d
dSi,n

λ (Si,n)
) .

(4)
The corresponding basic reproductive rate is given by

R0 =
β1S0a

2

γ1a2 + αn
2δ1

. (5)

The function λ(s) at (4) has the form

λ (s) = −s − β1S0 + γ1

δ1
, (6)

and the parameters denoted Si,n at (4) are the solutions of the equation on s

− s − β1S0 + γ1

δ1
=

αn
2

a2 , (7)

where αn are the zeroes of the Bessel function J0(x) [2].

2.2 With Exponential Memory

M0(t) = e−ε0t, M1(t) = e−ε1t, M2(t) = e−ε2t, (8)
and with instructions

M0:=exp(-epsilon[0]*t):M1:=exp(-epsilon[1]*t):M2:=exp(-epsilon[2]*t):
mysol(M0,M1,M2);

Mackendrick produces the following solution

u (r, t)=
µbe

−η tJ0

(√
λ (−η)r

)
J0

(√
λ (−η)a

) +
4∑

i=1

∞∑
n=1

−2 eSi,ntµbJ0
(

αnr
a

)
αn

(Si,n + η) (J1 (αn)) a2
(

d
dSi,n

λ (Si,n)
) .

(9)
The corresponding basic reproductive rate is given by

R0 =
S0a

2ε2ε0 (β1ε1 + β2)
ε1 (αn

2δ1ε0ε2 + αn
2δ2ε2 + γ2a2ε0 + γ1a2ε2ε0)

. (10)

The function λ(s) at (9) has the form

λ (s) =
(

s − β1S0 + γ1 − β2S0

s + ε1
+

γ2

s + ε2

)(
−δ1 − δ2

s + ε0

)−1

, (11)

and the parameters denoted Si,n at (9) are the solutions of the equation on s

√(
s − β1S0 + γ1 − β2S0

s + ε1
+

γ2

s + ε2

)(
−δ1 − δ2

s + ε0

)−1

=
αn

a
. (12)
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3 The Command veneco

The procedure veneco solves the following problem

d

dt
Xi (t) − β nXi (t)

k
+ γ Xi (t) −

2β n
(∑k

j=1 ν Xj (t) − ν Xi (t)
)

k
= 0. (13)

with the instruction

veneco(n);

our Mackendrick gives the following form of the basic reproductive rate [3]

R0,k =
β n (1 + 2 ν k − 2 ν)

γ k
(14)

4 Conclusions

We believe that the Maple package Mackendrick can be useful within the
domain of symbolic computational epidemiology. Our Mackendrick can solve
certain complex spatial epidemic models. The method of solution that Mack-
endrick incorporates is the Laplace transform technique with the application
of the Bromwich integral and residue theorem for the realization of the inverse
Laplace transform [4]. Also, Mackendrick involves certain theorem of Linear Al-
gebra, which is presented in [3]. This theorem must be introduced ad hoc but it is
possible that with the future development of artificial intelligence, such theorem
can be proved directly by the computer algebra system that is the background
of Mackendrick . We hope that at the future our package can be extended and
applied to more numerous and complex problems in mathematical epidemiology.
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Abstract. Humans use strategies to solve problems. Strategies are used
as knowledge to plan solutions and decide procedures. A computer alge-
bra system with a theorem prover is being developed. We must consider
the theorem prover from not only the perspective of its effect on cognitive
science, but also from the perspective of mathematical studies.

1 Introduction

According to the three-level human behavior model of Rasmussen, automatic
human actions can be classified into the three levels of skill-, rule- and knowledge-
based actions([6]). A skill-based action is a response that occurs in less than 1
second ([4]). A chain of skill-based actions is a rule-based action. Thinking about
how to solve a problem is a knowledge-based action.

Skill-based actions are performed smoothly without intentional control. Rule-
based actions require a great deal of repetitive practice in order to be transferred
to the skill-based level. First, the external conditions must be recognized, then
the rules for composing the act are combined with the conditions required to
carry out the behavior. Knowledge-based actions require the recognition of ex-
ternal conditions, the interpretation of these conditions, the construction of a
psychological model for considering solutions, planning, and finally, the use of
the other two behavior levels to carry out the action. This is a process model in
which mastery of behavior requiring thought is internalized to the point where
it can be carried out unconsciously. Mistakes can be explained as omitted steps,
or for example, as pushing the wrong nearby button in smoothly carried out
skill-based actions. In the case of knowledge-based actions, illusion can lead to
error. In the present study, this process was analyzed using Rasmussen’s three-
level human behavior model in order to identify what functions are essential
to facilitating smooth action and learning. Behavior used to learn about prob-
lems and how to solve them is classified in detail according to the three-level
model. Humans act by classifying issues and their relationships by consciously
combining them. Humans control themselves by constantly observing, thinking
about, evaluating, and integrating their behavior in order to achieve accuracy,
continuity, consistency, and normality ([3]). Classified factors can be separated
into the same three levels as the general actions.
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2 Strategy

Strategies are used as knowledge to plan solutions and decide procedures. When
these procedures, in general or for the most part, obtain the correct answer, the
procedure is called a heuristic; however, such heuristics do not always result in
a correct solution.

Strategies are used even when human beings solve mathematical problems.
Recognition knowledge and experience are used as ”doing it like this is effec-
tive in this case”. The ability to rapidly reference knowledge is required for
strategies based on experience. Furthermore, the recognition of thoughts and
feelings controls. The famous book by the mathematician Polya, ”How to solve
it”([5]), showed the processes of mathematical problem solving; however, one
can not learn how to use heuristics in problem solving just by reading a book.
In researching problem solving, there are two contrasting concepts. The first
emphasizes insight, flash, and senses, while the second emphasizes experien-
tial knowledge. The former concept employs a strong tendency to perceive that
strategies of thought are learned through the experience of problem solving. In
other words, it is assumed that an intuitive feelings and specific technical abilities
can be acquired. In the latter concept, it is assumed that problem solving ability
arises from the accumulation of rules inherent to the domain provided by an
individual problem. Such differences depend on the problem’s nature, domain,
and level, and the type of person involved in the learning process. In addition,
it is difficult to establish clear boundary lines between these two concepts. In
problem solving, experiential knowledge plays a large role. Heuristics are general
ideas or algorithms (a procedure providing the correct solution), and are widely
used. Heuristics are equal to ”the logic of a thought”. Examples of extremely
general strategies are ”try to draw a figure if you come across a difficult prob-
lem”, and ”search for similar problems that you have experience with”. There
are also concrete strategies we are familiar with, such as ”A problem requiring
the comparison of quantities requires two differences, and a transform formula”
and ”try to make clauses that differ next to each other for number sum sequence
problems” ([1]).

3 Theorem Prover

As a representative of a theorem prover, the Isabelle/HOL system was used.
Research on formalizing abstract algebra in Isabele/HOL is based on work by
Hidetsune Kobayashi. This study focuses on researching mathematics, and in
particular, on training researchers in the technics of proving ([2]). In the area
of mechanical theorem proving, Kobayashi gave a decision procedure for what
he called abstract algebra, based on algebraic method. It is really surprise to
prove many abstract algebra theorems whose traditional proofs need enormous
amounts of human intelligence. One of the key observations of Kobayashi is that
theorems in abstract algebra can be relatively easily dealt with by a lot of lem-
mata, completely from former methods. The power of the method can be shown
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by experiments on computers in which many abstract algebra theorems were
proved. The success of Kobayashi’s method stimulated researchers to apply the
connection of lemmata images. This research on formalizing abstract algebra in
Isabelle/HOL is being conducted in order to develop a computer algebra system
that supports mathematical study focused on abstract algebra. The system com-
bines methods of automated theorem proving and also integrates programming
in a natural way.

This method are of interest to researchers both in artificial intelligence (AI)
and in algebraic modeling because they have been used in the design of pro-
grams that, in effect, can prove or disprove conjectured relationships between,
or theorems about, abstract algebraic objects.

It is interesting to note that theorems have been verified by this method.
In a limited sense, this ”theorem prover” is capable of ”reasoning” about alge-
braic conjectures, an area often considered to be solely the domain of human
intelligence.

This research aims at extending current computer systems using facilities
for supporting mathematical proving. The system consists of a general higher-
order predicate logic prover and a collection of special provers. The individual
provers imitate the proof style of human mathematicians and produce human-
readable proofs in natural language presented in nested cells. The long-term goal
of this research is to produce a complete system, which supports mathematicians.
On the meta-level, we can write explicit programs for reasoning tactics using
Isabelle/HOL.

4 Knowledge Base in Cognitive Science

When researchers use the theorem prover for the acquisition of knowledge or
skills, we must consider a ”tool” to be a ”symbol device”. A symbol device ex-
ists between the researchers and the research subject. Operation activity occurs
between a symbol device and the researching subject. In cognitive science, two
difficulties exist, one in the interaction between the researcher and the symbol de-
vice, and one in the interaction between the symbol device and the research sub-
ject. Therefore, we must overcome these difficulties in order to effectively utilize
the theorem prover in cognitive science. Moreover, we must assess the benefits of
considering the integration of the theorem prover from the perspective of the re-
lationship between mathematical knowledge and mathematical concepts. When
theorem provers are used in mathematical studies, researchers achieve a result
through their efforts. Then, the researchers must investigate whether conceptual
problems exist or whether they simply do not appreciate how the theorem prover
works. By using a theorem prover effectively, researchers become aware of nu-
merous mathematical ideas. This is made possible by incorporating the results
of research in cognitive science. In carrying out a seven-phase model of human
action, ”the formation of a series of intentions or actions” must be performed
smoothly. The effective use of a theorem prover in cognitive science is influenced
by the contents of mathematical thought, and research and understanding of
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mathematics can further influence general idea formation. The theorem prover
influences the ”perception - interpretation - evaluation” phases of evaluation.
The foundations of this model were studied by Rasmussen as the three-level
control model of individuals actions ([7]). We can use the theorem prover as a
material object that is available for the assessment of human activity. The use of
the theorem prover can establish automatic and routine procedures. Controlling
this automation is essential, especially in research on though processes. There
are three methods for creating a theorem proof (by hand, by mind, and with a
computer). A researcher’s point of view of cognitive science considers the rela-
tionship between the brain and mind as the relationship between hardware and
software in a computer. According to this point of view, the science of the mind
is a special science, the science of thought.

5 Conclusion

In the three-level model of human behavior, operations and strategies can be
identified and considered in relation to human thought processes in order to fa-
cilitate error-free problem solving. In consideration of surface features and condi-
tions, similar problems can be recognized and suitable problem-solving methods
can be identified. In addition, it was found that contents of the subconscious can
be raised to the knowledge-based action level in order to support the expression
process and the achievement of efficient functioning.

The technology of theorem prover automated reasoning. The ultimate goal of
mathematics is technology. To do mathematics is gaining knowledge and solving
problems by reasoning. Theorem prover is a powerful tool for researching math-
ematics. Researchers should appreciate the possibility of sharing cognitive level
with such technology.
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Abstract. T-algebra is a project for creating an interactive learning environment 
for basic school algebra. Our main didactical principle has been that all the nec-
essary decisions and calculations at each solution step should be made by the 
student, and the program should be able to understand the mistakes. This paper 
describes the design of our Action-Object-Input dialogue and different input 
modes as an instrument to communicate three natural attributes of the step: 
choice of conversion rule, operands and result. 

1   Introduction 

When the student solves an expression manipulation task, he should at each step 

1. Choose a transformation rule corresponding to a certain operation. 
2. Select the operands (certain parts of expressions or equations) for this rule. 
3. Replace them with the result of the operation. 

For proper learning of this difficult area an environment should be available where 
all the necessary decisions and calculations at each solution step would be made by 
the student, and the environment would be able to understand the mistakes. 

Traditional classroom cannot be such environment because the teachers are not 
able to discover and correct the mistakes in time. Existing software does not address 
the spectrum of arising problems in whole complex. On the one hand, some programs 
require from the student only execution of the first and (partially) the second substep. 
Using computer algebra systems, the student selects at best only the transformation 
rule and a part of the expression; the transformation itself is made by the computer. In 
addition, computer algebra systems have only a small number of very powerful opera-
tions (Simplify, Solve, …) that enable to get the answer of a task in one step but not 
to build traditional step-by-step solution. The latter deficiency has been overcome in 
rule-based learning environments [1, 6] that have much more detailed rules. But they 
also perform the selected transformations mainly automatically. 

Some other programs (for instance APLUSIX [4]) use paper-and-pencil like dialog 
design where a transformation step consists purely of entering the next line. However, 
such input does not provide the program with information about the decisions made 
by the student at stages 1 and 2. As a consequence, practically the only error that can 
be diagnosed is the non-equivalence with the previous line. 

In the University of Tartu our first environment for step-wise expression manipula-
tion (in Propositional Logic) was implemented about fifteen years ago [5]. The step 
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dialogue was built using Object-Action scheme. The student had to mark some  
subformula and enter the result of conversion (there was also a working mode with 
conversion rules in the menu). The program was able to verify separately selection of 
operand and performed conversion. 

Using our long positive experience, we try now to integrate the above-described 
rule-oriented and input-oriented approaches. In 2004 we received funding from Esto-
nian School Computerisation Foundation ‘Tiger Leap’ and launched a project, called 
T-algebra, for expression manipulation tasks in four areas: calculation of the values of 
numerical expressions; operations with fractions; solving of linear equations, ine-
qualities and linear equation systems; simplification and factoring of polynomials. 

2   General Design of Solution Steps – Action-Object-Input Scheme 

Working with T-algebra, each step consists of three substeps: 

1. Selection of the operation from the menu, 
2. Marking the operand(s) in expression, 
3. Entering the result of the operation. 

The following figure demonstrates third substep after selection of rule Collect like 
terms and marking of appropriate operands. 

 

Fig. 1. Entering the result in free input mode 

How much does the amount of input grow in comparison with simple entering of 
the result? Our step dialogue requires from the student two preceding actions. First of 
them is only one click on the mouse. At the second substep the student has to mark 
one or more parts of the expression. As a compensation, the program is able to copy 
the rest of the expression automatically to the next line. If the dialogue would consist 
only of the third substep of our step, the student should enter the passive parts of the 
expression from the keyboard or mark and copy them one by one. This means that 
addition of the second substep does not change the amount of the work. 
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For third substep the program has three input modes: free, structured and partial 
mode (Figures 1 and 2 demonstrate corresponding input areas). 

In free input mode the program generates one input box inside of the expression in 
the next line. The student should enter in the box one expression replacing all marked 
parts from the previous line. 

In structured input mode the information about the actual rule and operands is used 
to create the pattern of the result automatically, using different input boxes for signs, 
coefficients, variables and exponents. 

Partial input mode is a modification of structured input where the program fills 
some boxes automatically and leaves to the student only the boxes for the components 
that are crucial for particular rule (signs, coefficients, exponents). 

 

Fig. 2. Input areas for 6ab2 in structured and partial mode 

There are a few transformations that need some addition to our general input 
scheme. For example, in the case of multiplication of polynomials the program cre-
ates only one monomial-structured group of boxes and our virtual keyboard contains a 
button for adding the next group. In the case of addition of fractions in two structured 
modes we decided to ask in separate window and check separately the common de-
nominator, etc. Exceptions are described in [3]. 

3   What Does T-Algebra Check? 

T-algebra has no checkpoint after selection of the rule, and first two substeps are 
checked together. It means that if the student has selected impossible operation, then 
he has the possibility to cancel the step himself. If he selects irrelevant operand(s) as 
well then T-algebra diagnoses a marking error. If the selected rule does not corre-
spond to “official” algorithm then the program displays a warning because in many 
cases the order of application of the rules is insignificant but current version of T-
algebra does not implement any deeper analyse. 

Errors in marking (when not misclicks) tend to refer to serious gaps in student’s 
understanding of the whole task, priority order of operations or of selected rule. T-
algebra checks the following items: 

1. Are the marked parts syntactically correct subexpressions? 
2. Do the marked terms have the form required for operands of selected rule? (The 

like terms for combining should be monomials etc.) 
3. Do the marked terms satisfy compatibility requirements for selected rule? (For ex-

ample, are they really like terms?) 
4. Do the marked terms satisfy location requirements (belong to the same sum or 

product etc)? 
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The input of third substep is checked in the following order. 

1. Is the entered expression syntactically correct? 
2. Has the input the structure required by the result of application of the selected rule? 

For example, the result of multiplication of monomial with polynomial should be 
the sum of monomials and the result of combining like monomials should be one 
monomial. 

3. Is the entered expression equivalent to the marked (i.e., replaced) part and is the re-
sult of substitution equivalent to the previous line? 

4. For some rules the program checks yet whether the operation was really per-
formed. For example, 6/12 cannot be reduced to 60/120 or 5/10 or 6/12. Some de-
tails of error checking in equation solving tasks are described in [2]. 

4   Conclusion 

Our main interest has been such a dialogue from where the program could understand 
the solution steps of the student and give intelligible feedback for weaker students 
who tend to make many mistakes. In our first version of the program we are not able 
to realize all the potential of our interface and to implement very detailed diagnosis. 
We start from giving some level of feedback and add further details if the experiments 
demonstrate that the pupils really need more explanations. But we have seen that im-
plementation of the items listed in Section 3 was quite easy and the error messages 
that refer to the rules and operands were helpful for the pupils. 
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Abstract. The CGA is designed to prevent address spoofing and stealing and to 
provide digital signature to users without any help from security infrastructures, 
but fake key generation and address collision appear in flat-tiered network. To 
solve these problems, CGA defines security parameter (SEC), which is set to 
high value when high security is required. Although CGA with high SEC makes 
attackers be difficult to find fake key, it brings an alarming increase in process-
ing time to generate CGA. On the contrary, the probability to find a fake key is 
high if low SEC is applied to CGA. In this paper, MCGA applicable to as well 
public networks as ad-hoc networks is proposed. Address collision problems are 
settled by employing hierarchy. Using MCGA, no previous setup is required be-
fore communication, and automatic node configuration is feasible.  

1   Introduction 

Mobile ad-hoc network (MANET) is a multi-hop wireless network without any pre-
pared base station. It is capable of building a mobile network automatically without 
any help from DHCP servers or routers. Routing protocols to find shortest or optimis-
tic route have been proposed, but these assume that nodes have been pre-configured. 
MANETconf [1], node configuration protocol [2] and prophet address allocation [3] 
have been proposed; however, these do not consider how to generate address. 

CGA is designed to solve address spoofing and stealing attacks in IPv6. CGA of-
fers digital signature without any help from CA, which is proper to ad-hoc nodes that 
have low processing power and memory capacity. However, fake key generation and 
address collision appear in flat-tiered network due to 64-bit-taken operation. To solve 
it, CGA defines SEC and allows a node to generate address only when the specific 
condition is satisfied. When SEC is set to high value, it becomes difficult for attackers 
to find fake key, but processing time to generate CGA increases incredibly.  

2   Proposed Modified CGA (MCGA) 

MCGA is composed of 64-bit subnet prefix learned from network and 64-bit interface 
identifier generated by individual node. For interface identifier, a random number or 
NIC address may be used. For subnet prefix, local-scoped prefix, FE80::/64 is used. 
When a node moves and gets different kinds of IEEE 802.11 beacon message, then it 
may accept new subnet prefix. Address format is similar to CGA except the SEC field.  
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MCGA generation process is detailed as follows: build key pair using RSA algo-
rithm. Generate random number for MODIFIER, and set collision count to 0. Con-
catenate MODIFIER, collision count and user’s public key. Put the concatenation into 
MD5. Take the first 64 bits from 128 bits key value generated by MD5, and set inter-
face identifier to them. Set the u and g bits of interface identifier to 0. Concatenate 
subnet prefix and interface identifier, and put the concatenation into MCGA. If DAD 
is done successfully, allocate the MCGA to interface. If the check goes wrong and 
collision count is equal to 3, build new MODIFIER. Else, add 1 to collision count and 
build new concatenation.  

Once a node enters into network, it generates MCGA and will request duplication 
check to the nearest agent, which lookups its resource table and gives appropriate 
answer to the requester. If requested address is not registered, the agent will give 
positive answer to the requester, and vice versa [2]. If no duplication is found, the 
agent will give final answer to the requester. When there are n nodes in a network, the 
probability that at least 1 fail occurs in n generations can be expressed as (1). In hier-
archical network, a node in logically higher position holds information about all ad-
dress resources in network, so duplication check between two nodes in the different 
logical positions seems to be enough. In this paper, opti-DAD [5] is employed for 
DAD. A node is able to initiate communication with others using on-pending address, 
which reduces delay due to long DAD process. Even though duplication ratio for 
address generation is very low, unallocated address may go to on-pending state con-
currently by different nodes, and priority from arbitrary contention algorithm can be 
used. 

n

nP

)2(
1

64
264−

 (1) 

If there are a hash function (h( )) and two different inputs (m1, m2,), h(m1)  h(m2) 
is true. Picking specific part from hash’s output, though, provokes collision. When we 
think of CGA, 296 cases are mapped to one 64-bit identifier, mathematically. The 
probability for collision is proved by ‘birthday problem,’ and it becomes 0.63. At-
tackers are easily able to build fake key pair corresponding to origin key pairs by 
brute-force. Once fake key pair is found, an origin node encounters with address 
spoofing or stealing attack. For example, UserA builds its key pair and generates its 
CGAA. If UserB finds a fake key pair which yields CGAA and begins to send a mes-
sage to UserC. Once UserC receives the message, it will identify UserB as proper 
owner for CGAA. Unless UserA’s key is disclose, UserB cannot mimic UserA’s signa-
ture nor can it decrypt any message from UserA, but nodes can be induced into wrong 
communication.  

When MCGA is applied to hierarchical ad-hoc network, an agent holds informa-
tion about all address resources in network. If a stranger sends any message with 
different parameters for registered address, intermediate agent will notice it and drop 
the message. Let’s go back to above example. If UserA and UserC locate at the same 
MUnit, UserC notices that the message from UserB is strange and drop it. If UserA and 
UserC locate at different regions, any message from UserB will be dropped by any 
intermediate agent between UserB and UserC.  
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3   Performance Evaluation 

Processing time for CGA is the sum of requisition time of proper MODIFIER, gen-
eration time of interface identifier and delay due to duplication check, as (2). Process-
ing time for MCGA is the sum of generation time of random number for MODIFIER, 
generation time of interface identifier and delay due to duplication check, as (3). 
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Fig. 1. Processing time for CGA and MCGA, respectively 

 

Fig. 2. The number of exchanged message between nodes  

From (1), the number of duplication during address generation is assumed as 0. 
Generation time of MODIFIER has higher value than random number (lMOD » lRV). It 
is known that to process SHA takes more time than MD5 (lSHA » lMD5). From conver-
gence time from [6], DAD time (lDAD) can be expressed as (4).  

System for simulations has following resources; CPU Pentium 4.3GHz and Mem-
ory 1GB. For operating system, Linux is employed, especially Kernel 2.4. Fig. 1 
shows variation on generation time of 3000 CGAs and 3000 MCGAs. SEC is set to 0, 
1 and 2, respectively. The average execution time for MCGA is 4.77 µs while the 
average execution time for CGA when SEC is set to 0 is 15.57 µs. The unit, µs, is 
very small, but address generation by ad-hoc nodes will need more time. For example, 
400 MHz ad-hoc node will perform the process 10 times slower than the above  
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system. No address duplication is occurred in both CGA and MCGA generations. 
Propagation delay is not considered in this simulation. Fig. 1 clearly proves that proc-
essing time for CGA increases dramatically when SEC increases, and processing time 
is strongly affected by SEC. When SEC is set to 3, it requires more than 200 hours. 
CGA with larger than 3 seems to be inappropriate as well public network as ad-hoc 
network. 

The next simulation starts with initial network configuration and finishes when the 
number of nodes becomes 100. Ad hoc nodes distributed in two dimensional region of 
size 200×200, 400×400 and 600×600m2, respectively. The network is randomly gen-
erated with the constraint that the graph be fully connected. Each node randomly 
moves with 1~2 m/s to random directions, and it is equipped with a radio transceiver, 
which is capable of transmitting a signal from 80 m. Processing delay for transmitting 
a message is randomly chosen between 5 ms and 10 ms. Propagation delay is 500 ms. 
MCGA with link-local prefix is used for address. Each node is supplied by a battery 
with enough power to at least make it able to carry out a complete operation. As 
shown in Fig. 2, the number of exchanged packets for node configuration increases as 
the number of nodes increases. MANETConf requires more packets. The result from 
this simulation obviously shows that node configuration protocol offers scalability to 
large network. Network topology and size give an effect on the number of packets. 

4   Conclusions 

In this paper, MCGA which is proper to hierarchical ad-hoc network is proposed. The 
MCGA has shorter processing time than CGA and offers digital signature with no 
additional overheads. To solve fake key and collision problems, we adopt hierarchical 
network structure. The MCGA is applicable to as well public networks as ad-hoc 
network. Simulations show that processing time for MCGA is reduced down 3.3 
times and 68,000 times, compared to CGA with SEC 0 and SEC 1, respectively,  
Further, CGA with SEC 3 is inappropriate for both ad-hoc and public networks.  
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Abstract. The 4G network will must be ALL-IP network and IPv6 is
destiny. Already IPv6 has extended as Mobile IPv6 for host mobility and
Mobile IPv6 is extending for whole network mobility. There are many
possible mobile networks, and they would be nested as they change loca-
tions. Most serious problem in a nested mobile network is the complexity
of routing path of packets, and the complexity grows as the level of nest-
ing increases. In this paper, we propose ‘limited prefix delegation mech-
anism’, which delivers packets through the optimized path even though
mobile networks are nested. We show the effectiveness of our mechanism
by solved problems.

1 Introduction

As information and communication technologies are rapidly progressed, there are
increasing sorts of informative devices that can access wireless network while they
move their locations. There are many researches on wireless and mobile network.
When IPv6 is widely deployed, almost electronic devices will be connected to
the Internet. These two key cores the ‘Mobile Access Network’ and ‘IPv6’, are
necessary for the ‘Ubiquitous Computing’.

If IPv6 prevails and mobile access network is established, it would be a
common case that tens or hundreds of mobile nodes change their locations
at the same time. Because existing Mobile IPv6 has been designed to support
host mobility only[1], they do not smoothly support the current movement of
many hosts, i.e. movement of network that consisted with two or more hosts
or PANs(Personal Area Networks) or network in moving vehicles. To support
movement of whole network, IETF nemo WG is making study an extension of
Mobile IPv6 and already has the protocol standard that called the ‘NEMO Basic
Support Protocol’[2].
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In general situation, however, any networks and hosts can change their lo-
cation simultaneously, and they can be nested. Direct application of [2] to the
nested mobile network causes complicated routing path from MNN(Mobile Net-
work Node) to the CN(Correspondent Node). Therefore, it is important to opti-
mize the routing path of packets in nested mobile network. The route optimiza-
tion problem is a part of main issues that working progress[3, 4]. The problems
of nested mobile network are described in [3].

In this paper, we try to solve the route optimization problem in nested mobile
network using the ‘limited prefix delegation mechanism’. Instead of by opening
bi-directional tunnel between the MR(Mobile Router) and its HA(Home Agent),
the packet routing path can be optimized by opening tunnel directly from the
MR to the CN. And the CN sends packet with the routing header. Our mech-
anism opens one or two tunnels, and we can optimize the routing path in both
directions.

2 Limited Prefix Delegation Mechanism

The ‘limited prefix delegation mechanism’ we propose in this paper differs from
[2]. Our mechanism sends all packets directly through tunnel between the MR
and the CN. The packet from MNN to the CN is tunneled on MR, and the CN
sends the packet to the MNN with the routing header. To achieve this, we add
new RA(Router Advertisement) option on MR. And we also modified Binding
Update process and tunneling process on MR.

2.1 Addition of New Router Advertisement Option

To all MRs in nested mobile network open just one tunnel to the CN directly,
delegating access router’s prefix is required. The MR that attached access router
directly, it is simple that delegating prefix. But, the nested MRs cannot recognize
access router’s prefix. So, Upper link MR must notify access router’s prefix to
nested MRs. To achieve this, we add new RA option called ‘delegated prefix
option’ as shown in Fig. 1.

If the MR does not receive this option, MR delegating prefix from uplink
router’s(access router’s) original RA message, and install new care-of address on

Type Length Prefix Length L A R Reserved1D

Valid Lifetime

Preferred Lifetime

Reserved2

Delegated Prefix

Fig. 1. Delegated Prefix Option
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its egress interface. And the MR adds delegated prefix option to its RA message.
The new RA message consists of prefix option that has prefix of home link, and
delegated prefix option that has delegated prefix from access router.

If the MR receives delegated prefix option, MR delegating prefix from this
delegated prefix option, and then same as before case. So, all nested MR can
have care-of address that is subnet address of visited access router on top of
nested mobile network. And, all other MNNs silently ignore delegated prefix
option from RA message, thus there are no changes on MNNs.

2.2 Modification of Tunneling on Mobile Router

In our mechanism, the MR sends packet through direct tunnel to the CN instead
of sending through the tunnel to its HA. If outgoing packets have source address
with mobile network prefix(from home link prefix), the MR should open direct
tunnel to the CN. In this scheme, the MRs do not care about the types of MNN,
whether it is plain host or not: it applies the same scheme on all packets passing
by that have source address with mobile network prefix.

2.3 Modification of Binding Update Process

When a MR detects its movement, it performs Binding Update process. In the
same way, the MR sends Binding Update to the CN when a MNN sends packets
to a CN or a CN sends packets to a MNN. The CN that received Binding Update
can send packets to the MR directly. The MR maintains the ‘CN table’ to keep
the information if Binding Update was sent to the CN or not. The MR must
initialize this table when it moves to another location.

2.4 Processing Routing Header on Mobile Router

If the CN was enabled Mobile IPv6 and received Binding Update from the MR,
the CN sends packet to the MR’s care-of address with the routing header type
2, that has the MNN’s original address. When the MR receives this packet, it
examines that packet has the routing header, and if exists, the MR forwards
packet to the MNN that is original destination.

3 Solved Problems

There are many cases of routing problem in nested mobile network environment.
With our mechanism proposed in this paper, we can solve many problems. The
mobile network configurations and its problems are described in [3], so you must
refer ‘Appendix B’ of that document parallel with this section.

When apply our mechanism to the Case A, MR3 opens tunnel to CN directly,
so packets from LFN to CN are passing by optimized path. And there is no
mobility functions on CN, so CN sends packets to MR3 HA, and MR3 HA can
open tunnel to MR3 directly. We can achieve near-optimized path. When apply
our mechanism to the Case B, MR3 opens tunnel to CN directly, so packets
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from LFN to CN are passing by optimized path. And CN has mobility func-
tion; CN sends packets to MR3 directly with the routing header. Thus, we can
achieve optimized path in both directions. The Case C, after Mobile IPv6 route
optimization, the rest are same processes as Case A.

The Case D is similar to Case A. When apply our mechanism in this- case,
MR3 try to opening tunnel to CN directly, and MR5 HA receives and forwards it
via bi-directional tunnel between MR5 HA to MR5. When MR5 receives packet
from MR3, MR5 send Binding Update to MR3. So, MR3 sends packet directly
to MR5 with the routing header. The same process occurs on reverse direction.
Thus, we can achieve optimized path in both directions with only two tunnels.
The Case E is similar to Case B and The Case F is similar to Case C. After
Mobile IPv6 route optimization, the rest are same processes as Case D.

The Case G is similar to Case A. Same process occurs as Case D. And the
Case H, same process occurs as Case E. The Case I, as for Case C and Case
F, Mobile IPv6 Route Optimization cat not performed. But, MR3 and MR5
perform Route Optimization like Case D.

The Case J, no special function is necessary for optimization of their commu-
nication. The Case K is similar to Case H. Two nodes may initiate Mobile IPv6
route optimization. Same as Case J, no special function is necessary. The Case
L, Mobile IPv6 Route Optimization cannot be preformed. With our mechanism,
similar to Case D, MR3 and MR5 send Binding Update to each other. Thus, we
can achieve optimized path in both directions.

4 Concluding Remarks

In this paper, we proposed the ‘limited prefix delegation mechanism’ which op-
timizes the routing path in nested mobile network environment. From previous
section, almost problems in [3] could be solved by our proposed mechanism.

The ‘limited prefix delegation mechanism’ opens just one or two tunnels, and
it establishes direct path bypassing MRs’ HAs. To achieve the optimized path,
we add new ’delegated prefix option’ on the MR’s RA message, modify tunneling
target on the MR, modify Binding Update process on the MR. We just add or
modify small functions on the MR only. So, we can get much better results with
little changes.
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Abstract. Reducing the energy consumption is one of the most critical issues in 
wireless sensor networks and an accurate prediction is especially required in 
tracking. It is desirable that only the nodes surrounding the mobile target should 
be responsible for observing the target to save the energy consumption and ex-
tend the network lifetime as well. In this paper, we propose an efficient tracking 
method based on prediction through the error correction, which can minimize 
the number of participating sensor nodes for target tracking. We show that our 
tracking method performs well in terms of saving energy regardless of mobility 
pattern of the mobile target.  

1   Introduction 

Object tracking is emerging as one of the new attractive applications in large-scale 
wireless sensor networks such as wild animal habit monitoring and intruder surveil-
lance in military regions. Tracking of the mobile targets has lots of open problems to 
be solved including target detection, localization, data gathering, and prediction.  

In the localization problem, excessive sensors may join in detection and tracking 
for only a few targets. And, if all nodes have to always wake up to detect a mobile 
target, there are a lot of waste of resources such as battery power and channel utiliza-
tion. So, if each node uses timely its energy to execute tasks, the network lifetime 
may be extended as a whole. This raises the necessity for prediction of the moving 
path of the mobile target to maintain the number of participating nodes in tracking as 
small as possible.  

Many tracking protocols in large-scale sensor networks have been proposed to 
solve the problems concerned with tracking of the mobile targets from various angles 
[1, 2, 3, 4]. 

In this paper, we present a tracking method by predicting the location of the mobile 
target in 2-dimensional WSN, based on linear estimation.  

The rest of this paper is organized as follows. Our proposed tracking method is 
presented in Section 2. Next, in Section 3, we present some simulation results. Fi-
nally, Section 4 concludes the paper. 
                                                             
* Correspondent author. 



 A Target Tracking Method to Reduce the Energy Consumption  941 

 

2   Proposed Tracking Method 

2.1   Approximate Prediction Step 

First, since we assume that the mobile target does not change its direction or speed so 
abruptly in the sensing field, the location of the mobile object at the time instant of 
(n+1) is approximately predicted by estimating the velocity when the mobile target 
will move during the time interval [n, n+1]. Fig.1 shows the concept of tracking of the 
mobile target. 

Fig. 1. Tracking of the mobile target in WSN 

Given the current location ))(),(( nynx , the first predicted location of the mobile ob-

ject at the time instant of (n+1), denoted by  ))1(),1(( +′+′ nynx  is  

)1(~)()1( ++=+′ nvnxnx x ,  )1(~)()1( ++=+′ nvnyny y
 (1) 

where )1(~ and )1(~ ++ nvnv yx
 represent the future speed estimates of the mobile object 

in the direction of x and y, respectively.  
These speed estimates based on the previous history are given by  
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where h is a predefined number of the past history based on which we predict the next 
moving factor. Hence, the future speed is a moving average of acceleration of an 
object. That is, the present movement of a mobile object means a reflection of the 
patterns of the moving history. 

The estimate obtained in this step makes it possible to exactly predict the future lo-
cation of the mobile object that moves linearly. However, the estimate is no longer 
effective when the mobile object moves in non-linear fashion since only velocity 
information in used to predict the future location. So, we need a correction mecha-
nism to get a more exact estimate.  
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2.2   Correction Step 

Let us express the prediction error by the angle between the actual location and the 
previously predicted, denoted byα . Then we have 
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Then we can predict the new moving direction of the mobile target by 
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Finally, we can predict the next location of the mobile target by correcting an angle 
from the first predicted location.  

Tracking in our system is performed by the following procedure. 

1. Discovery: When a sensor node around the mobile object detects the target and 
initializes tracking, it becomes ‘estimation node’ which acts as a master node 
temporarily. 

2. Localization: A set of nodes those become aware the appearances of the mobile 
target compute the target’s current position. The coordinates of the mobile target 
may be accomplished by the triangulation and their collaborative works. 

3. Estimation: An estimation node predicts the future movement path of the mobile 
target, and transmits message about the approaching location to its neighbor 
nodes. The prediction is carried out by two steps: approximate a prediction and 
correction step that is explained above. The moving factors of a mobile target, 
such as direction and velocity, can be obtained by sensor nodes through collect-
ing moving patterns of the tracked target.  

4. Communication: As the mobile target moves, each node may hand off an initial 
estimate of the target location to the next node in turn. At that time, each node 
changes its duty cycle along the movement of the target. 

3   Simulation  

We carry out experiments to measure the missing rate and wasted energy.  
To model the movement behavior of the mobile target, we use the Random Way 

Point model (RWP) and Gauss-Markov mobility model. Energy consumption used for 
simulation is based on some numeric parameters obtained in [2]. Our prediction 
method is compared with the Least Squares Minimization (LSQ) to evaluate the 
performance of accuracy. LSQ is a common method used for error reduction in 
estimation and prediction methods.  

As shown in Fig. 2 (a), our scheme offers a smaller missing rate than LSQ 
regardless of mobility model used in simulation. In RWP, since the moving pattern of 
the mobile target is random, the prediction error increases. As the sensing range 
becomes larger, the missing rate decreases as well. Due to the inaccurate prediction of 
location, some nodes miss the target because the real location of the target is out of 
the sensing range.  
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(a) Missing rate (b) Wasted energy in Gaussian 

Markov mobility 
(c) Wasted energy in RWP 

Fig. 2. Wasted energy 

As shown Fig. 2(b) and 2(c), energy consumption is greatly influenced by an accu-
racy of prediction. As described earlier, we can extend the network lifetime by avoid-
ing such unnecessary energy consumption at nodes that do not need to join in track-
ing.  This figure indicates that our scheme can decrease the number of participating 
nodes and thus reduce the energy consumption too.  

4   Conclusion 

Power conservation and an accurate prediction are important issues for object tacking 
in wireless sensor networks. In this paper, we propose an efficient tracking method 
using a moving average estimator to decide the future location of the mobile target. 
And we improve the accuracy of prediction through the error correction. Simulations 
results show that our estimation method performs accurately, which contributes to 
saving energy and thus extending the network lifetime as well regardless of mobility 
pattern of the mobile target by reducing the number of participating nodes in tracking. 
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Abstract. This paper discusses an adaptive modulation technique combined 
with space-frequency block coded OFDM(SFBC OFDM) over frequency 
selective channels and evaluates the performance in terms of the outdated 
channel state information(CSI) in mobile environments. This paper employs the 
Alamouti’s diversity scheme in multiple input multiple output OFDM (MIMO 
OFDM) and an adaptive modulation with enhanced performance. Through the 
various simulations, the performance of SFBC OFDM employing adaptive 
modulation is compared with the performance of fixed modulation. Also, in 
adaptive modulation scheme, the effects of the outdated CSI under mobile 
environments are shown 

1   Introduction  

In order to improve the performance of OFDM system in frequency selective and 
multipath fading environments, this paper presents an adaptive bit allocation 
combined with SFBC OFDM. The perfect CSI ensures a desired efficiency/ 
performance of adaptive modulation scheme. In MIMO OFDM system, by making 
use of SVD the MIMO channel on each subcarrier is decomposed into parallel non-
interfering single input single output(SISO) channels. But, a SFBC OFDM system 
with Alamouti’s diversity scheme in [1] does not require the SVD for the CSI. 
Assuming the availability of the perfect CSI at the transmitter, the performance gains 
of adaptive modulation have been demonstrated. This paper examines the impact on 
performance of an adaptive OFDM system, which combined with SFBC scheme, due 
to the outdated CSI in mobile fading channel.  

2   Adaptive Space Frequency Block Coded OFDM 

This paper considers a MIMO OFDM system employing the Alamouti’s diversity 
scheme in Fig 1. To begin with, let ( )ij nH be the following diagonal matrix whose 

diagonal elements are the frequency responses of the channel impulse responses ijh  

between the i-th transmit antenna and the j-th receive antenna during the n-th time slot 

( ) diag[ ( ,0) ( , 1)], 1, 2, 1, 2ij ij ijn H n H n N i j= − = =H  (1) 
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Fig. 1. Block diagram of an adaptive SFBC OFDM 

The data symbol vector ( )nX is coded into two vectors 1( )nX and 2 ( )nX by the 

space-frequency encoder block as 

1

2

( ) [ ( ,0) ( ,1) ( , 2) ( , 1)]

( ) [ ( ,1) ( ,0) ( , 1) ( , 2)] .

T

T

n X n X n X n N X n N

n X n X n X n N X n N

∗ ∗

∗ ∗

= − − − −

= − −

X

X
 (2) 

Let ( )j nY  be the n-th received OFDM symbol from the j-th receive antenna. The receive 

symbol vector can be represented by the even and odd component vectors as follows 

, 1 , 1, 2 , 2, ,

, 1 , 1, 2 , 2, ,

( ) ( ) ( ) ( ) ( ) ( ),
1,2.

( ) ( ) ( ) ( ) ( ) ( ),
j e j e e j e e j e

j o j o o j o o j o

n n n n n n
j

n n n n n n

= + +
=

= + +

Y H X H X W

Y H X H X W
 (3) 

Assuming the frequency responses between adjacent subcarriers are approximately 
constant, the combined signals can be rewritten by [2] 

( )
( )

2 2 2 2

11, 12, 21, 22,

2 2 2 2

11, 12, 21, 22,

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

e e e e e e e

o o o o o o o

n n n n n n n

n n n n n n n

= + + + +

= + + + +

X H H H H X W

X H H H H X W
 (4) 

In this paper, we consider the bit allocation scheme in [3]. Assume M-QAM is 
employed for each subcarrier, ( , )b n k bits per symbol are sent for the k-th subcarrier 

in the n-th OFDM symbol. According to [4][5], given the channel frequency response 
( , )H n k , the instantaneous bit error rate(BER) can be approximated by 

2

0
( , )

1.6 ( , )

( , ) 0.2
2 1

s

e b n k

E
H n k

N
P n k = −

−
 (5) 

Let us consider the bit allocation in SFBC OFDM system. From the equation (4), the 
decoupled CSI for bit allocation is as follows 

2 2 2 2 2

11 12 21 22( , ) ( , ) ( , ) ( , ) ( , )n k H n k H n k H n k H n k= + + +H  (6) 
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By substituting 
2

( , )n kH into
2

( , )H n k in equation (5), the bit allocation for SFBC 

OFDM is performed and the next procedures for complete bit allocation are based on 
Chow’s method.  

3   Simulation Results  

The parameters of adaptive OFDM system are as follows. Carrier frequency is 2GHz 
and the channels bandwidth is 20MHz which is divided equally among 2048 tones.  
The channel is based on COST 207 for a hilly terrain area [6] and the SISO channels 
associated with different couples of transmit/receive antennas are statistically 
equivalent and independent. The RMS delay spread is 5µs. A total of 4096 
information bits transmitted in each OFDM frame The velocity of mobile station is 
60km/h. We allocate 0, 2, 4, or 6 bits to each subcarrier. To compare with adaptive 
OFDM, the conventional OFDM scheme, called as an uniform OFDM, is uniformly 
modulated by 16-QAM. For the simulation according to feedback delay T∆ , the 

minimum feedback delay is 81µs and the maximum delay is 810µs.  
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Fig. 2. BER curves of adaptive SFBC OFDM with 2Tx/1Rx antenna scheme according to 
feedback delay 

Let us consider the question of how the performance of adaptive OFDM system 
with diversity scheme appears in mobile fading environments. Fig. 2 indicates that the 
feedback delay has an effect on the performance of adaptive SFBC OFDM with 
2Tx/1Rx antenna scheme. As expected, the BER is gradually degraded as the feedback 
delay increases. This performance degradation is due to unavailability of CSI at the 
transmission time. Let us examine that an adaptive OFDM system employing space-
frequency block coding scheme is one of ways how to overcome the effects of 
feedback delay. Fig. 3 indicates the simulation result when the feedback delay is 324µs 
and 810µs, respectively. An adaptive OFDM system with 1Tx-1Rx scheme needs the 
additional power more than about 7 dB. It is shown that there is no merit of adaptive 
1Tx-1Rx OFDM when feedback delay is long. On the other hand, in case of 2Tx-1Rx 
scheme, adaptive SFBC OFDM systems need the additional power of about 1dB and 
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3dB, respectively. We can see that adaptive OFDM system employing a diversity 
scheme mitigates the effect of feedback delay. From this result, the performance 
degradation of adaptive OFDM due to the outdated CSI can be mitigated by diversity 
technique and we can refer the adaptive 2Tx-2Rx SFBC OFDM as an excellent system 
which have scarcely power loss in spite of severe feedback delay.  
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Fig. 3. BER curves according to diversity scheme in case that feedback delays are 324µs and 
810µs respectively 

4   Conclusions 

In this paper combining an adaptive bit allocation scheme with SFBC OFDM system 
has been discussed. It has been illustrated that the CSI from SVD of MIMO channel is 
identical to the CSI from SFBC OFDM. From the various simulations, the performance 
of adaptive SFBC OFDM has been evaluated. Particularly, the BER performances 
according to the feedback delay have been indicated in detail. In the results, it is very 
interesting that the diversity schemes mitigate the effect of long feedback delay for 
adaptive OFDM. Most of all, adaptive SFBC OFDM with 2Tx-2Rx antenna scheme 
has made an excellent performance in spite of a severe feedback delay. 
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Abstract. In this paper we investigate the reliability of Random Early
Detection (RED) gateway. For the RED buffer behavior a new model
based on Markov chains is offered. The reliability of RED gateway is
defined by an average rate of accepted packets. We examine the impact of
RED tuning on the reliability by taking into account stick-slip nature of
traffic intensity. The goal of the proposed model is to improve RED buffer
management by using a technique of traffic intensity change detection.

1 Introduction

Congestion occurs on a communication link whenever the amount of traffic in-
jected on that link exceeds its capacity. This excessive traffic causes queueing
delays of packets based on buffer fill up, and in extreme cases packets are lost due
to buffer overflow. To avoid such a extreme situation effectively, IETF has rec-
ommended Random Early Detection (RED) as the default queue management
scheme for the next generation Internet gateways [1].

The RED mechanism is first described in [2]. The basic idea of RED is that
a gateway employing RED detects congestion earlier by computing the average
queue length and drops randomly the packets in buffer if the computed length
remains between minimum and maximum thresholds configured manually by
network administrators. Although RED has some merits points, the selection
of optimal values on parameters is still an open issue according to network
and traffic situation. Moreover, it is shown that a static RED cannot provide
better results than tail drop in general [3]. Thus, a dynamic RED mechanism
is the recent focus of investigations. We present our vision of dynamic RED
implementation and RED schema quality in this paper.

The remainder of the paper is organized as follows. Section 2 provides the
basic notation and proposed reliability modelling approach. For the RED buffer
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behavior a new model based on Markov chains is offered. The reliability of RED
gateway is defined by an average rate of accepted packets. In Section 3 we exam-
ine the impact of RED tuning on the reliability by taking into account stick-slip
nature of traffic intensity. The reason of RED gateway management modifica-
tion by a point-of-change detection technique is discussed. Section 4 is a brief
conclusion.

2 RED Gateway Reliability Modelling

Let us consider a RED scheme in detail. RED utilizes two thresholds, min
threshold h and max threshold H , and a exponentially-weighted moving av-
erage (EWMA) formula to estimate the average queue length, Qavg(t) = (1 −
Wq)Qavg(t − 1) + WqQ, where Qavg(t) is average queue length at time t, Q is
instantaneous queue length at time t and Wq is a weight parameter, 0 ≤ Wq ≤ 1.
A gateway implementing RED accepts all packets until the queue reaches h, after
which it drops a packet with a probability as follows π(Qavg) = maxp(Qavg −
h)/(H−h), where maxp is the maximal packet drop probability. When the queue
length reaches H , all packets are dropped with a probability of one.

Let us note that a low traffic load has a little relevance to the reliability
problem. The focus will be on the case of high traffic intensity. Therefore, it is
reasonable to take Wq = 1. Actually, if the offered load is excessive, then the
probability of buffer overflow is high. Hence, we have to use an aggressive strategy
of packet rejection. Assume that packet arrivals form a Poisson process with rate
λ. The processing times of the packets in gateway are independent exponentially
distributed random variables with mean 1/µ. These are generally accepted in the
literature. Packets are processed in their order of arrivals. Probability of Q equals
n, n = 0 . . .H − h we denote by pn.

The state diagram is given by Figure 1 where the number Q is the state
index. As the state diagram shows, when Q exceeds the min threshold h, a part
of incoming traffic should be dropped. Thus, the buffer enters state h + i with
probability αi−1, i = 2...H − h. Let us remark αi = 1 − π(h + i). Writing down
and solving the steady-state balance equations, we get

pi = ρip0, i = 1 . . . h + 1,

ph+1+i = ρh+1+iα1α2 . . . αip0, i = 1 . . .H − h + 1,

where ρ = λ/µ and p0 = ((ρh+2 − 1)/(ρ − 1) +
∑H−h−1

i=1 ρh+1+iα1 . . . αi)−1.
Let us now define a reliability of RED gateway. The rate of packets dropping

before threshold H depends on Q. Then Average Drop Rate is calculated by

ADR =
H∑

i=h+1

π(i) ∗ pi.

Here π(H) = 1, that means total-lot blocking of packets.
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Fig. 1. Markov chain for RED gateway buffer

Actually, we have estimated an unreliability of the gateway. The packets are
normally (but not always) assumed to be rejected with rate ADR. It is reasonable
to define that a reliability R of gateway equals 1−ADR. It is a metric of successful
packet acceptance or quality of RED schema. As we can see the considered
reliability drastically depends on traffic intensity. Thus, the choice of appropriate
RED parameters depends on the arrival rate.

3 Improving the Reliability of RED Gateway

It is often convenient to assume that the external packet traffic entering a RED
gateway can be modelled by stationary stochastic process that has a constant
packets arrival rate. This approximates a situation where the arrival rate changes
slowly with time and constitutes what we refer to as the quasistatic assumption.
When there are jumps of offered load intensity, this assumption is violated. In
this case a behavior of packet arrivals remains quasistatic property on separate
time durations. Using results of previous section, the optimal RED parameters
can be calculated for concrete packets arrival rate. But produced RED tuning
can be the worst for other packets arrival rate. In other words, if probability
of gateway buffer overflow is very small, then it is not reasonable to worsen
reliability (packets acceptance) by RED using. Drop Tails approach is more
preferable. On the other hand, if incoming flow has got a hard rate (for example,
because of DDoS attack) then protection policy should be aggressive.

Please refer to Figure 2. Calculations of reliability are made under h=2,
H=128. The figure shows that the RED gateway reliability degrades along with
traffic load increase. It was expected. But we can see the pattern of reliability
behavior is also changed. If ρ = 1.2 then preferable maxp = 0.6. But optimal
maxp value is differ under other ρ. If a change of traffic intensity is detected
then use of optimal parameters maxp gives a reliability improvement from 0.5
percent (case of ρ = 1.1) to 3.8 percent (case of ρ = 1).

Thus, reliability of the RED gateway can be improved if RED parameters are
recalculated for differ packets arrival rates. For this purpose, a mechanism of
incoming flow intensity detection can be applied. The estimation of a moment
of random process parameter changing is known as point-of-change problem
(discard problem). Appropriated algorithm for discard detection under Poisson
process had been proposed in [4].
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4 Conclusion

On of the key network technologies is RED gateway management. For these rea-
sons, it is important to consider the nature of RED parameters, and the manner
in which it depends on the reliability of the RED gateway. In this paper the model
of RED buffer behavior is offered. Its use requires simplifying assumptions but
the proposed model provides a basic for adequate reliability estimations. We
have shown that the stick-slip nature of traffic intensity has an essential impact
on the reliability of RED gateway. Thus, dynamical tuning of RED parameters
has an advantage. By this reason we offer to include point-of-change detection
technique in RED gateway management.
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Abstract. The IEEE 802.11 DCF mechanism does not present perfor-
mance differentiation, because Best-effort-Service is used for the degree
of importance of packets. The Enhanced Distributed Coordination Func-
tion (EDCF) mechanism of IEEE 802.11e supports QoS. According to
the degree of importance of packets, packets are assigned priority and
control parameters are assigned difference values. Through differentiation
of theses parameters, differentiated services can be provided to various
priority packets (classes) in terms of throughput, packet loss rate, and
delay. In this paper, parameters of the IEEE 802.11e EDCF mechanism
for Proportional Loss Rate Differentiation Service(PLDS) between adja-
cent priority classes are investigated through mathematical analysis and
network simulation.

1 Introduction

The DCF mechanism only provides a best-effort service, even though the impor-
tance of packets or type of packets (real-time or non real-time) exists [1].IEEE
802.11e Enhanced DCF (EDCF) supports QoS. The MAC method of the EDCF
mechanism is similar to the DCF, with the exception that EDCF applies a dif-
ferent value to control parameters, according to the packet type, to support QoS
[3]. The Markov chain model is used frequently for mathematical analysis of
the IEEE 802.11 mechanism [2]. However, Markov chain analysis in [2] had two
problems, ignoring the cases of dropping packets and the frozen slot time. Ref.
[4] uses a modified Markov chain model for mathematical analysis of the IEEE
802.11e EDCF mechanism. In the case of [4],this includes two cases that are
not considered in [2]. In this paper, based on [4] and [5], we will find out which
control parameters such as the CWmin/CWmax, retry limit, AIFS, and so on., in
IEEE 802.11e EDCF mechanism have the most effect on loss rate. In addition, in
order to obtain a proportional and differentiated performance between adjacent
priority classes, a method of setting the most dominant parameter in QoS, is
proposed.

2 Mathematical Model of Packet Loss Rate

In order to support QoS, IEEE 802.11e EDCF classifies the packets and the
packet map into four access categories (ACs), according to priority. AC
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denotes AC[i] (i=0,1,2,3) for distinguishing priority. A smaller value of i rep-
resents higher priority. Each AC[i] is assigned different values of parameters
(CWmin[i]/CWmax[i], AIFS[i], etc). A default value of IEEE 802.11e EDCF pa-
rameters is defined in [3].

The backoff stage increases by one, in the case where a station does not
transmit a packet. If collision occurs continuously, the backoff stage continues to
increase. As presented in Fig. 1 of ref. [5], the backoff stage increases until the
maximum retry limit, i.e., L. At the maximum retry limit, if the packet collision
occurs with the backoff stage, and it is the same as the value of maximum retry
limit, the packet will be dropped. The packet-loss-rate is defined by the following
equation.

Let Pi,loss(i=0, , N-1) denote the packet-loss probability for the priority i
class.

Pi,loss = pLi+1
i (1)

As pi of Eq. (1) is the probability that a transmitted packet collides, refer to Eq.
(9) of ref. [5].

3 Analysis of Proportional Differentiation Service in Loss
Rate

In Proportional Loss Rate Differentiation Service(PLDS), the goal is to have the
packet loss rate ratio between the adjacent i-th priority class and i+1-th priority
class, at a certain value (KL) such as Eq. (2).

Pi+1,loss

Pi,loss
=

p
Li+1+1
i+1

pLi+1
i

� KL (2)

The desired loss rate ratio is assigned a KL. When taking the logarithm to Eq.
(2),

log KL = (Li+1 + 1) log pi+1 − (Li + 1) log pi (3)

Arrange Eq. (3) in terms of Li+1. Then log pi and log pi+1 are considered as
nearly same value for our approximation. Therefore,

Li+1 ∼= Li +
log KL

log pi+1
= Li +

log KL

a (n) log n
(4)

Where n and a(n) are the number of nodes and a related constant value to
compensate the relationship between log pi+1 and log n, respectively. From Eq.
(4), guidance of PLDS between adjacent classes can be derived. When the value
of Li is provided, the KL for the desired ratio between adjacent priority classes
is assigned, and the collision probability pi+1 calculated according to the station
number (n) is obtained, Li+1 can be found out, and should be set for PLDS.
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4 Numerical and Simulation Results

In this section, the validation of PLDS through numerical and simulation re-
sults is provided. For basic parameter setting, the IEEE 802.11 FHSS system
parameters of ref. [2] are referred to.

In both numerical and simulation by the NS-2 simulator, priority classes are
divided into classes 0, 1, and 2 (class 0 represents the highest priority). The
number of each priority class station is assumed to be identical. The numerical
and simulation results are performed at the number of each priority class station,
from 4 to 15. That is, the number of total stations (or nodes) varies from a
minimum value of 12 to a maximum value of 45 nodes.

In order to present validation of PLDS, except for retry limit (Li), which most
influencing parameter for PLDS, it is assumed that other control parameters
remains as the same cross classes. The CWmin of all classes is 16, maximum
backoff stage of all class is 2, and initial value of L0, i.e., maximum retry limit
of the highest priority class 0, is fixed at 4. When the node number is counted
and the ratio (KL=2) for PLDS is provided, then L1, i.e., 3, and L2, i.e., 2, can
be calculated through Eq. (2). However the calculated value through Eq. (2)
is not the exact difference with the number 1. The result is actually a decimal
smaller than the number 1. However, the value of the maximum retry limit
should have an exact positive number. Therefore, the difference of the retry limit
between adjacent priority classes is approximately applied as 1. Fig. 1(a) presents
numerical results for the loss rate of classes and Fig. 1(b) presents the simulation
results for loss rate of classes. When Fig. 1(a) is compared with Fig. 1(b), little
difference exists. This is due to NS-2 random execution. In addition, Fig. 1(c)
(regarding analysis) and Fig. 1(d)(regarding simulation) confirms whether the
desired ratio is obtained through PLDS.

When the number of the station (or node) is minimal, i.e., the nodes for each
class consist of approximately 2∼6 numbers, PLDS deviates considerably from
the desired ratio. This affects the absolute value of log p.

5 Conclusion

In this paper, mathematical analysis of the loss rate for the proposed PLDS
is derived, in order to provide proportional and differentiated services among
different priority classes in the IEEE 802.11e mechanism. In addition, validation
of PLDS is proven through NS-2 simulation results.

As a result, the desired loss-rate according to the type of packets is provided in
the case where data is transmitted. The maximum retry limits are very sensitive
to packet loss, and are applied differently to each packet, depending on the type
of transmitted packets. Therefore, users can directly control the condition of a
network. If the packet should not be lost, a larger maximum retry limit is applied
to recover packet loss. In addition, if the packet is less affected by dropping, the
packet takes maximum retry limit that is smaller than that of sensitive packet.
Through this technique, the complexity of a network can be reduced.
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(a) Analysis: KL = 2 (L0 = 4, L1 =
3, L2 = 2)

(b) Simulation: KL = 2 (L0 = 4,
L1 = 3, L2 = 2)

(c) Analysis: loss rate ratio (d) Simulation: loss rate ratio

Fig. 1. Analysis and simulation results
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Abstract. In 3G-WLAN integrated networks, for high data-rate WLAN (Wire-
less LAN) network the user wants to maintain the WLAN connection as long as 
possible and then switch to the overlaying 3G cellular data service dynamically. 
Thus, we propose a new dynamic threshold for seamless vertical handoff, are 
used to more long maintain the WLAN connection compared to fixed threshold, 
thus total WLAN usability is increasing. We present the design architecture of 
the proposed method and evaluate its performance in a network environment. 

1   Introduction 

3rd Generation cellular and WLANs will complement each other to provide ubiquitous 
high-speed wireless Internet connectivity to mobile users. Therefore, it is important to 
consider dual mode users roaming in between 3G cellular and WLANs. In order to 
provide a convenient access of both technologies in different environments, inter-
working [1] of the two networks are regarded as a very important work. 

In this paper, we propose a new mechanism for obtaining link layer indication is 
dynamically transported to the upper layer (network layer). The dynamic threshold as 
function of mobile node speed be used to information of triggers for low latency 
MIPv4 [2] and fast MIPv6 [3]. To extend the WLAN service time we will find the 
optimal value for dynamic threshold to relate with RSS (Received Signal Strength) 
and mobile speed. The fixed threshold value which is not considered user speed can-
not be fully used to maintain WLAN service as long as possible. But the proposed 
dynamic threshold which is adapted user speed has more advantage than general 
mechanism. We show improvement of the utilization of during WLAN service. 

In Section 2, problems are formulated, and core part of algorithmic for dynamic 
threshold. Simulations are performed in Section 3 to validate the proposed approach. 
Finally, the summary of the result are presented in the conclusion section. 

                                                           
*  This research is supported by the ubiquitous Autonomic Computing and Network Project, the 

Ministry of Information and Communication (MIC) 21st Century Frontier R&D Program in 
Korea. 
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2   Handoffs Optimization 

This section presents the vertical handoff triggers analyses. In case of fixed threshold 
value to trigger, the handoff from 3G cellular network to WLAN carried out irrespec-
tive of mobile node speed. When a mobile node moves from one network to another, 
if the preparation time of fast handoff is larger than WLAN sojourn time related to 
mobile node speed, the handoff failed and occurred the packet loss. If the mobile node 
speed is too slow in case of fixed threshold value, instead, handoffs are triggered too 
late and thus WLAN service time is reduced. Thus in this paper, we have considering 
dynamic threshold as function of mobile node speed. In this case the mobile node 
speed is too slow, threshold is alter to small value, instead, handoffs are triggered too 
early and thus WLAN service time is increasing and total utilization is increasing. 

To find the optimal dynamic threshold values (THd and TLd) we set up a test to relate 
RSS and user speed. Generally, the channel propagation model used for RSS is given by 
[4]. For analysis simplicity, we are assumed the RSS on WLAN link shown as Fig. 1. 

 

Fig. 1. A vertical handoff from 3G cellular to WLAN 

We use the following variables to determine the vertical handoff analysis. Where R 
is received signal strength, d is diameter of WLAN coverage, 1δ   and 2δ  are handoff 
prepare time from 3G to WLAN and from WLAN to 3G, respectively. Specifically, it 
shows the WLAN signal observed by the client over time. At t1, when the signal 
strength exceeds the threshold, TH, the client will attempt to use the WLAN airlink. 
Similarly at time t2, when the signal strength drops below the threshold, TL, the client 
will revert to the 3G airlink. Two thresholds, TH and TL, are used to avoid unnecessary 
handoffs that can result in poor connection. In this paper, two threshold is using to 
instead of dwell timer.  

We omit the detailed derivation of dynamic threshold values for lack of space, thus 
we show the resulting and proposed perspective of that. The user speed is related with 
the slope of the RSS. We have to find the dynamic threshold satisfied the following 
equation. 

( 1) ( )

( 1) ( )Hd H

R t R t
T

T t T t
δ+ −=

+ −
, 2

( 1) ( )
( )

( 1) ( )Ld L

R t R t
T

T t T t
δ δ+ −= +

+ −
 (1) 
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The procedure is now concerned with the THd and TLd in which can be written as a 
function of velocity (V), and hence finding the value of THd  and TLd. If shadowing 
fading is existed, the slope of the RSS (dBm per unit second or dBm per unit meter) 
be calculated to use smoothing method, following by 

1 1 (1 )t t tR R Rα α+ +∇ = ∇ + − ∇  (2) 

Thus, as we are considering the previous quantity, we avoid to abrupt change quan-
tity in the WLAN environments. is the memory factor. 

The proposed perspective of dynamic threshold calculation procedure is shown in 
Fig. 2. To calculate the dynamic threshold, firstly, a MN has to scan the AP signal. If 
the RSS is larger than RMIM, the MN has to measure a change quantity of the RSS per 
unit time. Because the change quantity of that is proportion to the mobile velocity, we 
can be estimated the mobile velocity. At this time, if the GPS or ToA information is 
available, the mobile velocity is correction for the higher prediction accuracy. Using 
(2), we calculate the dynamic threshold. This dynamic threshold is sensitivity to the 
mobile velocity. According to the MN velocity, the dynamic threshold becomes  
altered to extend the WLAN service time more than 3G networks. If the RSS is larger 
than THd or is smaller than TLd, then the seamless vertical handoff be started. We make 
the L3 handoff as closer as the L2 handoff, then the MN has low latency. 

 

Fig. 2. The procedure of the dynamic threshold calculation 

3   Numerical Analysis 

The proposed procedure is tested with a number of numerical examples for the over-
laid structure. The WLAN constitutes the lower layer of the two-layer hierarchy. The 
WLAN are overlaid by a large 3G networks, which forms the upper cell layer. In our 
system, mobile node are traversing the coverage are of the WLAN and 3G network. 
The diameter of the WLAN is assumed to be 100d m= . The downward (from 3G to 
WLAN) vertical handoff preparation time and the upward (from WLAN to 3G) verti-
cal handoff preparation time are assumed to 1 500msδ =  and 2 500msδ = , respec-

tively. And we are assumed to 1secHδ =  and 1secLδ = . From Fig. 1, the WLAN 

service time is given by 

2 3 2service timeWLAN µ µ δ= + +  

Fig. 3 illustrate the WLAN service time as user speed. As the figure indicated, the 
WLAN service time of the proposed method is longer than the fixed threshold below 



 Dynamic Handoff Threshold Algorithm Using Mobile Speed 959 

the user speed with 30 m/sec. Thus, the dynamic threshold to low speed user have add 
benefit that the WLAN service time is a more long than fixed threshold. In the mobile 
velocity at 1m/sec, the WLAN service time is extended to 1.7 times, compared to 
fixed threshold. Thus, we have to apply the dynamic threshold in the mobile velocity 
at below 30m/sec. Our simulation is easily extended to the real received signal model 
for longer the WLAN service time. 

 
Fig. 3. WLAN service time as user speed 

4   Conclusion 

We have proposed a dynamic threshold for slow moving user and simply analysis the 
dynamic threshold in order to improve the utilization of WLAN more than 3G cellular 
network. The analysis results show the dependency of the WLAN utilization im-
provement upon the dynamic threshold, THd and TLd. The dynamic threshold has 
shown to be an important system parameter that the system providers should deter-
mine to produce better utilization improvement.  
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Abstract. Grid technologies enable sharing various types of large-scale
data resources generated by many unknown users for day by day jobs
done at work. Finding the required data there in an easy manner is
really necessary but laborious. Monitoring and information service(MIS)
is very important in huge distributed systems such as grid and effective
in data probing. Here we develop data indexing system(DIS) to provide
the efficient data access to users based on OpenLDAP for the distributed
environment. According to the comprehensive evaluation, DIS shows the
better performance in terms of response time and scalability for the large
number of users. It is also expected that the proposed system can be
applied to globus system.

1 Introduction

Proportional to the increasing number of scientific disciplines, large data col-
lections are emerging as important community resources. In domains as diverse
as global climate change, high energy physics, and computational genomics, the
volume of interesting data is currently measured in terabytes and will soon total
petabytes. This combination of dataset size, geographic distribution of users and
resources, and computationally intensive analysis results in complex and strin-
gent performance demands that cannot be satisfied by existing data management
infrastructure. A large scientific collaboration may generate many queries, each
involving access to gigabytes or terabytes of data. The efficient and reliable ex-
ecution of these queries may require careful management of terabyte caches,
gigabit data transfer over wide area networks, scheduling of data transfers and
supercomputer computation[1].

At present, few studies have been published that quantitatively evaluate the
performance of the current monitoring and information services in distributed
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vised by the Institute of Information Technology Assessment, IITA-2005-(C1090-
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systems. The Relational Grid Monitoring Architecture(R-GMA)[2] monitoring
system is an implementation of the Grid Monitoring Architecture(GMA). It is
based on the relational data model and Java Servlet technologies. Its main use
is the notification of events that is, a user can subscribe to a flow of data with
specific properties directly from a data source. Hawkeye[3] is a tool developed
by the Condor group and designed to automate problem detection, for example
to identify high CPU load, high network traffic, or resource failure within a
distributed system.

In this paper, DIS based on Open source implementation of the Lightweight
Directory Access Protocol(OpenLDAP) which is included in Monitoring and
Discovery Service(MDS2)[4], is developed in Globus environment. The Globus
Toolkit(GT)[5] has been developed since the late 1990s to support the devel-
opment of distributed computing applications and infrastructures. MDS2 is the
grid information service used in GT. It uses an extensible framework for man-
aging static and dynamic information regarding the status of a computational
grid and all its components: networks, computing nodes, storage systems, in-
struments, and so on. MDS2 is built on top of OpenLDAP[6]. That is the pre-
dominant Internet directory access protocol and hence is also used in Public
Key Infrastructure. It stores certificates and provides efficient access methods
by harnessing storage means with communication mechanisms.

2 Proposed DIS

2.1 DIS Architecture

The topology consists of four Linux machines with hostnames monet{156, 157,
158, and 164}.skku.ac.kr set up on a 100Mbps LAN. Fig. 1 presents DIS archi-
tecture with MDS2. Host monet164 serves Grid Index Information Service(GIIS)
and remaining monet{156, 157, and 158} nodes only serving Grid Resource
Information Service(GRIS) include DIS. Each GRIS reads the information re-
garding the science data, and generates the Lightweight Directory Interchange
Format(LDIF) data objects. Then, it registers LDIF to GIIS. Therefore, GIIS
maintains entire information such as the index of data names and sizes of each
host that operates on the system. Hence, the authorized user accesses to GIIS
and searches for information that the user wants. DIS interoperates with MDS2
on the Globus Toolkit, therefore the architecture that supports many GIISs can
be expanded to prevent the single point of failure.

2.2 Development Procedure for DIS

In order to develop DIS, the first step is to define schema, which will be repre-
sented in the Directory Information Tree(DIT). We must follow the OpenLDAP
policy schema, Object Identifier(OID), and its naming convention,
because a directory service based on OpenLDAP is used. One objectclass is
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Fig. 1. DIS architecture with MDS2

defined with six attributes, in order for metadata of data to represent the infor-
mation in DIS.

The second step is to create Data Information Provider Module(DIPM) which
extracts the specific information from the data. It is a program that represents
the data of every host maintained in Virtual Organization(VO). In other words,
DIPM reads and represents information of the specific directory in the host. Now
only the name and size of data for the information are defined. In this research
the aim is to expand DIPM according to the characteristic of science data stored
in the host. DIPM operates by reading the name and size of each data, also the
count and size of entire data. It is the expansion module of the slapd server
using the OpenLDAP generic modules API, operating on the cache memory in
the slapd server, and GRIS backend. DIPM is called by the function of fork() and
exec() in GRIS backend and returns LDIF data objects based on the previously
defined schema. In other words, it receives single data that consist of add and
delete commands, such as the configuration file by an input. It creates the LDIF
data objects, the specific information according to the LDAP schema, and then
transmits this to the GRIS backend as an output. As a result, DIPM is a core
module in DIS.

The last step is that enables DIS by the modification of the environment
configuration. In order to interoperate with MDS2, DIS is identified by MDS2.
Some information must be modified to the grid-info-resource-ldif.conf file that
is a configuration file of MDS2. For interoperation of the proposed system with
MDS2, the required information includes a Distinguish Name(DN), objectclass,
information of DIPM, arguments, cache time, time limit, size limit, and so on.
The relatively short interval time of the cache memory, which is 1,800 seconds,
is defined because of the characteristics of the science data that has considerable
information movement.
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Fig. 2. Performance comparison with information servers

2.3 Performance Evaluation

The goal of the experiment is to compare the scalability of the existing informa-
tion systems with the proposed DIS in the grid environment. The experiment is
conducted on three different systems. The R-GMA and Hawkeye are selected for
the comparison with DIS included in MDS2. The components on these systems
are classified because of the heterogeneity in terms of system architecture. At
this point, GRIS with DIS in MDS2 is compared to ProducerServlet in R-GMA
and Agent in Hawkeye. In this environment, the number of requests processed
per second and response time on each server are measured. The number of con-
current users is considered up to 500 users by running individual user processes.
The request is the average number of requests processed by a service component
per second and the response time is the average amount of time required for
a service component to handle a request from a user. The values reported in
each experiment are the average over all values recorded over 10 minutes time
span. In the Figs. 2(a) and 2(b), the request on GRIS with DIS has a linearly
increasing trend and stabilized for the requests processed per second, while both
Hawkeye and R-GMA show quite unstable trends and rather slightly fluctuate.
In addition, the response time on GRIS is superior to other systems. Especially,
the proposed system demonstrates 4 times and 10 times better than R-GMA
and Hawkeye, respectively, in terms of response time.

3 Conclusion

In this paper, DIS for a data management in distributed environment is devel-
oped. It consists of Data Information Provider Module, and creates metadata
that indices information for the data. Then it registers metadata regarding the
specific information to the previous MDS2. Through the interoperation to MDS2,
it keeps compatibility for the user of Globus Toolkit. In our future work, the DIS
will be expanded to include the search engine for meteorological data. The sys-
tem will also be included in the gridsphere for web service. This will allow users
to access to the system using a web browser, and search for the required data.
Therefore, it will provide the better convenience for users.
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Abstract. In this paper, we propose a home-network service system
that can support home services appropriate to user’s situation informa-
tion in ubiquitous computing environments. The suggested system uses
a uWDL workflow service scenario describing a user’s situation informa-
tion as service execution constraints to support context-aware home ser-
vices. The suggested system consists of a context handler and a context
mapper. The context handler represents contexts described in a uWDL
document as a context subtree, which expresses not only context data
but also relation information among services into the fields of its node.
The context mapper uses a context comparison algorithm for context
comparison between context subtrees and user’s situation information.
The algorithm can distinguish contexts that have the same values but
different types with user’s contexts and selects a context that has all
together values and types entirely equal to those of user’s contexts.

1 Introduction

For a smart home, execution of all the home services must be dependent on
user’s situation contexts, which are dynamically generated in ubiquitous envi-
ronments [1]. uWDL (ubiquitous Workflow Definition Language) is a workflow
language based on a structural context model which expresses context informa-
tion as transition constraints of workflow services [2]. Through a uWDL workflow
service scenario, an user can describe what services must be executed accord-
ing to situation information. For execution of context-aware services, we need a
method that can recognize contexts in a scenario and select a service correspon-
dent with situation information.

In this paper, we present a uWDL-based home-network system that represents
contexts described in a uWDL workflow service scenario document as rule-based
context subtrees, and derives service transition according to user’s state infor-
mation in ubiquitous environments.
� This work was supported by Korea Research Foundation Grant (KRF-2004-005-
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2 Related Work

Context in a ubiquitous environment means any information that can be used to
characterize the situation of an entity [3]. In ubiquitous environments, context
can be expressed with a RDF-based triplet form [2]. RDF(Resource Description
Framework) [4] is a language to describe resource’s meta-data and it expresses
a resource as a triplet of {subject, predicate, objective}. The existing workflow
languages, such as BPEL4WS [5], WSFL [6], and XLANG [7], do not include any
element to describe context information in ubiquitous computing environments
as transition conditions of services.

uWDL [2] can describe context information as transition conditions of services
through the <context> element consisting of the knowledge-based triplet - sub-
ject, verb, and object. The uWDL reflects the advantages of current workflow
languages such as BPEL4WS, WSFL, and XLANG, and also contains rule-based
expressions to interface with the DAML+OIL ontology language [8].

3 A uWDL-Based Home-Network Service System

3.1 A System Architecture

Figure 1 shows the architecture of the suggested uWDL scenario-based smart-
home system, which is aware of user’s situation information in ubiquitous com-
puting environments.

Fig. 1. A smart-home system’s architecture based in a uWDL workflow service
scenario
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As shown in Figure 1, the suggested system supports context-aware home ser-
vices using a uWDL service scenario, in which an user’s situation information is
described as a services execution condition. A uWDL context mapper in Figure 1
uses a context subtree for context comparison with user’s situation information.
Through the context comparison, the uWDL context mapper searches home ser-
vice networks for a home service appropriate to a user’s situation information
generated from ubiquitous computing environments. If it finds a service corre-
sponding to a specific user’s situation information, the uWDL context mapper
calls the service to offer context-aware home service to users.

3.2 A uWDL Context Handler and a uWDL Context Mapper

As a result of a parsing, the uWDL handler makes a DIAST (Document Instance
Abstract Syntax Tree) that represents the structure information of a uWDL
document as a tree data structure. At this time, a context described as RDF-
based triplet entity in a uWDL scenario is constructed as a subtree of the parse
tree. Contexts that the context mapper uses for the comparison are described
in a triplet based on RDF. Context information from the sensor network can
be embodied as a triplet consisting of subject, verb and object according to the
structural context model based in RDF. The context mapper extracts context
types and values of the entity objectified from sensors. It then compares the
context types and values of the objectified entity with those of the DIAST’s
subtree elements related to the entity. In the comparison, if the context types
and values in the entity coincide with the counterpart in the DIAST’s subtree,
the context mapper drives the service workflow. For that, we define a context
embodied with a structural context model from the sensor network as OC and
a context described in a uWDL scenario as UC. OC means a context objectified
with the structural context model, and UC means a context described in a uWDL
scenario. Also, OCS and UCS that mean each set of OC and UC.

4 Experiments and Results

For an experiment, we have developed an uWDL scenario for home-network
services through PDA. The example scenario is as follows: John has a plan to
go back his home at 8:00 PM, take a warm bath, and then watch a recorded
TV program, which he wants to see after a bath. When John arrives to his
apartment, an RFID sensor above the apartment door transmits John’s basic
context information (such as name, notebook’s IP address) to the uWDL home
server. If the conditions, such as user location, situation, and current time, are
satisfied with contexts described in the uWDL workflow service scenario, then
the server will prepare warm water. When he sits the sofa in the living room after
he finishes a bath, the service engine will turn on the power of TV in the living
room and play the TV program that was recorded already. For the experiment,
we use a Pentium IV 3.0 GHZ computer with 1GB memory based in Windows
XP OS as a uWDL home service engine and a PDA with 512MB memory based
in Windows CE for the experiment. Figure 2 shows the result.



968 Y. Cho et al.

Fig. 2. A result of hit-time of OC and UC according to hit-position and conditions of
OC’s s, v, and o

5 Conclusion

In this paper, we presented a home-network service system that can recognize a
uWDL workflow service scenario document, and can drive home services accord-
ing to a user’s situation information. Through experiments, we defined contexts
described in a uWDL scenario as OC and contexts objectified from ubiquitous
computing environments. We showed an experiment in which the uWDL map-
per compared contexts of UCSs and OCSs through the context comparison al-
gorithm, and measured hit-times and service transition accuracy to verify the
efficiency of the algorithm. Through the results, we found that the hit-times were
reasonable in spite of increment in the OCs amounts. Therefore, this uWDL con-
text comparator will contribute greatly to the development of the context-aware
application programs in ubiquitous computing environments.
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Abstract. To guarantee Quality of Service, routers should automati-
cally determine routing paths in order to satisfy service requirements
efficiently, based on link state information as well as network topology.
Link State Database (LSDB) in routers should be well managed in order
to reflect the current state of all links effectively. However, there is a
trade-off between the exact reflection of the current link status and its
update cost. In this paper, a simple-adaptive LSU algorithm to adap-
tively control the generation of link state update messages is proposed
and its performance is compared with those of four existing algorithms
by intensive simulations.

1 Introduction

In general, in order to guarantee QoS, routers determine routing paths by con-
sidering link state information as well as network topology. Therefore, it is im-
portant that routers know link state information to calculate the routing paths,
i.e., information in Link State Database (LSDB) resided in all routers should be
well managed. To reflect the link status in the LSDB, routers transmit LSU mes-
sages to their neighbors. If routers generate Link State Update (LSU) messages
inordinately, the router performance is reduced due to the processing of LSU
messages [1]. However, in the case that link state information is not updated
appropriately, route setup requests may be rejected even though routes exist.
This problem with QoS routing therefore can be characterized by the trade-off
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between the accuracy of link state information and the overhead incurred by
exchanging this information [2].

Many algorithms exist for determining the instant of transmitting LSU mes-
sages, i.e., Period Based (PB), Threshold Based (TB), Equal Class Based (ECB),
Unequal Class Based (UCB) LSU algorithm [3], [4], Dynamic Threshold Based
(DTB) [5], and Second-moment Based (SB) [3] LSU algorithms. The existing
LSU algorithm uses fixed value(s) in order to decide transmission of LSU mes-
sages, therefore they cannot effectively perform under different network topolo-
gies and traffic conditions. erfectly to network conditions.

2 The Proposed Algorithm

Since the existing algorithms use fixed value(s) in order to determine the trans-
mission instant of LSU messages, they may perform ineffectively depending on
varying network topology and traffic conditions. To overcome this disadvantage,
a Simple Adaptive (SA) LSU algorithm is proposed, where parameter values
adaptively change as the link state changes.

In the proposed algorithm, in order to determine whether to transmit LSU
messages, routers observe available bandwidth and the number of serving con-
nections on a link. For every request for a connection setup (or release), the
available bandwidth increases (or decreases) by the corresponding request band-
width, and the number of connections served increases (or decreases) by one. If
LSU messages are flooded, all receiving routers update their LSDB as informa-
tion contained in LSU messages.

Let Bn be the available bandwidth value stored in the LSDB. In addition,
let B̃(t) and Ñ(t) be the current available bandwidth on links and the number
of serving connections on a link, respectively, immediately prior to making the
decision to transmit LSU messages. Routers transmit LSU messages to their
neighbors if the following condition is satisfied.

|Bn − B̃(t)| ≥ B̃(t)

Ñ(t)
(1)

⇐⇒ |Ũ(t) − Un|
1

≥ C

Ñ(t)
− Ũ(t)

Ñ(t)
, (2)

where Ũ(t) denotes unavailable bandwidth immediately prior to making a de-
cision to transmit LSU messages, Un indicates unavailable bandwidth stored in
the LSDB, and C expresses the total capacity of one link.

Consequently, in the SA LSU algorithm, if the variation in used bandwidth
per service is equal to or larger than the mean available bandwidth per con-
nection, expected at the instant of the next link state update, LSU messages
are transmitted. Unlike the other algorithms, since the SA LSU algorithm only
uses the control parameters about link state, it is able to effectively update the
LSDB.
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3 Performance Evaluation

In order to evaluate the performance of the proposed algorithm, an MCI topol-
ogy consisting of 18 nodes and 30 bidirectional T3 links (45 Mbps) is considered
[3]. Each connection request is defined as (s, d, breq), where s, d, and breq de-
note source node, destination node, and request bandwidth, respectively. For
each connection, s and d are different and randomly selected from 18 nodes.
In addition, breq is uniformly chosen in (3Mbps, 7Mbps), and it assumes that
connection requests arrive as a Poisson process with the mean arrival rate λ
and holding duration of connections is determined by the exponential distribu-
tion with the average service rate µ. Therefore, total offered traffic load is equal
to λ/µ.

As performance measures, the number of updates per unit time and blocking
probability are defined. The number of updates per unit time is defined that the
total number of LSU messages transmitted is divided by the total simulation
time. The blocking probability of connection requests is defined as

Pblock =
Nblock

Ntotal request
(3)

where Ntotal request is the total number of connection requests and Nblock is the
number of blocked connection requests.

In general, performance of the existing algorithms relies heavily on the used
values of control parameters. For each of them, the specified value(s) are deter-
mined as the pseudo-optimal value(s) of parameter(s) if the blocking probability
is close to that of the basic LSU algorithm in which LSU messages are generated
whenever the available bandwidth varies. For the MCI network and µ = 1/sec.,
the pseudo-optimal values of control parameters considered for the the existing
three algorithms are th = 0.2 for TB, R0 = 0.1 and ∆th = 0.5 for DTB, and
th = 0.03 for SB LSU algorithm. These pseudo-optimal values are used in order
to evaluate the performance of the three existing algorithms.

For µ = 1/sec., the blocking probabilities of the four existing algorithms, and
the proposed algorithm is presented in Fig. 1. The blocking probability of the
basic LSU algorithm provides the least margin of those, because this algorithm
makes an update of the status-changed information immediately when routers
sense link status change. The blocking probability of the connection requests
increases in proportion to the traffic load. Each existing LSU algorithm with the
pseudo-optimal value(s) demonstrates a blocking probability which is analogous
to that of the basic LSU algorithm. In addition, the blocking probability in the
proposed LSU algorithm is similar to that of the basic LSU algorithm.

Fig. 2 presents the LSU rates varying traffic load. In the three existing LSU
algorithms, the parameter value(s) are fixed.

On the other hand, in the SA LSU algorithm, the values used to determine
LSU message transmissions are calculated considering network traffic conditions.
Therefore, routers effectively transmit LSU messages and make the smaller num-
ber of updates than the existing LSU algorithms.
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Fig. 1. Blocking probability Fig. 2. LSU rate

4 Conclusions

In this paper, the SA LSU algorithm is proposed and its performance is evaluated
by simulations. Existing LSU algorithms decide to transmit LSU messages by
fixed parameter value(s). Therefore, the associated performance may degrade
with varying network conditions. However, since the SA LSU algorithm decides
whether to transmit or not LSU messages by parameters which are calculated
from traffic conditions, the associated performance dose not depend on traffic
conditions. In addition, in the proposed LSU algorithm, while the LSU messages
are transmitted less than existing LSU algorithms, the blocking probability of
connection requests is similar to that of existing LSU algorithms. Additionally,
because the SA LSU algorithm requires simple computations, it may be easily
implemented in QoS routers.
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Abstract. We studied the performance of contention based medium
access control (MAC) protocols. We used a novel technique for estimating
the throughput, and other parameters of interest, of such protocols. In
this paper, a new assumption for the theoretical throughput limit in
the distributed CSMA based MAC algorithm is introduced. Through
the performance analysis and simulation studies, the proposed algorithm
shows significant performance improvements in CSMA based wireless
networks.

1 Introduction

In many performance analysis papers for the binary exponential backoff based
CSMA algorithms, the performance analysis starts from the assumption that all
stations have the same average contention window range in steady state [1]-[3].
The same average contention window range for all active stations can be under-
stood that all stations have the same average probability of packet transmission
in steady state. The performance of many binary exponential backoff based MAC
algorithms, including the IEEE 802.11 MAC algorithm, can be explained well by
using the assumption that all stations have the same average contention window
range in steady state. Furthermore, the optimum value which will minimize the
wasting overheads during the contention procedure can be derived for a given
number of active stations [1]-[3]. However, there are still the wasting overheads
come from the inherent limitation of the assumption that all stations have the
same contention window range for packet transmission in steady state.

2 Enhanced CSMA

Under high traffic load and under some ergodicity assumption, we can obtain
the simplified expression for the throughput:

ρ =
m̄

E[Nc](E[Bc] · ts + m̄ + DIFS ) + (E [Bc ] · ts + m̄ + SIFS + ACK + DIFS )
(1)

where E[Nc] is the average number of collisions, E[Bc] is the average number of
idle slots.
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From this result, we can see that the theoretical throughput limit would be the
following: a successful packet transmission must be followed by another successful
packet transmission without any overheads, in which case, E[Nc] = 0, E[Bc] = 0.

If we could develop a contention-based MAC algorithm, which assigns a back-
off timer 0 to the station in transmission while assigns all other stations’ back-
off timers to ∞ for each contention cycle, then we could achieve the perfect
scheduling, leading to the theoretical throughput limit. Unfortunately, such a
contention-based MAC algorithm does not exist in practice. However, this does
provide us the basic idea how to improve the throughput performance in the
MAC algorithm design. We can use the operational characteristics of the perfect
scheduling to design more efficient contention-based MAC algorithm. One way
to do so is to design a MAC protocol to approximate the behavior of perfect
scheduling. To achieve the similar operational characteristics of perfect schedul-
ing, the proposed MAC algorithm provides the following design factors: Large
contention window range & small idle slots, long-term fairness, backoff timer
realignment.

3 Performance Evaluations

We consider two kinds of contention window sizes, one for the whole contention
procedure including deferring conditions, E[CW ], and the other for the case
of transmitting a packet, E[CW ]PkSend. The relation between the average con-
tention window size for each contention procedure E[CW ] and the probability
of a successful packet transmission for one station psuc,1 is given by the following
equation.

psuc,1 =
E[CW ]∑

i=1

1
E[CW ]

· (E[CW ] − i

E[CW ]
)M−1 (2)

Furthermore, the summation of the probability of collision and the probability
of deferring for one station is given by the following equation: 1 − psuc,1 =
pcol,1 + pdefer,1.

The contention window size for each contention procedure is increased by the
increasing factor (IF) when a station experiences either a collision or a deferred
situation, and goes to the minimum value with a successful packet transmission.
Therefore, the average contention window size for each contention period is

E[CW ] = psuc,1 × minCW + (1 − psuc,1) × E[CW ] × IF (3)

If we use the above equations (2) and (3), we can use an iterative process to
obtain the average contention window size for each contention procedure E[CW ]
and the probability, psuc,1, of a successful packet transmission for one station. If
the number of stations in the network is M , the total probability of successful
packet transmission for the whole network is psuc,total = psuc,1 ·M and the total
average probability of collision for the whole network is pcol,total = 1− psuc,total.
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Fig. 1. Distribution for Contention Window Size

Now, we can calculate the average number of collisions for a successful packet
transmission

E[Nc] =
pcol,total

psuc,total
(4)

To calculate the average idle backoff slot number E[IdleSlot]/tslot, we need the
probability of sending a packet at each contention window size E[CW ]PkSend. In
Figure 1, an example of the distribution of contention window sizes for sending
a packet in steady state is shown for the minCW = 32, maxCW = 256, IF = 2
case. In the 10 station case, 51% of stations have contention window size of
sending a packet at CW = 32, 9% of stations have CW = 64, 3% of stations
have CW = 128, and 37% of stations have CW = 256. As the number of stations
increase, we can see the operational characteristics of the proposed algorithm
follow those of the perfect scheduling. The average contention window size of
sending a packet is

E[CW ]PkSend = 32 × pPkSend,32 + 64 × pPkSend,64 + 128 × pPkSend,128

+256 × pPkSend,256 (5)

where pPkSend,i is the probability that a packet is transmitted with a contention
window size i.

The average number of idle backoff slots is given by the following equation

E[IdleSlot]/tslot =
E[CW ]PkSend−1∑

i=1

i × (E[CW ]PkSend − i)M−1

(E[CW ]PkSend)M
(6)

In Figure 2, the throughput results of the proposed algorithm, the improved
DCF (under the assumption that all stations have the same contention window
range) and the IEEE802.11 MAC are shown for 10 and 50 contending stations,
respectively. We can see that the throughput of the proposed MAC is significantly
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improved compared with other MAC algorithms and close to the theoretical limit
of perfect scheduling as the average packet size is increased.

4 Conclusions

The general assumption that all stations have the same contention window range
in steady state results in sub-optimal solutions for performance analysis of dis-
tributed contention-based MAC algorithms because of its inherent limitations.
We present a new assumption for the theoretical throughput limit from observ-
ing the operational characteristics of the perfect scheduling CSMA algorithm.
The proposed algorithm based on the new assumption significantly improves the
throughput performance and still provides easy implementation property in wire-
less networks. Extensive performance analysis and simulation studies for various
performance factors have demonstrated that the proposed algorithm reduces the
wasting overheads come from each contention procedure.
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Abstract. A password-authenticated key exchange (PAKE) protocol
in the three-party setting allows two users communicating over a public
network to agree on a common session key by the help of a server. In the
setting the users do not share a password between themselves, but only
with the server. In this paper, we explore the possibility of designing
a round-efficient three-party PAKE protocol with a method to protect
against undetectable on-line dictionary attacks without using the ran-
dom oracle. The protocol matches the most efficient three-party PAKE
protocol secure against undetectable on-line dictionary attacks among
those found in the literature while providing the same level of security.
Finally, we indentify the relations between detectable on-line and un-
detectable on-line dictionary attacks by providing counter-examples to
support the observed relations1.

Keywords: Cryptography, password-authenticated key exchange, dic-
tionary attacks, round complexity, mobile network security.

1 Protocols for PAKE in the Three-Party Setting

We now present our two protocols 3PAKE1 and 3PAKE1 for PAKE in the
three-party setting. 3PAKE1 is designated to protect passwords from detectable
on-line and off-line dictionary attacks and is explicit authentication. 3PAKE2 is
designated to enhance 3PAKE1 against undetectable on-line dictionary attacks
in addition to detectable on-line and off-line dictionary attacks, yet still requires
four rounds and is implicit authentication. In this paper, we assume the parties
can transmit messages simultaneously.

� This work was done while the first author visits in Kyushu Univ. and was supported
by the Ministry of Information & Communications, Korea, under the Information
Technology Research Center (ITRC) Support Program.

1 This is a very partial version of the full paper available at http://
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3PAKE1

Public information. Two primes p, q such that p = 2q + 1, where p is a safe prime
such that the decision Diffie-Hellman problem is hard to solve in G. A finite cyclic
group G has order q, and g1,g2 are generators of G both having order q, where g1 and
g2 must be generated so that their discrete logarithmic relation cannot be known.
A hash function H from {0, 1}∗ to {0, 1}l. A message authentication code (MAC),
Mac = (Mac.gen, Mac.ver). Given a random key k, Mac.gen computes a tag τ for a
message M ; we write this as τ = Mac.genk(M). Mac.ver verifies the message-tag pair
using the (shared) key, and returns 1 if the tag is valid or 0 otherwise. F is a pseudo
random function family.

Initialization. Each user Ui for i ∈ {1, 2} obtains pwi at the start of the protocol
using a password generation algorithm PG(1k) which on input a security parameter
1k outputs a password pwi uniformly distributed in a password space password. Then
Ui sends vi,1 = g

H(Ui||S||pwi)
1 mod p and vi,2 = g

H(Ui||S||pwi)
2 mod p which are verifiers

of the password to the server S over a secure channel. Upon receiving the verifiers, S
stores them in a password file with an entry for Ui. The indices are cyclic, i.e., Un+1

is U1, where n = 2.

Round 1. An initiator Ui for i = 1 broadcasts (Ui, Ui+1, S).

Round 2. Each user Ui chooses a random number xi ∈ Z
∗
q , computes Xi,S = gxi

1 ·
vi,2 mod p, and sends (Ui,Xi,S) to the server.

Round 3. Upon receiving (Ui,Xi,S), S selects a random number s ∈ Z
∗
q and computes

XS,i = (Xi+1,S/vi+1,2)s ·vi,2 mod p, and sends (S,XS,i) to each user Ui for i = {1, 2}.
Round 4. Upon receiving (S,XS,i), each user Ui computes ki = (XS,i/vi,2)xi mod p
and τi = Mac.genki

(Ui‖Ui+1‖S) and sends (Ui, τi) to Ui+1.

Key computation. Upon receiving (Ui, τi), each user Ui+1 computes
Mac.verki+1(τi). Each user Ui+1 halts if Mac.ver returns 0 or computes the
session key ski+1 = Fki+1(U1‖S‖U2) otherwise.

Remark. We have observed that the relations between detectable and unde-
tectable on-line dictionary attacks. This is, the security against detectable on-line
dictionary attacks does not necessarily imply the security undetectable on-line
dictionary attacks and vice versa. To support the observed relations we consider
counter-examples presented in this paper. For the first relation, consider our
first protocol 3PAKE1. 3PAKE1 is secure against detectable on-line dictionary
attacks but it is insecure against undetectable on-line dictionary attacks. For the
second relation, consider our second protocol 3PAKE2. We can modify 3PAKE2
to secure against undetectable on-line dictionary attacks but to insecure against
detectable on-line dictionary attacks. If the MAC verification between each user
and the server is removed in Round 4 of 3PAKE2, the protocol does not se-
cure against on-line dictionary attacks anymore because the users cannot detect
and log the failed guesses. Therefore we must independently consider the both
attacks and provide methods to resistant to both attacks when design secure
protocol for 3-party PAKE.
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3PAKE2

Same as 3PAKE1 except the following points.

Round 2. Each user Ui chooses a random number xi ∈ Z
∗
q , computes

Xi,S = gxi
1 · vi,2 mod p, and sends (Ui,Xi,S) to the server S. For i = {1, 2},

S chooses random numbers yi ∈ Z
∗
q , computes XS,i = gyi

1 · vi,2 mod p, and sends
(S,XS,i).

Round 3. Upon receiving (S,XS,i), each user Ui computes ki,S = (XS,i/vi,2)xi mod p
and τi,S = Mac.genki,S

(Ui||S||Xi,S ||XS,i) and sends (Ui, τi,S) to S.

Round 4. Upon receiving (Ui, τi,S), S computes Mac.verkS,i(τi,S) where
kS,i = (Xi,S/vi,2)yi mod p for i = {1, 2}. S halts if at least one of Mac.verkS,i returns
0 or proceeds to the next process otherwise. S selects a random number s ∈ Z

∗
q ,

and computes YS,i = (gxi+1
1 )s and τS,i = Mac.genkS,i

(Ui||Ui+1||YS,i) and sends
(S,YS,i,τS,i) to each user Ui.

Key computation. Upon receiving (S,YS,i,τS,i), each user Ui computes
Mac.verki(τS,i). Each user Ui halts if Mac.ver returns 0 or computes the session key
ski+1 = Fki+1(U1‖S‖U2) otherwise, where ki = (YS,i)xi mod p.

Security of 3PAKE2.

1. 3PAKE2 is secure against detectable on-line dictionary attacks since the
users are able to detect a failed guess by the MAC verification in Round
4. 3PAKE2 is resistant to undetectable on-line dictionary attacks since the
server is able to depart honest requests from malicious attempts. If the MAC
verification in Round 3 is failed, the server will notice that whose password to
being a target of undetectable on-line dictionary attacks and it be at a crisis.
After a small amount of failed guesses the server reacts and informs the target
user to stop any further use of the password and to change the password
into a new one. 3PAKE2 is secure against off-line dictionary attacks via the
difficulty of the decision DDH problem.

2. Key secrecy means that no computationally bounded adversary should learn
anything about session keys shared between two honest users. Especially in
the 3-party key exchange model existing a server, more desirable security
notion is that the participating server should not learn anything about ses-
sion keys shared between two honest users, additionally. 3PAKE2 provides
strong key secrecy since passwords are unguessed from dictionary attacks
and in order to learn some significant information on session keys, the ad-
versary A including S has to solve the DDH problem or break the MAC
which is selectively unforgeable against adaptively chosen message attacks.

3. Forward secrecy means that even if long-term secret keys of one or more users
are compromised, the secrecy of previous session keys established by honest
users without any interference by the adversary is not affected. 3PAKE2
provides forward secrecy under the DDH assumption. That is, even if the
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passwords of users are compromised, any adversary cannot learn any sig-
nificant information on previously established session keys under the DDH
assumption.

4. A protocol is secure against known key attack (or Denning-Sacco attack) if
the following conditions hold. First, even with the session key from an eaves-
dropped session an adversary cannot gain the ability to impersonate the
legitimate user directly. Second, an adversary cannot gain the ability to per-
forming off-line dictionary attacks on the users’ passwords from using the
compromised session keys which are successfully established between hon-
est entities. Third, a legitimate user Ui knowing pwi does not learn any
information about the partner Ui+1’s password pwi+1 from the session key
established with Ui+1. In 3PAKE2, the session keys are computationally
independent from each other. Thus, a compromised old session key is not
helpful for A in attempting known key attack. To break the second condi-
tion A has to solve the DDH problem. The security on the third condition
is also provided under the DDH assumption. That is, to successfully mount
an off-line dictionary attack from the session key established with Ui+1, Ui

knowing pwi has to solve the DDH problem, in which one’s password pwi is
not helpful in attempting the off-line dictionary attack against pwi+1.

2 Concluding Remarks

In this paper, we have proposed a three-party PAKE protocol secure against
detectable/undetectable on-line and off-line dictionary attacks without making
use of the random oracle model. However, we only provided informal security
analysis. Proving the security of our protocol in the standard model is the subject
of ongoing work.
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Abstract. The specific characteristics of Wireless Sensor Networks (WSNs) 
have changed Quality of Service (QoS) support in these networks to a challeng-
ing task. In this paper, we propose a dispatcher as part of a message routing 
component in publish/subscribe WSNs. Some works consider link-based solu-
tions to support real-time parameters in WSNs. These works do not take into 
account the dynamic behavior of WSNs with probable damaged nodes and 
links. The use of dispatcher can reduce the average message delay, whether the 
message has high priority or low priority. The dispatcher uses a scheduler to 
support real-time parameters, such as delay, and selects messages from two 
separate queues, namely, QoS queue and non-QoS queue. Simulation results 
show that our approach really reduces the average delay and increases the  
delivery rate for both QoS messages and non-QoS messages. 

1   Introduction 

Due to real-time requirements, high degree of faults, noise, and non-determinism 
caused by the uncontrolled aspects of environment [8], a fundamental issue in realiz-
ing a WSN is how to route applicative information, i.e., messages controlling the 
operation of various sensors and the data gathered by them. In WSNs' context, few 
works consider QoS parameters and especially real-time parameters, such as, delay in 
their solutions [2].  

Most of works [3, 6] consider the sink node as an interface between a WSN and 
user applications, so that there is only one sink node in the WSN, which has higher 
capabilities and does not have the constraints that the other nodes have. They assume 
the links between nodes do not change frequently and the networks have a specific 
organization. A recent work [2] considers the sink as a role that can be assigned to 
every one of nodes, and not necessarily only the node which has higher resources. 

Some protocols with QoS support at network layer, require much energy, are too 
complex, and consider only one QoS factor, i.e. either fault tolerance or real-time [1]. 
A more recent solution [4] considers both of these two QoS factors, but it does not 
support the data-centric style of communication and energy-awareness.  

Mires [7] is a message-oriented middleware and needs a pre-configuration phase to 
detect publishers and so it cannot operate in dynamic environments with changing 
behavior. It does not consider QoS parameters in its design and implementation too. 

The semi-probabilistic approach [2] has proposed an approach to route events 
based on a semi-probabilistic broadcast schema. It shows a semi probabilistic way 
against flooding approach to transmit the WSNs’ messages. It is one of the  
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(probabilistic) approaches proposed in [5] for mobile ad-hoc networks. The semi-
probabilistic approach has not taken into account real-time properties in its work and 
uses probability when a node cannot find any subscription for sending event. There-
fore, this approach has its own overheads too.  

In this paper, we propose an approach to consider the delay time from publishing 
time (start time) until when they are received by subscribers (end time). The approach 
uses the concepts from the semi-probabilistic approach. It does not need the configu-
ration phase of nodes that some approaches like cluster-based approaches require. 
QoS parameters are injected in interests, and subscribers send their interests to net-
work. Our approach uses QoS-queue and non-QoS-queue to buffer QoS and non-QoS 
messages, respectively, in order to reduce the delay times of messages and to manage 
these messages as quickly as possible. This means that QoS messages are scheduled 
according to their real-time constraints. 

The remainder of paper is organized as follows. Section 2 describes our approach. 
Section 3 is dedicated to simulative comparison of our approach with the work  
reported in semi-probabilistic approach. Section 4 concludes the paper. 

2   Our Approach 

According to what has been proposed in the semi-probabilistic approach, frequent 
changes in WSNs do not allow considering the links concept between nodes. In pub-
lish-subscribe based systems, both subscribers and publishers can be QoS-aware and 
use QoS parameters to distinguish QoS messages. Subscribers can add a QoS parame-
ter (e.g. delay) to interests, and publishers can add priority to detected events when 
they detect or sense an object. 

There are two steps in our mechanism; the first step is the dissemination of inter-
ests, and the second step is the dispatching of events. After an interest is specified, 
one copy of the interest is stored in local-subscription storage and the interest is  
published to the network. Neighboring nodes, which are in subscriber’s radio range, 
receive the interest. When a node receives the interest, it stores the interest in its non-
local-subscription storage.  

We use a value called subscription horizon which denotes the range that the  
interests are broadcasted and is the hop count; the same value is considered in the 
semi-probabilistic approach. In the event propagation step, publishers publish events  
according to their available sensors and operation specification of events. Every node 
has a QoS messages queue and a non-QoS messages queue. 

The remaining part of our mechanism is the dispatching of messages based on their 
priorities and delays. These two parameters help the scheduler to send messages. 
Events are removed from queues based on the priority of their subjects. They are 
checked against local-subscription and non-local-subscription. If the event matches 
the local-subscription, a subscription node receives it. If the event matches to the non-
local-subscription, it is re-broadcasted to other nodes. Otherwise, it uses event propa-
gation threshold and if it matches, it re-broadcasts the event

Since the re-broadcast of message can produce duplicate messages in the network, 
we use a message identifier which consists of publisher identifier and the time the 
event has been published; the publisher identifier is a local identifier in vicinity.When 
a message is forwarded and removed from a node’ queues, it may be possible that it 
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receives the same message again. Thus, we keep the publisher identifier and the last 
event time for that received publisher event to prevent re-broadcasting of older mes-
sages that are looped back to this node. 

3   Simulation and Evaluation 

To evaluate how well our mechanism supports real-time QoS in WSNs, the JiST 
simulator (http://jist.ece.cornell.edu/) was used. The simulation filed was 120 meters 
x 120 meters and consisted of 40 nodes with radio range 40 meters, and simulation 
was run for 40 seconds. We considered two criticality levels based on subscribers’ 
interests: High and Low, and used 2 subscribers and 4 publishers. The publisher aver-
age rate and the average message transmission time were nearly 2 events per second 
and 1 second, respectively. The propagation threshold and subscription horizon in the 
two approaches were 0.5 and 2, respectively. 

The semi-probabilistic approach does not consider QoS properties when messages 
are forwarded. But, in our approach, we consider QoS properties and the QoS sched-
uler uses these properties to dispatch messages. The scheduler operates according to 
first delay selection criteria. The message delay is measured by deducting the arrival 
time from the generation time of the message. Fig. 1 shows the delivery and the aver-
age delays of messages in both approaches. 

The results show that our approach really reduces the average delay (i.e. the time 
between an event is generated until it is received by a subscriber) and increases the 
delivery rate (i.e., the ratio between the expected and actual receipt time of events) for 
both QoS messages and non-QoS messages. 

Message waiting time in queue can change the message overheads and conse-
quently the delay. In broadcast-based communication, one message may be in net-
work for a long time and increase the overheads thereof. We have used a message 
identifier to remove message duplication in queues. 

 

Fig. 1. The delivery rate and average delay of QoS messages and non-QoS messages 

4   Conclusion and Future Works 

QoS consideration in large-scale distributed middleware systems can raise the appli-
cability of these systems in a variety of domains with favorable results. Unfortunately, 
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few works have been reported which consider real-time deadlines in the context of 
WSNs. We considered this quality parameter and the goal was to reduce delays in 
message transmissions between nodes of WSNs.  

We used two queues and a method to add messages to QoS queue and non-QoS 
queue. We evaluated our scheduler with first delay deadline and showed the average 
delay and delivery. Evaluation results showed lower average delay and higher deliv-
ery rates for QoS messages and non-QoS messages. 

We intend to carry out more simulations in future and include more QoS parame-
ters into published messages in order to reduce the duplicate message propagations in 
the network. 
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Abstract. Reducing the handover latency has been one of the most critical 
research issues in Mobile IPv6. The research includes the fast handover, the 
hierarchical handover, and variations of them. This paper proposes a variation 
of the hierarchical handover and develops analytical models to compare the 
performance of the proposed scheme with that used in the hierarchical mobile 
networks. The performance evaluation shows that the proposed scheme is very 
effective for applications like Telematics where mobile nodes move fast. The 
paper also gives readers the threshold values with which they can select an 
optimal handover scheme for the given applications.  

1   Introduction 

The mobility support in Mobile IPv6 [1] is one of the most important research issues 
to provide many mobile users with the seamless Internet services. In the Internet 
environments, when a Mobile Node (MN) moves and attaches itself to another 
network, it needs to obtain a new IP address. Mobile IPv6 describes how the MN 
maintains connectivity to the Internet when it changes its Access Router (AR) into 
another. The process is called handover. During this process, there is a time period 
when the MN is unable to send or receive the IPv6 packets due to link switching 
delay and IP protocol operations. The time period is called handover latency.  
Reducing the handover latency has been a critical research issue to support the 
seamless service for mobile users. There have been many standardization works such 
as the hierarchical Mobile IPv6 mobility management (HMIPv6) [2], [3], the fast 
handover for Mobile IPv6 (FMIPv6) [3], [4], and the simultaneous bindings for fast 
handover [5]. The paper focuses on the handover in the hierarchical mobile networks. 
We propose a variation, which can be adapted to applications like Telematices where 
MNs move fast.  

The rest of the paper is organized as follows. Section 2 proposes a new handover 
scheme. Section 3 presents the analytical models and shows the result of the 
performance evaluation. Finally, Section 4 concludes the paper. 
                                                           
* This research was supported by the MIC(Ministry of Information and Communication), 

Korea, under the ITRC support program supervised by the IITA (IITA-2005-C1090-0502-
0009. 
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2   The Proposed Approach 

Figure 1 describes the basic operation of the proposed handover scheme. The main 
idea of the proposed scheme is that it carries out the Mobility Anchor Point (MAP) 
binding with an MN’s Home Address instead of its Regional Care-of Address 
(RCoA). When an MN enters a new MAP domain as shown in Figure 1, it discovers a 
new MAP domain as it receives the MAP Option advertised by the MAP. The MAP 
informs the visiting MNs of its presence by sending the Router Advertisement (RA) 
message including its prefix information [7]. And then MN needs to configure only 
on-Link Care-of Address (LCoA), by appending its interface identifier to the prefix 
sent by the RA message [6], without configuring a new RCoA when it moves into the 
MAP domain. The MN initializes the MAP registration with its LCoA and its Home 
Address. The LCoA is used as the source address of the Binding Update (BU) 
message as done in the HMIPv6. The Home Address is included in the Home Address 
Option. The MAP will bind the LCoA to the Home Address instead of the RCoA. 
Thus, the proposed scheme does not have to perform the Duplicate Address Detection 
(DAD) process for the RCoA any more. Note the fact that the MN’s Home address 
replaces its RCoA. The MAP may include an On-link Care-Of address Test (OCOT) 
Option in the Binding Acknowledgement (BA). The OCOT Option is in detail 
specified in [2]. The last process is identical as done in the HMIPv6. 

After the MAP registeration, the MN must register its MAP’s IP address, included 
in the MAP Option, with its HA or CNs by sending a BU message that specifies the 
binding of the MAP’s IP address and its home address. The home address is put in the 
Home Address Option and the MAP’s IP address can be involved in the source 
address field or the Alternate Care-of Address Option. The IP address of the MAP is 
used instead of the RCoA. 

InternetInternet
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MAP1 MAP2

AR
NAR1
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NAR2

HA CN
Home address - LCoA

MNMovment

(8)

(2)

(1) (3) (4)(5)
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(7) InternetInternet
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MNMovment
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(1) AR (Map option)
(2) new LCoA configuration
(3) local BU to the MAP

Home Address Option: MN s Home Address
Source Address: new LCoA

(4) BA (OCOT)
(5) BA (OCOT: sequence +1)
(6), (8) BU to HA/CN 

Home Address Option: Home address
Source Address or Alternate - CoA Option: MAP address

(7), (9) BA

 

Fig. 1. The Handover Process Supporting Macro Mobility in the Proposed Scheme 

The proposed scheme deletes the overhead of configuring the RCoA and the 
corresponding DAD procedure while adding the overhead of the home address in the 
data packet. Thus, the proposed scheme will be appropriate for the application like 
Telematics where a mobile user moves very fast across MAP domains. 
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3   Performance Evaluation 

Table 1 depicts the notations used in the analytical models. The default MTU size for 
IPv6 packets on an Ethernet is 1500 bytes [8]. The delay for the DAD is set to the 
MAX_RTX_SOLICITION_DELAY (1 second), the maximum transmission delay of 
the NS message [7]. The total of the packet size includes the IPv6 Basic Header and 
some of optional IPv6 Extension Headers. The other IPv6 Extension Headers are 
omitted due to the variety of its size and the optional preference. 

Table 1. The Notations Used in the Model 

Notation Description Value 

simT  The Total Simulation Time (min) 15 

MNV  The MN’s Speed (km/min) 1 

MAPS  The Size of MAP (km) 1~16 

MAPN  The total number of Map Update : 
MAPMNsim SVT /)( ×   

p  The Frequency of Packet Transmission (1/min) 1~30 

pktN  The Total number of Packet Transmission  

NetV  The Network Transfer Speed (byte per second)  
: 64008/}1024)(50{ =×Kbps  6400 

NetD  The Network Delay per MTU (s) : 
NetVMTUp /×   

MTU The Size of MTU (byte) 1500 
Data The Size of Transfer Data (byte)  
IPH The Size of IP Header (byte) [8] 40 

IPEH The Size of IP Extension Header (byte) [8]  
Auth The Size of Authentication Header (byte) [9] 20 

DestOp The Size of Destination Options Header (byte) [8] 20 
Frag The Size of Fragment Header (byte) [8] 8 

DADD  The Delay for DAD (s) 1 

HMIPv6 The Delay using the Hierarchical Mobile IPv6 during 
MAPS  (s)  

proposed The Delay using the proposed scheme during 
MAPS  (s)  

The following HMIPv6 and proposed represent the additional delay for the 
hierarchical handover and that for the proposed scheme, respectively. 

NetsimDADMAP DT
FragAuthIPEHIPHMTU

Data
DNHMIPv ××

++−
+×=

)}({
6

 
(1) 

Netsim DT
DestOpFragAuthIPEHIPHMTU

Data
proposed ××

+++−
=

)}({

 
(2) 

Figure 2-(a) shows that the larger the size of MAP is, the smaller the difference 
between two schemes will become. Figure 2-(b) shows that the delay of the proposed 
scheme is less than that of HMIPv6 at the same rate. The difference results from the 
DAD cost and is small in this case. Figure 2-(c) and Figure 2-(d) provide the 
threshold value in the specific point, respectively. 
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Fig. 2. The Delay according to the Size of the MAP and the Frequency of Packet Transmission 

4   Conclusion 

The paper proposes a variation of the handover scheme used in the HMIPv6. The 
paper also develops the analytical models to compare the performance of the 
proposed scheme and that used in the HMIPv6. The result shows that the proposed 
scheme is very effective regardless of the frequency of the packet transmission if it 
enables the packet to transfer by a MTU and the MN moves fast. In particular, the 
proposed scheme can be adapted to Telematics services where an user drives fast and 
sometimes receives the Internet services using the terminal in the car. 
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Abstract. In this paper, we investigate efficient approaches and algo-
rithms for protecting multicast sessions against any single link failure
while establishing multicast sessions in WDM mesh networks. Since a
single failure may affect whole nodes in a multicast group and causes
severe service disruption and a lot of traffic loss, protecting critical mul-
ticast sessions against link failure such as fiber cut becomes important
in WDM optical networks. One of the most efficient algorithms is opti-
mal path pair-shared disjoint paths (OPP-SDP). In this algorithm every
source-destination (SD) pair has the optimal path pair (working and pro-
tection path) between the source and destination node. Since degree of
sharing among the paths is essential to reduce the total cost and block-
ing probability, we propose the longest path first-shared disjoint paths
(LPF-SDP) algorithm which decides the priority of selection among SD
pairs in a resource-saving manner. Our LPF-SDP is shown to outperform
over OPP-SDP in terms of degree of sharing and blocking probability.

1 Introduction

The growth of wavelength division multiplexing (WDM) technology has opened
the gate for bandwidth-intensive applications [1]. In addition, the Internet ser-
vices expand and multicast applications such as video conference, interactive
distance learning, and a large-scale online games become more popular [2]-[6].
In high-speed WDM networks it becomes more and more important to protect
multicast sessions against various types of failures. Therefore we propose longest
path first-shared disjoint paths (LPF-SDP) which determines the order of select-
ing SD pairs appropriately. Our LPF-SDP algorithm is shown to achieve higher
performance compared to the OPP-SDP algorithm. This paper is organized as
follows. We propose multicast protection algorithms based on longest path first
in Section 2. Performance evaluation of the proposed algorithms is presented in
Section 3. Finally, we conclude in Section 4.
� This work was supported in parts by Brain Korea 21 and the Ministry of Information

and Communication, Korea.
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2 Proposed Multicast Protection Algorithms

In an attempt to improve performance we propose an LPF-SDP heuristic al-
gorithm which determines the priority of selecting SD pairs in a cost-saving
manner. In our proposed LPF-SDP, for every destination node of a multicast
session, we find an optimal path pair between a source and a destination node
successively, and update the link cost along the already-found optimal path pair
to zero. Since the cost of already-found optimal path pairs is updated to zero, the
probability of sharing the links increases, if the route is the longest one, resulting
in reduction of total cost. In this sense we propose the concept of longest path
first order when the first SD pair is selected. If the SD pair with the longest path
is established as the first path pair, forthcoming working and protection pairs
can have more chance to share more links on the longest path. This mechanism
decreases the total cost for establishing multicast trees. After the first path pair

Input : G = (V, E), S = {s, d1, ..., dk}
Output : P (s, di)={Pw(s,di),Pp(s,di)} : OPP between s and di, i = 1, ..., k

Pw(s,di) : working path for SD pair between s and di

Pp(s,di) : protection path for SD pair between s and di

01: Algorithm SPF-SDP(G, S)
02: P (s, di) = FIND MAX COST OPP(G, S)
03: Update link cost = 0 for all edges of P (s, di)
04: S = S - {di}
05: While (S �= {s})
06: P (s, dj) = FIND MIN COST OPP(G, S)
07: Update link cost = 0 for all edges of P (s, dj)
08: S = S - {dj}
09: Merge OPPs from P (s, d1) to P (s, dk) to make multicast trees Tw and Tp

Fig. 1. Proposed SPF-SDP algorithm

Input : G = (V, E), S = {s, d1, ..., dk}
Output : P (s, di)={Pw(s,di),Pp(s,di)} : OPP between s and di, i = 1, ..., k

Pw(s,di) : working path for SD pair between s and di

Pp(s,di) : protection path for SD pair between s and di

01: Algorithm LPF-SDP(G, S)
02: P (s, di) = FIND MAX COST OPP(G, S)
03: Update link cost = 0 for all edges of P (s, di)
04: S = S - {di}
05: While (S �= {s})
06: P (s, dj) = FIND MAX COST OPP(G, S)
07: Update link cost = 0 for all edges of P (s, dj)
08: S = S - {dj}
09: Merge OPPs from P (s, d1) to P (s, dk) to make multicast trees Tw and Tp

Fig. 2. Proposed LPF-SDP algorithm
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is established, forthcoming working and protection path pairs can be established
randomly or sequentially. We call this algorithm The First Longest Path Once-
Shared Disjoint Paths (FLPO-SDP). Fig. 1 and Fig. 2 summarize the proposed
SPF-SDP and LPF-SDP algorithm.

3 Performance Evaluation

We evaluate and compare the performance of LPF-SDP with that of OPP-SDP,
FLPO-SDP, and SPF-SDP in terms of the total network cost on the sample
network with 24nodes and 43links. In our simulation, a multicast session of size
k is assumed to be established and protected. We repeat the experiment for
10,000 different multicast sessions of the same size k of a multicast group. The
size of a multicast group k varies from 1 to 23 (unicast to broadcast).

Fig. 3 shows the average total cost versus session size k as the session size
increases in the sample network with 24 nodes and 43 links. Since the number
of links in the optimal path pairs increases as the session size increases, the
average total cost grows in general as the session size increases. We notice that
the LPF-SDP outperforms over the other schemes because this scheme results
in the best degree of sharing. The performance of LPF-SDP is about 6% higher
compared to the OPP-SDP algorithm.

Fig. 4(a) shows average total cost versus pe as pe increases in random networks
with 24 nodes. Since the number of links in random networks increases as pe

increases, the average cost decreases in general due to increased connectivity.
We also note that LPF-SDP outperforms among the schemes because the LPF-
SDP scheme inherits more degree of sharing. The performance of LPF-SDP is
about 5.4% higher compared to the OPP-SDP algorithm. And Fig. 4(b) shows
the average cost versus session size k as the session size increases in random
networks with 24 nodes. Since the number of links in the optimal path pairs
increases as the session size increases, the average cost increases as well.
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Fig. 4. Average total cost of establishing multicast session on random networks

4 Conclusion

In this paper, we have proposed the LPF-SDP algorithm to efficiently solve the
multicast protection problem in WDM optical networks. The optimal solution
by ILP has very high complexity and requires large computational cost, and
OPP-SDP randomly determines the priority of selecting SD pairs. Our proposed
LPF-SDP is shown to be an efficient algorithm to determine the priority of
selection among SD pairs appropriately. The simulation results both for sta-
tic multicast sessions and for dynamic ones in the sample network and random
networks show that our LPF-SDP yields the least total network cost and the
blocking performance than OPP-SDP. The proposed LPF-SDP multicast protec-
tion scheme holds the property of resource-saving while providing survivability
for high-speed multicast applications in optical WDM networks.
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Abstract. The multi-Scale CAFE modelling system utilises Cellular Automata, 
Finite Elements and a Hybrid Modelling technique which combines neuro-
fuzzy models and physical equations to simulate hot deformation of Al-1%Mg 
aluminium alloys using the commercial finite element software package 
ABAQUSTM. This paper addresses the issue of capturing microstructural details 
and providing macro linkage by simulating two phenomena. The first defines a 
suitable length scale such that numerical models are sufficient in detail and are 
appropriate in terms of computational time. The second is the feasibility using 
Cellular Automata (CA) as an additional technique that can be used in conj-
unction with a conventional Finite Elements (FE) representation to model 
material heterogeneity and related properties. This is done by identifying an 
abstract scale in between the micro and macro scales, termed the “mesoscale” to 
obtain a multi-scale CAFE modelling technique that utilises the CA technique 
to represent initial and evolving microstructural features at an appropriate 
length obtained using an overlying FE mesh. 

1   Introduction 

During hot deformation of aluminium alloys, rolling will change particularly the 
deformation texture and recrystallisation texture. Since aluminium and its alloys have 
high stacking-fault energy, hot deformation will not provide mechanical twining.  
Incorporating microstructural details in thermomechanical processing models is well 
recognised by many researchers [4], [6].  

Finite elements (FE) method can be used with numerical formulations that 
describe the behaviour of different material models to elicit the response of a structure 
to strain.  The material microstructure model can be expressed mathematically by a 
implicit semi-empirical methodology which is based on the use of trigonometric 
functions that relate a change in equivalent strain to a change of equivalent stress. FE 
models based on this approach [3] are successful in predicting the macro behaviour of 
metal flow stress and load, but fail to model the evolution of the underlying 
microstructure. In addition, constants used in these formulations should be employed 
with caution outside the conditions beyond which they have been tested. 
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The microstructural evolution and its effects during the rolling process can be 
modelled using physically-based models. These relationships relate the evolution of 
the microstructal variable to a change in the equivalent strain [5]. Conventional FE 
models based on this approach use a statistically-averaged value to represent the 
evolution of an internal variable that is linked to each finite element [2]. The local 
variations, either present initially or evolving during the process itself, can be 
monitored individually.  

An alternative method is to model the microstructure explicitly. This methodology 
requires the reduction of the size of each finite element to the size of a single grain or 
even lower which computationally extensive. This paper introduces a novel 
framework which couples hybrid modelling of thermomechanical processing [7], the 
mathematical tool of Cellular Automata within the FE code to form a Cellular 
Automata-based Finite Element (CAFE) model. Results for applications of the 
augmented CAFE model as applicable to hot deformation are presented.  

2   The Multi-scale Microstructure CAFE Model 

The CAFE model [1] is a framework to capture different strata of initial and evolving 
microstructures during deformation through a materials-mechanics formulism. CAFE 
is based on three steps: 1) approximation of relevant microstructure, 2) distribution of 
macro variables on the meso domain and 3) averaging meso-variables to the macro 
domain.  

 
Fig. 1. Linking Structure and Geometry to incorporate microstructural details into geometric 
space of the Finite Element domain 

CAFE is based on the structure shown in Fig. 1 which illustrates the methodology 
of linking the microstructure to the Finite Element domain using CA. The material 
slab under investigation is discretised into 18 rectangular finite elements. Each finite 
element cell simulates the microstructure of aluminium alloys and comprises 
equiaxed grains of the order of 80~100 microns. The spatial information is mapped 
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onto the CA domain, the size of which is determined by the size of each CA cell 
(marked by open circles). Finally, the CA domain is linked to the integration point 
(black circle in figure) of each finite element. The next step in the CAFE 
methodology is to transfer the independent macro level variables into the meso level 
CA variables. These macro variables are supplied by the overlying FE either at its 
nodes, centroids or Gaussian integration points.  

To start the simulation of a microstructure, grain nuclei are randomly scattered 
over the domain. A second-level array of CA cells of 0.1~5µm size represent these 
nuclei. All nuclei can be assumed to be present at the start of the simulation as is the 
case with site-saturated nucleation or they can continue to appear during the 
simulation as a function of the deformation variables. The present work employs the 
first approach and uses a random function to generate and locate these nuclei on the 
domain. All first-level CA cells except those occupied by the nuclei have a “zero” 
orientation that represents the matrix within which the grain can grow. The presence 
or absence of nuclei is an internal variable for the first-level CA cell. Other internal 
variables are the spatial location of the CA cell and the orientation of the 
microstructure it will represent. This form of linking a microstructural entity to a 
spatial geometric entity allows embedding different structure-geometry relationships 
in a multi-level CA. 

In the initial simulation validation stage, a Plane Strain Compression (PSC) model 
was simulated. Both the specimen and tool are modelled using 4-noded quadrilateral 
elements. All the stock elements are initialised with a starting temperature of 400oC 
and the tool elements are at 390oC. Friction at the tool-stock interface is modelled 
using the Amonton-Coulomb law with a constant coefficient of friction of 0.1. The 
heat transfer coefficient at the interface is 80 kW/m2K. The instantaneous tool 
velocity changes with the instantaneous specimen height and is controlled to achieve 
a constant nominal strain-rate of 3 s-1. The stock is thickness-reduced by 41% during 
the deformation. The simulation begins with the introduction of a representative 
microstructure into each finite element. Results for the von-Mises stress and the strain 
are shown in Fig. 2 which gives the advantages of showing the microstructure of the 
material as well as the grains structure.  

 
(a) von Mises stress   (b) Equivalent strain 

Fig. 2. The multi-scale CAFE simulation for PSC test of commercial purity aluminium alloy, 
Tstrip=400oC, Ttool =390oC 
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3   Conclusions  

This paper presents a generic method for modelling the microstructure within the 
continuum formulation of finite element structural modelling. The Multi-Scale CAFE 
framework was applied to model the behaviour of the materials during hot 
deformation using a hybrid modelling technique. The model has simulated the 
microstructure of the material during hot deformation. The material behaviour was 
developed from the physically-based relations that relate the stress evolution to the 
total dislocation density using the CAFE approach. Recrystallisation behaviour was 
modelled using a critical dislocation density and subgrain size at a CA level. 
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Abstract. In this paper we present a new method to create small world
networks based on K-means clustering analysis. Because of the close rela-
tionship between the small world networks and the data with clustering
characteristics, the resulting networks based on K-means method have
many properties of small world networks including small average dis-
tance, right skewed degree distribution, and the clustering effect. More-
over the constructing process also has shown some behaviors including
networks formation and evolution of small world networks.

1 Introduction

In recent years, the discovery of small-world, scale-free and community properties
of many natural and artificial complex networks has stimulated a great deal
of interest in studying the underlying organizing principles of various complex
networks, which has led to dramatic advances in this emerging and active field
of research [1, 2, 3, 4, 5].

Considering the features of complex networks, a novel idea about how to
construct the networks is to find the relationship between networks and data
with clustering features. Unlike the model of Watts and Strogatz [1], we find
an alternate route to generate the complex networks, especially to construct the
small-world networks based on k-mean cluster analysis.

Many data sets from nature and society have the clustering characteristics.
Like most data sets, most real networks also have the clustering property, espe-
cially in social networks [1]. In social networks, there are usually some groups of
nodes (also called communities or modules), where nodes in each group are more
likely connected with each other than to the rest of the networks [6]. One ques-
tion could be given: ”Could clustering analysis be used to construct relationships
between them? Could networks be generated using data cluster analysis? From
the above analysis, cluster analysis method (K-means method) could serve as
a bridge exploring the relationship between them, and construct the networks
based on the given data.
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2 The New Method Based on KM Algorithm

Procedure of our method based on k-means algorithm is given as below:

1. Place k points into the space represented by the objects that are being
clustered. These points represent initial group centroids;

2. Assign each point to the group that has the closest centroid;
3. When all points have been assigned, recalculate the positions of the k cen-

troids. Find the points nearest to the centroids and connect the nearest
points obtained at the ith and the (i + 1)th step in the same cluster. The
measurement used here is Euclidean distance;

4. Repeat Steps 2 and 3 until the centroids no longer move. This produces a
separation of all the points into groups from which the metric to be mini-
mized can be calculated;

5. Repeat Steps 1, 2, 3 and 4 until all the possible and different initial Ck
n cases

are carried out.

Remark 1. There exist many factors, which affect the clustering analysis results
such as number of clusters, the algorithm (k-means or fuzzy k-means method
may be used), the data distribution, and the measurement of the data. Since the
resulting complex networks are generated by the K-means method, the structure
and topology of the networks will be affected by these factors.

3 Properties of the Resulting Networks

The properties of the clustering path
In order to analyze the networks in detail, all the clustering paths are to be
divided into two classes. One is called local clustering path whose vertices belong
to the same cluster, the other is called global clustering path whose vertices
come from different clusters, see Fig.1. Generally the local paths are relatively
short and won’t fluctuate remarkably, at the end it terminates near the same
cluster centroid. The global paths are long and they will go through the points
which belong to other clusters, but later it will become stable and stop near one
cluster centroid. From above analysis, we can conclude the paths show clustering
properties. In any cases, because of the feature of K-means method, all paths
avoid the long range connections and the global paths play the role of shortcuts
to connect different clusters.

Statistics properties of the networks
In this part we will investigate properties of the resulting networks. We quantify
the structural properties of these networks by their characteristic path length L,
clustering coefficient C, and degree distribution P (k). The characteristic path
length, L, is the path length averaged over all pairs of nodes. The path length
d(i, j) is the number of edges in the shortest path between nodes i and j. The
clustering coefficient is a measure of the cliqueness of the local neighborhoods.
For a node with k neighbors, then at most k(k − 1)/2 edges can exist among
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Fig. 1. The resulting clustering paths. Here the data consist of two classes of points
which are represented by the plus (+) and circle (o) sign.

them. The clustering of a node is the fraction of these allowable edges that occur.
The clustering coefficient, C, is the average clustering over all the nodes in the
graph. The degree of a vertex in a network is the number of edges incident on
(i.e., connected to) that vertex. We define P (k) to be the fraction of vertices in
the network that have degree k.

Example 1
The data (x, y) was generated from two bivariate independent Gaussian dis-
tributions (X1, X2), Xi ∼ N(µi, σi) and (Y1, Y2), Yi ∼ N(µi, σi), i = 1, 2 with
different means µ1 = 0, µ2 = 3, and same variances σ1 = σ2 = 1. Half of the data
was generated from (X1, X2), (Y1, Y2) respectively.Hence the number of clusters
is two.

The average path length L of the resulting networks is close to that of a
random graph with the same size and average degree, 2.4 compared with 3.07,
but its clustering coefficient C is more than 20 times higher than a random
graph, 0.4005 vs. 0.0175. From the analysis, the resulting networks show small
world feature.

In Fig.2(a), we show the networks’ degree distributions. The degree distri-
butions of the networks are often highly skewed and differs from the Poisson
distribution. It’s at the border between Poisson and power law distribution.

Example 2
The Data (x1, x2) was generated from independent bivariate Gaussian distribu-
tions (X1, X2), Xi ∼ N(µ, σ) with different means µ = 5 and variances σ = 1,
and independent bivariate standard Cauchy distributions (Y1, Y2), the probabil-
ity density function of is

1
πγ[1 + (x−x0

γ )2]

where x0 = 0, γ = 1. The data has 400 points, and 200 points was obtained from
(X1, X2),(Y1, Y2) respectively.
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(a)

 

(b)

Fig. 2. (a)The degree distribution of the data with 600 points shown in example 1,
(b)The degree distribution of the data with 600 points shown in example 2

This resulting graph has a small world structure, with: C = 0.5004 >>
Crand = 0.04, and L = 2.9270 and Lrand = 3.3219 are very close.

The degree distribution in Fig.2(b) showed Poisson distribution feature with
a long tail.

4 Conclusion and Research in the Future

In this paper we presented the method based on k-means clustering analysis to
create the networks. Although it is easy to understand the method, the idea is
novel. We use the clustering thought which may be the nature of the universe and
construct the relationships between data and networks. The experiments show
that the generating networks has many properties which distinguishes itself from
other existing complex networks. The generating networks can describe many
phenomena of complex networks such as small world effect, and the evolution
behavior. Moreover, a good and proper explanation for the formation of the small
world networks topology is presented due to the given data’s clustering feature.
Finally, in future work, the factors that influence the formation and topology of
the resulting networks will be discussed.
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Abstract. In this paper, we describe a cellular automata model for predicting 
biological spatiotemporal dynamics in an imagery data flow. The Bayesian 
probability-based algorithm is used to estimate the algal formation in a two-
dimensional space. The dynamics of the cellular artificial life is described with 
diffusion, transport, collision and deformation. We tested the model with the 
historical data, including parameters, such as time, position and temperature.  

1   Introduction 

Spatiotemporal data are widely used in remote sensing community. The imagery data 
usually contain multi-spectrum information such as visible, infrared, UV, or micro-
wave signals. Scientists need to find out the physical properties behind the data flow 
and predict the future trends such as global warming, flood, harmful algae blooms or 
river plumes. However, in many cases, the inverse physics process is complicated. 
Heuristics has to be used for approximate estimations.  

Cellular Automata (CA) has been used for modeling artificial lives [2-13], as well 
as, at the large scale, urban and economic dynamics [5]. Furthermore, CA has been 
employed in simulating and verifying various types of physical interactions such as 
the expansion patterns of different lattice gases, surface tension of liquids and diffu-
sion-limited aggregation [13]. Although CA’s rules are simple and local, it can simu-
late complex spatiotemporal interactions that are challenging to other computational 
methods. In this paper, we present a two-dimensional cellular artificial life model for 
predicting the spatiotemporal dynamics in an imagery flow. The model consists of a 
set of parameters and rules that control spatiotemporal dynamics in form of a shape, 
such as diffusion, transport, collision. Similar to the conventional cellular automata, 
artificial lives in this model interact with their neighbors individually. However, they 
form a coherent shape as a lump.  

2   Formation of the Artificial Life 

Given historical spatiotemporal data of the location of the alga, it is possible to model 
the formation of the artificial life in a cellular grid. In this model, we consider the 
location of the algae, time and physical parameters, such as temperature and wind. 
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For historical images jI where },...,3,2,1{ ij ∈ , ),( yxjI is a logical ‘1’ if the pixel is 

occupied by algae, and a logical ‘0’ if it’s not occupied by an alga where 
},...,3,2,1{},,...,3,2,1{ byax ∈∈ . The total number of images given is i , the horizon-

tal dimensions of the image is denoted a , and the vertical dimensions of the image is 
denoted b . To predict the location of the algal, evidence such as the time of the year, 
or the surface temperature are given as condition. Let e be the condition given (i.e. 

temperature and/or time) and e
jI be the predicted image given e as condition: 

                )(/)),(()),(|()|),(( ePyxIPyxIePeyxIP jjj ∗=  

                          α≥= )|),(((),( eyxIPyxI j
e
j ,  

whereα  is a threshold for when ),( yxI e
j is inhabited by algae. 

The probabilities under those conditions/evidences, such as time and temperature, 
can be calculated. The Figure 1 shows examples of the estimated target locations. 

 

Fig. 1. a) Probability of location being inhabited by algae using a single input temperature 
=15ºC. b) predicted image of using 15ºC as input 3.=α , c) probability of location being 
inhabited by algae using a single input time = January, d) predicted image of using January as 
input. 

Prediction using one input becomes much more inaccurate during months with 
cold temperature because during certain time of the year no alga is detected when the 
temperature falls below 15ºC. In Figure 1, a) and c) are poor probability models be-
cause of lack of evidences for the Bayesian model to make an accurate prediction; this 
is indicated by the large number of cells in each image with very low probability 
(light colored cells).  

3   Dynamics of the Artificial Life 

The growth diffusion function changes the object shape by a predefined structuring 
element. The dilation or erosion morphology is based on the assumption of a glass-
like surface where no friction exists. They can only deform the outline of a shape 
uniformly based on the population.  It doesn’t reflect the intrinsic or external non-
linear or random factors that contribute to the shape process.  To simulate the non-
uniform shape growth, we investigate the percolation clustering [18-19]. Figure 2 
shows an example of the percolation process started from a given shape. 

Algae’s growths and movements are often affected by environmental factors such as 
external forces: winds and currents, and the presence of obstacles. A collision causes 
deformation. The level of a deformation depends  on the  elasticity  of  an  object.  For a 
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Fig. 2. Diffusion with resistance  

rigid object, it will stop at the collision contact point and keep the same shape. We 
classify objects as rigid, elastic and flexible. Rigid objects don’t deform after the 
impact. Flexible objects, on the other hand, completely deform along the outline of 
the collided hard objects. The two extreme cases are rather easy to describe. Assume 
we have an elastic object and a rigid object, we use the following rules to model the 
deformation: 1) Detect the collision points; 2) Move a portion of the collided cells to 
‘sideways’, the ratio is proportion to the elasticity of the object. The bigger elasticity, 
the more cells move sideways.  3) Continue to deform until the motion stops.  

4   Results 

We verify the algorithm with a case study of predicting the movement of harmful 
algal bloom (HAB) of Karena Brevis. In this case, the HABs are ‘lumps’, rather than 
individual cells. The input data are simulated satellite images and cell counts. The 
predicted results from the model are compared to the actual images under the same 
conditions, such as time and temperature.  The error of the 30 trials is within 5.40%. 
Without using both variables, the error is 8.24%. While using both variables, the error 
is only 4.68%. With increasing amount of evidences, the prediction accuracy in-
creases substantially. 

5   Conclusions 

In this paper, we use the cellular artificial life to anticipate complex spatiotemporal 
phenomena of algal blooms, including formation, diffusion, collision, transport, and 
deformation. By combining the statistical model with cellular automata, we found the 
new approach yields decent accuracy to predict the algal location and the shape dy-
namics.  However, the predictability of the hybrid model depends on the historical 
data and its fitness to its complex environment.    
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Abstract. In this work we had developed an alternative model framework to 
study the concept of immunological memory by proposing as a simplified 
model for the interaction dynamics between a population of pathogens and the 
immunological system. The model is based on a probabilistic cellular automata 
which allows relatively easy inclusion of some of the real immunological 
systems in a transparently biological manner. The resulting virtual laboratory is 
called Microscopic Cellular Automata Simulator (MicroCASim), a software 
whose basic idea is to create a tool to assist the visualization of the interaction 
dynamics of these entities in silico. 

1   Introduction 

The antigen-specific mechanisms of lymphocytes (T cells and B cells) are the most 
advanced and most precise mechanism of host defense. These cells are also 
responsible for the development of immunological memory, a hallmark of the 
adaptive immune response. This memory, which stores its encounters with invaders, 
enables humans to rapidly clear, or even prevent altogether, infection by pathogens 
which they have been previously infected [1]. Whether such immunity is maintained 
through constant exposure to infection via long-lived clones of lymphocytes that are 
able to recognize specific antigens and maintain antibody production in the absence of 
repeated exposure, or via the persistence of the microparasite at low levels of 
abundance within the host, remains unclear stil [1]. 

In the complex area of the interacting immune system, when there is potentially 
insufficient information available to construct a detailed model, cellular automata can 
be used [1-3]. There have been few models using the concept of cellular automata, in 
which the body is depicted as a grid [3,4]. We address this issue by describing in this 
work the implementation of Microscopic Cellular Automata Simulator (MicroCASim), 
a software to simulate the competition between the population of effectors cells (T 
and B lymphocytes) and the population of pathogens, based on a generalized 
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probabilistic cellular automata [4]. The remainder of the paper is organized as 
follows. In the next Section we present the set of cellular automata rules that govern 
the interaction of the populations of effectors cells and pathogens. The MicroCASim 
itself is presented in the Section 3. Finally, some concluding remarks are stated in 
Section 4. 

2   The Alternative Probabilistic Cellular Automata Model 

Consider a discrete dynamical system where a population of N entities is distributed 
on the sites of a bi-dimensional square lattice (the virtual lymph node) M = mij (where 
i and j may vary from (1,L) for L, N = L x L). Each individual site is assigned to 
receive three specific attributes: (1) a spatial address or lattice position (i,j); (2) a set 
of possible occupation states where each site is either empty or occupied by a T cell, a 
B cell and a pathogen (Fig. 1), and finally (3) an period iτ , specifying the number of 

units of time an entity of type i can die. 

 

Fig. 1. Schematic representation of the virtual lymph grid 

The dynamics of the system is modeled by three main features: the mobility of its 
inner elements, the competition between its elements and its reproduction along the 
time. Mobility is modeled as a diffusion process using the Tofoli-Margolus scheme 
[5]. We use two diffusion steps within each simulation time step that are defined as 
follows: the lattice is divided in blocks of 2x2 cells and each block has a pRE 
probability to rotate 90o and pT to translate. 

The competition is modeled by a predator-pray mechanism of interaction which the 
effectors cells can kill each virus with an estimated probability when a local contact is 
established with the pathogen on its neighborhood. In equation 1, we can see the 
definition of the probability where a virus occupying a site being eliminated due the 
presence of n1 effectors cells from type 1 and n2 from type 2 in its neighborhood:  

( ) ( ) 21
21 1*11 nnPc λλ −−−=  (1) 

which i is the probability of a type i immune system cell to kill a virus cell and 1- i 
being the probability of this type of cell to do not kill a virus cell when rounded by ni 
cells of type i. Therefore, the defined probability in equation 1 is the probability that 
both immune system cells to eliminate the virus. Schematically, this mechanism 
works as follows: 



 MicroCASim: An Automata Network Simulator 1007 

 

 

Fig. 2. In the figure we observe that central cell changed from a vírus to an empty cell. The 
empty cell is represented by white spaces. Here we have n1=3 and n2=2. 

For effectors cells, first we ensure that a constant amount of cells will enter the 
system after a particular instant of time τ  that the first virus has entered in the system 
and replicated itself. Here, the effectors cells of type i depend on the number of 
viruses entered the system. The same kind of dependency also occurs for the effectors 
cells of the type j that depends on the number of effectors cells of type i to enter on 
the system. After that, this procedure is modified to allow that entrance of effectors 
cells is proportional to the quantity of virus in the system, i.e.: 

( )
N

NN
p Cjv

Ci

+
= 1ρ

 (2) 

whose ρi is a parameter related to the probability of the immune system recognize the 
virus (eq. 2). The replication can be divided into two phases: virus and immune 
system replication, which replicates it selves by its own way. Every element of the 
system has its own time life. 

3   The MicroCASim Software System 

The MicroCASim software system is a simulation environment for the study and 
analysis of these models with their own probabilistic rules. The simulation was 
implemented using object oriented methodology and the C++ programming language 
was chosen for this. The system architecture is composed of four distinct modules: 
specification, simulation, visualization and analysis. In the specification module the 
user can configure all the parameters of each available model through a setup 
window. At each simulation update, the replication, competition and mobility 
mechanisms of elements are executed, respectively and the resulting data is sent to the 
visualization module to display the simulation process to the user (Fig. 3). 

The visualization module offers also controls to adjust the velocity, simulation 
animation settings, and a graphic window to visualize simulation current status. 
Particularly, the Fig. 3 displays a very interesting simulation scenario. We can 
observe the model with action of a regulatory network with two kinds of immune 
system cells interacting and a replicating antigen. Its worth to note that there is a 
stationary behavior due to the coexistence between the B and T cells, which produces 
in the system an immunological memory effect. 

Thus, if the same virus infects again the system, its response will be faster than the 
previous one, eliminating the menace in a short time. Furthermore, through the 
analysis module we are able to see the average progression of the infection and the 
immunological response by generating series of stochastic realizations. Hence, it is 
possible to sweep all the space of parameters of the present models. 

2
2

3
1 )1(*)1(1 λλ −−−=Pc
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                      8 days                             16 days                                 41 days 

Fig. 3. A model simulation: the model with 3 types of cells 

4   Conclusions 

The most important feature of the model presented here is the explicitness of 
individual contact process and mixing. This model is a good platform where to start 
further expansions like incorporation of various types of interacting immunological 
entities. Furthermore, owing to its extreme simplicity, this formulation may be useful, 
in the sense of having the value of an approximation, to tackle problems in 
immunology. 
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Abstract. This paper describes simulated annealing technique,which is
a Monte Carlo method, to analyze and improve the efficiency of the de-
sign of Global Positioning System (GPS) surveying networks. The paper
proposes various local search procedures which can be coupled with the
simulated annealing technique.

1 Introduction

The GPS is a satellite-based navigation system that permit users to determine
their three-dimensional position. Sequencing play a crucial role in GPS man-
agement. In the last decades simulated annealing is considered as a heuristic
method that uses a Monte Carlo global minimization technique for minimizing
multi-variance functions [2]. The concept is based on the manner in which liquids
freeze or metal recrystallize in the process of annealing. When related to the po-
sitioning the process of designing a GPS surveying network can be described as
follows. A number of receivers r are placed at stations n and take simultaneous
measurements from satellites. The receivers are then moved to other stations
for further measurements. The problem is to search for a best order in which to
consecutively observe these sessions to have the best schedule at minimum cost
(time) i.e.: Minimize : C(V ) =

∑
p∈R C(Sp), where: C(V ) is the total cost of

a feasible schedule V ; Sp is the rout of the receiver p in a schedule; R is the set
of receivers.

To maximize the benefit to use simulated annealing, different Local Search
(LS) procedures have been coupled with this technique to improve the perfor-
mance and explore the search space more effectively. The rest of this paper is
organized as follows. Section 2 outlines the simulated annealing method applied
to GPS surveying networks. The search strategy of the local search is explained
in Section 3 and followed by different local search procedures. Several case studies
and the obtained numerical results are reported in Section 4.

2 Simulated Annealing

Simulated annealing is a flexible and robust technique which derived from phys-
ical science. This method has proved to be a local search method and can be
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successfully applied to the majority of real-life problems [1, 2, 3]. The algorithm
starts by generating an initial solution and by initializing the so-called tempera-
ture parameter T . The temperature is decreased during the search process, thus
at the beginning of the search the probability of accepting uphill moves is high
and it gradually decreases. Initial solution is a random solution. The structure
of the simulated annealing algorithm is shown below:

Step1.

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Initializing the cooling parameters:
Set the initial starting value of the temperature parameter, T > 0;
Set the temperature length, L;
Set the cooling ratio, F ;
Set the number of iterations, K = 0

Step2.

⎧⎨⎩Select a neighbor V ′ of V where V ′ ∈ I(V )
Let C(V ′) = the cost of the schedule V ′

Compute the move value ∆ = C(V ′) − C(V )

Step3.

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
If ∆ ≤ 0 accept V ′ as a new solution and set V = V ′

ELSE
IF e∆/T > Θ set V = V ′,
where Θ is a uniform random number 0 < Θ < 1
OTHERWISE retain the current solution V .

Step4.

{
Updating the annealing parameters using the
cooling schedule Tk+1 = F ∗ Tk k = {1, 2, . . .}

Step 5. IF the stopping criteria is met THEN

Step6.

⎧⎨⎩Show the output
Declare the best solution
OTHERWISE Go to step 4.

3 Local Search Strategies

LS procedure perturb given solution to generate different neighborhoods using
a move generation mechanism [6]. A move generation is a transition from a
schedule V to another one V ′ ∈ I(V ) in one step (iteration). In Saleh [4], a
local search procedure that satisfies the GPS requirements has been developed.
This procedure is based on the sequential session-interchange. The potential pair-
swaps are examined in the order (1, 2),(1, 3), . . ., (1, n),(2, 3), (2, 4), . . ., (n−1, n),
n is the number of sessions. The solution is represented by graph. The nodes
correspond to the sessions and the edges correspond to the observation order.
For comparison reason this sequential local search procedure is called procedure
(a). In this paper two new local search procedures have been developed. In the
first, see Figure 1, A and B are chains of nodes (part of the solution) while {0, i}
and {i+1, n} are, the first and the last nodes of the chains A and B respectively.
In this procedure only one exchange of new edge [n − 1, 0] has been performed
each iteration and this can be done by selecting one edge [i, i+1] to be removed.
For comparison reason this local search procedure is called (b1).
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Fig. 2. Local search structure (b2) with 2-exchange of edges

In the second procedure, as shown in Figure 2, A, B and C are chains of nodes
(part of the solution), where {0, i}, {i + 1, j} and {j + 1, n− 1} are the first and
the last nodes of the chains A, B and C respectively. In the case of two edge
exchange, there are several possibilities to build a new solution where the edges
[i, i+1] and [j, j +1] are selected to be removed in one iteration. For comparison
reason this local search procedure is called (b2).

4 Experimental Results

This section reports on the computational experience of the simulated annealing
coupled with local search procedures using real GPS networks. The first network
is a GPS network of Malta. The initial schedule with a cost of 1405 minutes was
composed of 38 sessions observed. The second network is a GPS network of
Seychelles. The initial schedule with cost of 994 minutes was composed of 71
sessions observed.

Where: CINT - The cost of the initial solution; Ca - Schedule using local search
procedure (a); Cb1 - Schedule using local search procedure (b1); Cb2 Schedule
using local search procedure (b2).

We compare simulated annealing algorithm coupled with Saleh and Dare [4, 5]
LS procedure, with developed in this paper LS procedures (b1) and (b2). The
analysis of the results in Table 1 shows the advantage of the local search pro-
cedure (b2). We use the following parameters: initial temperature 8, final tem-
perature 3, cooling parameter 0.9 for all tests. In the simulated annealing the
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Table 1. Comparison of local search techniques applied to different types of GPS
networks

Data Malta improvement Seychelles improvement

n 38 71

CINT 1405 0% 994 0%

Ca 1375 2.14% 969 2.52%

Cb1 1285 8.54% 994 0%

Cb2 1105 21.34% 707 28.87%

selected set of neighbors has an important role in achieving good results. The
size of this selected set is larger in the procedure (b2) with comparison to the
other two procedures.

5 Conclusion

In this paper two local search procedures have been developed and compared
with local search procedure from [4, 5], procedure (a). The comparison of the
performance of the simulated annealing of these procedures applying to different
GPS networks is reported. The obtained results are encouraging and the ability of
the developed techniques to generate rapidly high-quality solutions for observing
GPS networks can be seen. The problem is important because it arises in mobile
phone communications too.
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Abstract. In this paper, to improve the burst loss performance, we
actively avoid contentions by proposing a novel congestion control scheme
that operates based on the highest (called peak load) of the loads of all
links over the path between each pair of ingress and egress nodes in an
Optical Burst Switching (OBS) network.

1 Introduction

The most important design goal in Optical Burst Switching (OBS) [1] networks
is to reduce burst loss. The authors of [2] and [3] propose congestion control
schemes pointing out that without controlling the offered load, burst loss rate will
eventually go up to a very large number. In [2], a TCP congestion control scheme
for OBS networks is studied. In this scheme, as in a normal TCP connection,
the ingress node determines its burst sending rate based on the received ACK
packet from the egress node. In [3], each ingress node adjusts its burst sending
rate continually according to the information about burst loss received from all
core nodes. However, these congestion control schemes have a problem that they
may be triggered inappropriately because most of burst loss randomly occurs due
to the bufferless nature of OBS networks although the network is not congested.
In this paper, we propose a novel congestion control scheme that operates based
on the highest (called peak load) of the loads of all links over the path between
each pair of ingress and egress nodes (referred as flow) in an OBS network.

2 Congestion Control Scheme Based on Peak Load

Note that in OBS networks, when only one outgoing link over the path for a
burst is congested even though the other outgoing links over the path are not
congested, the burst will be dropped with a high probability in an OBS network
without any contention resolution scheme. Thus, we propose a congestion control
scheme based on peak load over the path for each flow.

In the proposed scheme, each egress node sends a LOAD message containing
Peak-Load field set to 0 to all reachable ingress nodes over the backward path
� This research was supported by the MIC(Ministry of Information and Communi-

cation), Korea, under the ITRC(Information Technology Research Center) support
program supervised by the IITA(Institute of Information Technology Assessment).
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every TL units of time. The LOAD message is sent on a control channel like a
control packet. We assume that TL for each flow is in proportion to the total
number of hops of the flow. When the core node receives the LOAD message
which is originated by egress node, E destined to ingress node, I from the link
(k, j), it compares the value of Peak-Load field in the received LOAD message
and calculated load on link (j, k) for the flow (I, E). If the calculated load is
greater than the value of Peak-Load field, the core node copies its calculated
load to the Peak-Load field in the LOAD message and forwards the message to
the next node towards the destination of the message, I. Otherwise, the core
node forwards the LOAD message to the next node without any change. In this
way, each ingress node can receive the LOAD message including the highest
load on the path to each reachable egress node. Each core node, j maintains the
following information to calculate the load of outgoing link (j, k) for each flow
which shares the link:

T(I,E) : Time interval between two consecutive LOAD messages for flow (I, E)
B(I,E) : Duration of all incoming bursts which want to use the outgoing link (j, k)

during the interval, T(I,E)

Whenever the core node receives the LOAD message for the flow (I, E), it
calculates the load on the link (j, k) for the flow (I, E) as B(I,E)

T(I,E)
. Each ingress

node, I maintains the following information for every flow to egress node, E:

R(I,E) : Current burst sending rate for flow (I, E)
NAK(I,E) : Number of NAK messages received from the congested node (i.e., core

node where a burst is dropped) on path (I, E) during the interval
between two consecutive LOAD messages

Table 1 shows the procedure of congestion controller in our scheme. As shown
in this table, if ingress node, I receives a LOAD message originated by egress
node, E, congestion controller at the ingress node compares the value of Peak-
Load field in the LOAD message with LOADTH which is a threshold for tolerable
level of congestion at high load on each link. If the Peak-Load is greater than
LOADTH , the congestion controller decreases the burst sending rate. Otherwise,
the congestion controller checks whether the value of NAK(I,E) is zero or not.
If NAK(I,E) is zero, the congestion controller increases the burst sending rate.
Finally, NAK(I,E) is set to 0 as line 6 in Table 1. The proposed congestion
control scheme adopts the well-known Additive Increase/Multiplicative Decrease
(AIMD) algorithm and the detailed algorithm for burst sending rate adjustment
is as follows.

Table 1. The procedure of congestion controller at ingress node, I

1 If (Receive LOAD message from egress node, E) {
2 /* If Peak-Load in the LOAD message is greater than LOADT H */
3 If (Peak-Load > LOADTH ) decrease the burst sending rate;
4 Else /* Check whether NAK(I,E) is zero or not */
5 If (NAK(I,E) == 0) increase the burst sending rate;
6 NAK(I,E) = 0; /* Reset NAK(I,E) */ }
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Increase : R(I,E) ← min(R(I,E) + (α × H),MAXRATE) (1)

where α is the increase constant whose unit is a burst and H is the total number
of hops between the ingress node, I and the egress node, E. We assume that
each ingress node can send bursts up to MAXRATE to achieve fairness among
all the flows.

Decrease : R(I,E) ← R(I,E) × (1 − β) (2)

where β is the decrease constant. As shown in Table 1, if the peak load is greater
than LOADTH , the burst sending rate will be proactively decreased to avoid
contentions regardless of burst loss. Although the ingress node has received one
or more NAKs during the interval between two consecutive LOAD messages,
the burst sending rate will not be decreased if the peak load is not greater than
LOADTH . As a result, our scheme tries to avoid an unnecessary decrease of
the sending rate, that has been a problem in the existing schemes [2, 3] because
they decrease the sending rate only according to burst loss. If the peak load
is not greater than LOADTH and the ingress node has not experienced any
burst loss on the path (I, E) during the interval between two consecutive LOAD
messages, the burst sending rate will be increased by an amount proportional to
the total number of hops on the path as in Eq. 1. Because TL for each flow is
in proportion to the total number of hops of the flow as mentioned above, the
congestion controller for a flow with larger hop count is activated less frequently
than that for flows with smaller hop count. Thus, for a flow with larger hop
count, the congestion controller increases its sending rate more than for flows
with smaller hop count to achieve fairness among all the flows.

3 Performance Evaluation

In this section, we evaluate the performance of the proposed Peak Load-based
Congestion Control scheme (PL-CC) comparing with existing OBS protocol us-
ing TCP Congestion Control (TCP-CC) [2] and conventional OBS without Con-
gestion Control (no-CC). The simulations are performed using the ns-2 simula-
tor. In our simulation, we use the 14-node NSFNet with 21 links where the link
capacity is 10 Gbps and the number of flows is 72. Bursts are generated from
all the ingress nodes. It is assumed that burst arrivals follow the Poisson process
and their lengths are negative exponentially distributed with mean 1 Mbits. We
set TL to 30×H msec for each flow. TL is about three times the average Round
Trip Time (RTT) of each flow since the average delay per link in the simulation
topology is about 5 msec. We set α to 3 (bursts) while setting β to 0.2. From
the simulation results obtained by varying the LOADTH and the MAXRATE ,
we have learned that the proper values for LOADTH and for MAXRATE are
0.05 and 150 Mbps, respectively, for our simulation topology.

Fig. 1 (a) plots the burst loss rate versus traffic load for no-CC, TCP-CC
and the proposed PL-CC. For TCP-CC, the increase constant is set to 1 while
the decrease constant is set to 0.5 as in TCP. We see that the burst loss rate
of PL-CC is much lower than TCP-CC as well as no-CC at all loads. From the
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Fig. 1. (a) Traffic load vs. burst loss rate (b) Traffic load vs. signalling overhead

results, the burst loss performance improvement of the proposed PL-CC over
TCP-CC ranges from 15.36% at the load of 0.1 to 31.46% at the load of 0.9.

To investigate signalling overhead due to congestion control for our scheme, we
run simulation tests for all the three schemes. Fig. 1 (b) plots the count of control
messages per burst versus traffic load. At first, we see that for no-CC, a control
message per burst is sent regardless of the traffic load because control message
contains only control packet for no-CC. For TCP-CC, count of control message
per burst reaches nearly 2.0 regardless of the traffic load because whenever the
egress node receives a burst, it sends an ACK to the ingress node. For PL-CC,
control message contains LOAD and NAK messages as well as control packet.
In this scheme, the LOAD message is periodically generated. Thus, we observe
from Fig. 1 (b) that for our scheme, the count of control message per burst
decreases significantly as the traffic load increases. We also see that for our
scheme, additional control messages is generated significantly less compared to
TCP-CC at most ranges of the traffic load.

Finally, we investigate throughput fairness for our scheme by using the well-
known Jain fairness index. For our scheme, the Jain fairness index decreases as
the traffic load increases. Specifically, the Jain fairness index is about 0.998 and
0.956 when the traffic load is 0.1 and 0.9, respectively. However, these results
prove that our scheme can maintain acceptable throughput fairness among all
the flows at all loads.

4 Conclusions

Simulation results indicated that the proposed congestion control scheme signifi-
cantly reduces the burst loss rate while maintaining a reasonable fairness in OBS
networks. Simulation results also showed that our scheme can balance between
the performance gain in terms of the burst loss rate and the operation cost in
terms of the signalling overhead.
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Abstract. Optical burst switching (OBS) paradigm has been proposed to 
achieve the packet switching level throughput in the all optical domains. To 
meet the recent OBS commercialization requirement, we study the edge/core 
node combined (ECNC) OBS networks where the core node performs the edge 
node function as well. In this type of networks, the fairness problem occurs be-
cause the remaining offset-time decides the priority under the JET-based OBS. 
To solve this problem, we propose a fairness guaranteeing scheme by grouping 
bursts based on the destination and the remaining offset-time and assigning 
them to each wavelength group. Also, we propose a new burst generating and 
scheduling scheme for the ingress node and analyze the networks throughput. 

Keywords: OBS, fairness, QoS, JET, wavelength grouping, offset-time, mesh 
networks. 

1   Introduction 

The emergence of wavelength division multiplexing (WDM) technology is considered 
as a solution to satisfy the tremendously increasing demands of transmission band-
width driven by the growth of IP-based data traffic. At the same time, the necessity to 
make the next-generation optical Internet architecture is augmented, which can trans-
port IP packets directly over the optical layer without opto-electro-optic (O/E/O) 
conversions, like optical packet switching (OPS). Although OPS which can achieve 
higher utilization is attractive, there are practical limitations such as optical buffer and 
all optical processing to implement OPS by using today’s technology. Presently, opti-
cal burst switching (OBS) technology is under study as a solution for the optical 
Internet backbone in the near future since OBS technology can cut-through data mes-
sages without O/E/O conversion and guarantee the Class of Service (CoS) without 
any buffering.  

In the JET-based OBS, several schemes have been proposed to provide CoS differ-
entiation by assigning different offset-times [1]. To differentiate CoS, the source node 
assigns different offset-time according to the traffic classes. However, in a mesh net-
work, the length of offset-time will be different due to the remaining number of hops 
even though data burst (DB) have the same class. Different offset-time among the 
same class invokes fairness problems in OBS networks. 
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Recently, researches about OBS commercialization have been arisen for the real 
network, i.e. mesh-type network. To meet this trend, we design the edge/core node 
combined (ECNC) OBS networks, where the OBS nodes can generate data burst, 
perform the wavelength grouping and assign Transit Data Bursts (TDB) that are 
bursts from previous nodes to wavelength groups to solve fairness problems. Then, 
we propose a burst scheduling scheme, which does not interrupt the TDB and analyze 
the network throughput. The analytic results show that the network throughput in-
creases when the offset-time of transit bursts is sufficiently large. The remainder of 
the paper is structured as follows. Section 2 presents the fairness problem and fairness 
guaranteeing scheme in OBS networks. Section 3 provides the throughput analysis 
and results of ECNC networks, and the conclusion follows in Section 4. 

2   Fairness Guaranteeing Scheme 

In the mesh network, every node has the ability of edge and core nodes. To transmit 
data in OBS networks, the source node assembles packets to make a DB [2] and the 
DB follows a Burst Control Packet (BCP) after the some offset-time [1]. The offset-
time is determined by the number of hops between the source and destination and 
QoS of the bursts. Therefore, the offset-times of BCPs deciding a priority are not the 
same in OBS nodes even though the DB has the same CoS, which may incur the fair-
ness problem. To solve this fairness problem, we design the OBS node in Figure 1. 

 

BCP
Router

O/E
BCP from node 1

BCP from node N
O/E

To node 1

To node M

OBS Switch

Burst with offset 1

Burst with offset k
{From node 1

1-hop passed Burst

{From node N

Input traffic
Burst Genbuffer

Burst with several offset

Burst with offset 1

Burst with offset k

1-hop passed Burst

Burst with offset 1

Burst with offset k
} To node 1

Burst with several offset
Burst with offset 1

Burst with offset k
} To node M

OHG burst

Offset 1

Offset k

SHG bursts

 

Fig. 1. The Architecture of ECNC OBS node for mesh networks 

Entry bursts to the network are assorted to the one-hop-going (OHG) bursts and sev-
eral-hop-going (SHG) bursts. The SHG bursts are transmitted to the next hop through 
the exclusive wavelength group. Thus, SHG bursts do not influence the performance of 
TDB. In case of OHG bursts, it can be inserted between TDBs due to the ability of 
knowing the void interval among TDBs. One-hop passed (OHP) bursts, which traveled 
only one-hop with exclusive wavelengths with the several offset-times, are classified 
according to the offset-time and QoS and then compete with TDBs under the equal 
condition. After competing and bursts grouping process, the bursts are assigned to the 
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corresponding wavelength group. Thus, the QoS level of bursts can be kept the same 
because the offset-times within the same wavelength is equal.  

3   Throughput Analysis 

We consider the network throughput as the channel utilization of the wavelength 
groups and assume traffic load is equally distributed among wavelength group. There 
are several researches to utilize the void interval between bursts [3-4]. If the informa-
tion contained in the BCP is used proprerly, the network utilization can be dramati-
cally improved. Ideally, OHG bursts can utilize the remaining bandwidth of output 
channels if OHG bursts were fully inserted in the void intervals between TDB. But 
the available bandwidth cannot be utilized to the maximum because there is a limita-
tion to predict available void intervals among TDBs as explained later. 

The void filling scheme is illustrated in Figure 2. We can estimate the available 
void intervals among TDBs exactly with information the size of OHG bursts con-
tained in the BCP.  

o ffs e tt

  

o ffse tt

o ffs e tt

 
(a)                                                                        (b) 

Fig. 2. Void-filling scheme for OHG bursts 

To insert a burst between TDB, the node classifies void intervals of TDBs into two 
cases. The first case is that the length of void interval of TDB is smaller than the off-
set-time of TDB as shown in Fig 2 (a). In this case, the node exactly knows the length 
of void interval of TDB because the BCP for the next TDB has already been arrived 
before the current time due to the property of the equal offset-time within wavelength 
group. However, when the length of void intervals is larger than the offset-time of the 
TDB, the size of OHG bursts cannot be longer than the offset-time of TDB because 
the node does not know the arrival time of the next TDB at the current time as illus-
trated in Fig 2 (b). Therefore, if the void interval is greater than the offset-time of 
TDB or the BCP does not arrive until the end of current DB, the burst length of the 
OHG bursts should be limited to the size of offset-time. This is the reason why we do 
not utilize void intervals to the maximum. To verify the performance of the proposed 
burst scheduling scheme, we compare the network throughput through the simulation. 
Also, to investigate the relationship between the network throughput and the offset-
time of TDBs, we change the offset-time of TDB.  

The simulation results are shown in Fig 3, where the number 2, 4, 6, 8 and 10 in the 
legend mean the ratio of the offset-time to the mean burst length of TDBs. If the ratio 
is large, the offset-time increases accordingly. As shown in the simulation results, the 
network throughput improves when the offset-time increases as expected in Fig 2. 
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Fig. 3. Network throughput vs. offset-time of TDBs 

4   Conclusion 

We designed ECNC OBS node and proposed the fairness guaranteeing scheme, and 
the void filling scheme for ECNC OBS networks. The simulation results show that 
the network throughput is improved when the ratio of the offset-time to the size of 
TDBs is large. This means that the burst size should be minimized and the offset-time 
should be large sufficiently to maximize the throughput. The mathematical analysis is 
needed to analyze the accurate network throughput as a further work. 

Acknowledgements 

This work was supported in part by the MIC and IITA through the ITRC support 
program and by the KOSEF through its ERC program. 

References 

1. M. Yoo and C. Qiao.: A New Optical Burst Switching Protocol for Supporting Quality of 
Service. Proc. SPIE All Optical Comm. Syst.: Architecture, Control Network Issues, Vol. 
3531, 1998, pp.395-405. 

2. Ge, A., Callegati, F., and Tamil, L.S.: On Optical Burst Switching and Self-similar Traffic. 
IEEE Communications Letters, Volume 4,  Issue 3,  March 2000, pp. 98 – 100. 

3. S. Y. Lee., I. Y. Hwang. and H. S. Park.: The Influence of Burst Length in Optical Burst 
Switching System with Completely Isolated Classes. IEEE, ICACT 2005, Vol. 1, 2005, 
pp.303-306. 

4. Barakat N. and Sargent E.H., The Influence of Low-class Traffic Load on High-class Per-
formance and Isolation in Optical Burst Switching, IEEE ICC 2004, Vol 3, 2004, pp. 1554-
1558. 



 

V.N. Alexandrov et al. (Eds.): ICCS 2006, Part I, LNCS 3991, pp. 1022 – 1025, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Disclosing the Element Distribution of Bloom Filter 

Yanbing Peng, Jian Gong, Wang Yang, and Weijiang Liu  

Department of Computer Science and Engineering, Southeast University 
Sipailou 2, Nanjing, Jiangsu, P.R. China 210096 

{ybpeng, jgong, wyang, wjliu}@njnet.edu.cn 

Abstract. An algorithm named Reconstruction based on Semantically En-
hanced Counting Bloom Filter (RSECBF) was proposed to disclose the distri-
bution of original element from semantically enhanced Counting Bloom Filter’s 
hash space. The algorithm deploys DBSM, which directly selects some bits 
from original string as the reversible hash function. The overlapping of hash bit 
strings in this paper brings the ability to confirm the homogenetic hash strings. 
The efficiency of RSECBF in the principal component analysis was verified by 
the DDoS detection in a published trace.  

1   Introduction 

Bloom Filter was created by Bloom in 1970 [1] to compress the searching space of 
string and cut down the error rate by multi-hash functions. The Bloom Filter became a 
popular tool in networking studies. In the studies on network [2], the Bloom Filter 
was implemented as an ingenious classifier. The newest paper on reversible sketches 
appeared in IMC 2004 [3]. The sketcher needs uniform distributed hash functions 
derived from the non-uniform distributed original strings, which makes it anfractuous. 

The key issue of the reconstruction from different multi-hash strings to original 
string is to confirm that these strings are homogenetic. The Directly Bit String Map-
ping (DBSM) hash functions select some bits directly from the original string. The 
overlapped bit string between different hash functions confirms their homogenetic 
property, which means that they are from the same original string.  

2   Properties of Semantically Enhanced Counting Bloom Filter  

We found out that if the hash function is treated as aggregating rules in partition the 
original strings, the hash function can be any distributed. We call Counting Bloom 
Filter as semantically enhanced one when its hash functions select some bits directly 
from the original string. For example, a hexadecimal string, 0xabcd, when using di-
rectly selected hash functions, the higher two octets is 0xab, and the lower two octets 
is 0xcd. The two hash functions, as a part of the original string, have semantical im-
plication. These semantically enhanced hash functions are reversible and easy to be 
calculated, which are called as Directly Bit String Mapping (DBSM).  

For DBSM in the space-independent Counting Bloom Filter: 

Property 1: One original string is mapped into the hash space once and only once. 
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Property 1 can be induced from the work principle of Bloom Filter. It suggests that, 
when an original string xi appears Cxi times in set S, its hash strings will appears in 
each hash space at least Cxi times.  

The ordinary length of hash string is a trade-off between space efficiency and accu-
racy. The more the amount of the hash functions are, the more the calculations are 
needed, but the longer the hash string is, the larger the space overhead is. The general 
length of the hash string is in the range of 8~24 bits, and a 16 bits’ hash string is a 
suitable choice for most of the applications. 

When the original string is unclear, it is a key point to confirm which hash strings 
are homogenetic for the different hash strings. The overlapped bits among different 
DBSM hash strings deployed in this paper really benefit the homogenetic judgement. 
The hash values from two hash functions may be homogenetic if their overlapped bits 
have the same value. The hash strings can be combined with each other to a longer 
one by the patchworks, i.e., the overlapped string. When the splice is failed, the 
shorter string would be the distribution of the original strings. 

For 32-bit original string such as IP address, the highest 16-bit string is selected as 
hash function Hh, the middle 16 bits as Hm, and the lowest 16 bits string as Hl. The 
overlapping relationship can be described by Property 2: 

Property 2: The sum of those counters in Hh with the same value overlapped string is 
equal to that in Hm. So is it between Hm and Hl. 

Property 2 can be induced from Property 1 and the overlapping relationship be-
tween two hash functions. If a string, e.g. IP address a.b.c.d appears C times in set S, 
the short string a, b, c, d, which also expresses their location in the original string, 
must appears at least C times in respective hash space. When a.b.c.d is active, the 
short string in respective hash space would be active too. When a.b in Hh actively 
appears C times, b.c in Hm as an active homogenetic candidate of a.b in Hh, would 
appear at least C times in Hm, or the string a.b.0.0/16 should be an active aggregation.  

3   Original String Distribution Discovery  

If the hash strings’ value is Pareto distributed in the Counting Bloom Filter’s hash 
space, the principal component analysis in hash space will disclose the remarkable 
changes on the aggregation by Top N. This method is very suitable for those large 
scaled abnormality detections which change IP address greatly in distribution. For 
example, Eddie Kohler et al. [4] found that the active IP addresses are Pareto distrib-
uted, so the distributions of hash function IPh, IPm, IPl are Pareto distributed too. The 
scanning behavior aggregates its source at the launchers’ IP address, but the DDoS 
behavior focuses its aggregation character on the victims’ destination IP address, 
which can be disclosed easily by Property 2 and the principal component analysis in 
the Counting Bloom Filter’s hash space. 

The next paragraph proposes an algorithm, which is called Reconstruction with 
Semantic Enhanced Counting Bloom Filter (RSECBF), to reconstruct the original 
string, or disclose the aggregation character of the original strings.  
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Get the Top N for Hp and Hq by their counters 
Get the most active hash string x.y and y.z in Hp and Hq  
Analyze the principal component according to Property 2, for each y  

if there is no y.z responding to x.y, it suggests that x.y is an active prefix;  
else if y.z is the principal component, x.y.z is an active original element; 
subtract x.y.*/x.y.z in their respective counter; 

Repeat the analysis till the active hash string is exhausted 

The access to hash space string is k times per original string; ordinarily k and N in 
the Top N are very small. The primary calculation of RSECBF is the overhead in the 
sorting of the Top N which can be carried out by some quick methods in paper [5]. 
The space size m is 216 for 16-bits string; so the spatial complexity is O(m + N), and 
the calculation complexity is O((m + NlogN)* k).  

4   Actual Effect of RSECBF  

The trace set published by Caida.org [6] was analyzed and the function of the distri-
bution discovery was verified. Since the packets in this trace are known as backscatter 
packets which contains only responses from the attacked victim that went back to 
other IP addresses. It provided us a perfect chance to disclose the abnormal behavior 
and reconstruct their distribution of IP addresses and ports. 
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Fig. 1. The SYN+ACK, RST, RST+ACK packets’ waves at Backscatter DDoS Trace [6] 

The Backscatter’s SYN+ACK/RST packet is a response packet for the spoofed 
SYN packet or other TCP packet (except RST packet) in DDoS attack, so its amount 
per minute can be used as an index to discover burst of abnormal behavior. Peak A in 
Figure 1 shows the burst of SYN+ACK/RST at 8:52 am, and then IP addresses and 
ports of related packets in Peak A are dug by RSECBF algorithm.  

Table 1 shows that the two most active source IP hosts are 65.61.216.31 and 
61.152.96.19 as well as the most active port is 80. The destination IP addresses are 
aggregated at 0.166.0.0/16 subnet at random in Table 3. The results suggest that 
65.61.216.31 should be the victim, a web host.  

The results imply that RSECBF has high efficiency in reconstructing the distribu-
tion characteristic of IP from their hash space when abnormal behavior occurs.  
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Table 1. Top N in SYN+ACK’s Counting Bloom Filter hash space, 107005 packets 

Hh Hm Hl PORT DBSM 

Hash Hits Hash Hits Hash Hits Hash Hits 

65.61 104585 61.216 104585 216.31 104585 80 106974 

61.152 2214 152.96 2214 96.19 2214 21 24 

Source IP 
and source 
port 

219.139 143 139.24 143 240.176 143 14364 5 

0.166 104598 166.33 1130 0.44 10 1336 189 Destination 
IP and Port 0.16 19 166.28 1078 2.237 10 1234 185 

5   Conclusion and Future Works 

The improvements of Bloom Filter in this paper extend the hash function to non-
uniform distributed one with semantically implication. The reversible hash function, 
Directly Bit String Mapping (DBSM), makes the distribution discovery of original 
element easily. The overlapped bit string between different DBSM hash functions 
merges the homogenetic hash string into the original string by a simplified algorithm, 
which is called RSECBF for the Pareto distributed hash functions. The high effi-
ciency of RSECBF in DDoS attacking detection is verified in a published trace.  
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Abstract. A novel key-update scheme is proposed for wireless sensor networks. 
The center server in a wireless sensor network first broadcasts a series of ran-
domly generated code slices to sensor nodes. Upon receiving all the code slices, 
the sensor nodes find their neighboring coordinators to generate a permutation 
of slice numbers and send this permutation back to the center server. The center 
server and the sensor nodes can thus assemble a common program based on the 
permutation to derive their common key. Subsequent key-updates can then be 
done by this program based on the previous keys. The proposed scheme is sim-
ple, efficient, and is secure if the sensor nodes cannot be compromised within a 
short bound of time.  

1   Introduction 

Sensor networks are a kind of ad-hoc networks [3] and widely used in real 
applications. In a sensor network, each sensor node is deployed in a different location 
and is in charge of perceiving local information and reporting to the center server. A 
sensor node is usually limited by its computing power, memory, and battery power. 
These constraints make public-key algorithms infeasible for sensor nodes. In the past 
two decades, a lot of researches about security protocols [1] were proposed, including 
several key pre-distribution schemes [2][4][5].  

In real applications, sensor nodes are usually deployed in a large number in order 
to cover a sufficiently large area. For instance, a military aircraft may scatter a lot of 
tiny sensor nodes over a certain terrain to gather information. Tens of thousands of 
sensor nodes may be required in this case. Since the amount of sensor nodes used in 
an application is usually large, it is better for them to be provided as cheaply as 
possible. If all sensor nodes used in an application are the same, they can be 
manufactured uniformly and the production costs can thus be reduced. Specifically, 
“uniform” means that each sensor node is equipped with the same hardware, software, 
and initial settings. It may be criticized that each sensor node with the same keys are 
dangerous. This thus causes a trade-off issue between security and production cost.  

An efficient key-update scheme is necessary if all sensor nodes are initially 
equipped with the same keys. The keys should be updated immediately after the 
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deployment of sensor nodes since a compromise of the initial key of a sensor node 
may crash the entire sensor network. Besides, a good key-update scheme should be 
prompt and efficient. In this paper, a key-update scheme is thus proposed for wireless 
sensor networks.   

2   The Proposed Key-Update Scheme 

The proposed key-update scheme is divided into two parts: server part and sensor 
part. In this paper, all sensor nodes are assumed the same except for their IDs. The 
center server and all sensor nodes initially share a key Kc. This key is only used to 
initialize encryption keys and should be annihilated as soon as the deployment is 
done. To prevent the catastrophic consequence of compromising a sensor node, a 
short time bound t is set for the key-update phase. Each sensor node will begin a timer 
immediately after its physical deployment. If a sensor node does not finish its key-
update phase within time t, it should sacrifice himself. That is, it will annihilate its 
initial key and stop its functionalities for keeping the security of the whole sensor 
network. The initial key can thus be protected in this way. The proposed scheme 
needs to estimate the time required to compromise a sensor node and chooses t as 
small as possible. The proposed key-update scheme executed respectively in the 
center server and sensor nodes is described below. 

3   Execution on the Center Server - Broadcasting Code Slices  

The center server first prepares some operators to generate random code slices. These 
operators are pairwise non-commutative. A code slice is composed of an operand and 
an operator. An operand can be any integer and an operator can be one of the 
following operators: addition, multiplication, division, exponentiation, logarithm, 
shift, etc. For example, +2, *4, ^3 are possible code slices and six possible 
combinations can be derived from the three code slices without repetition. Six 
possible programs can thus be assembled in the example. In general, if there are m 
code slices, then m! possible programs can be obtained. Finally, the center server 
broadcasts these code slices to the wireless sensor network. 

4   Execution on the Sensor Nodes – Coordinating and Assembling 

In a sensor network, a sensor node can only communicate directly with its neighbors 
within a short range. A header is usually chosen from a subnet of sensor nodes as a 
relay. In the proposed scheme, the one with the most neighbors is elected as the 
header. In the dark, frogs cry to locate and identify other frogs. Similarly, each sensor 
node can send out its own ID to notify its neighbors. At the first stage, each sensor 
node sends out its ID and counts the number of its neighbors. At the second stage, 
each sensor node announces this number. Based on this information, headers can be 
elected and located by their neighbors (see Fig. 1). This method is called an echo 
algorithm. 
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Fig. 1. System architecture: a center server and randomly distributed sensor nodes in a wireless 
sensor network. A solid circle represents the subnet of a certain header elected by its neighbor 
nodes. When a node needs to send a message to the center server, the message is first sent to 
the header of its subnet, then the header routes the message to the center server. 

After headers are elected from sensor nodes, the next step is to form a secret 
program. Let the subnet of a header be defined as the network formed from the header 
itself and all its neighbors. Thus, there are many subnets in a wireless sensor network. 
Some subnets may overlap. 

Each header will generate a random permutation of m objects, denoted by a string 
rm, upon receiving code slices P1 to Pm from the center server. It then deliveries rm to 
its subnet and routes a path to the center server. With the permutation rm, the code 
slices can then be assembled together to get a common program P. rm should also be 
encrypted with the key Kc before it is sent out to prevent eavesdropping. 

After an agreement of the program P has been made between the center server and 
the subnet of a certain header, subsequent key-updates can be done by executing the 
program P on the previous key of the subnet, i.e. kj = P(kj-1). Initially, the key of all 
subnets is kc=k0. But after the key-update procedure, each subnet should have its own 
key agreed with the center server. 

5   Security Analysis 

In the proposed scheme, an attacker may tape all the code slices P1, …, Pm and try to 
recover a secret program P of a certain subnet by rearranging the slices. But lacking 
the permutation information rm, the attacker can only guess possible ones. Since each 
permutation of the code slices can result in an executable program, the probability for 
a guessed program to equal the program P is only 1/m!. This is why the m code slices 
are required to be pairwise non-commutative; otherwise, the probability may be larger 
than 1/m!. The security of the proposed protocol thus depends on the size of m. m may 
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be increased for better security at the cost of program-assembling time. For instance, 
m!>264 for a choice of m=21, and m!>2128 for a choice of m=35. 

Suppose that the average number of neighbor nodes is k. Each node in a subnet 
then needs 2*(1+k) operations. Each header node needs an extra encryption. Each 
node can thus easily assemble the program P from the m code slices. The choice for 
the size of m provides the flexibility between security and efficiency. 

6   Conclusion 

A novel key-update scheme has been proposed for wireless sensor networks. The 
proposed scheme is simple, efficient and secure if the sensor nodes are assumed not to 
be compromised within a short time bound t. It is thus feasible for the proposed 
scheme to be applied to a resource-constrained wireless sensor network. In the future, 
we will attempt to improve the proposed scheme with other constraint considerations. 
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Abstract. Delay measurement plays an important role in network QOS control. 
Much work has been done about the measurement of end-to-end delay, this pa-
per describes a mechanism estimating flow Number and average delay in AQM 
router in the Internet. This estimate is obtained without collecting or analyzing 
state information on individual flows. 

1   Introduction 

The estimation of connections and delay is useful for network QOS control and re-
source management. Much work has been done about the measurement of end-to-end 
delay and several models were proposed[1]. Variously, this paper describes a mecha-
nism estimating flow Number and average delay in an AQM[2] router in the Internet. 

A linearized TCP/AQM dynamic model was developed[3]. The forward-path trans-

fer function of the plant 0)()()( sR
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where N is load factor (number of TCP connections), 0R is round trip time, C is the 

link capacity. The actuating signal produced by AQM controller also reflects the in-
formation of flows that traverse the router. 

2   Estimating Average Flow Delay in an AQM Router 

2.1   Estimating the Flow Number 

By TCP/AQM model, we need estimate the flow number firstly. Several approaches 
have been proposed previously to estimate the number of active flows competing for 
bandwidth[4,5,6]. Stabilized RED (SRED) compares the arrival packet with recently 
arrived packets in a ‘Zombie List’ and estimates the number of flows based on the hit 
probability. Hash Rate Estimation (HRE) uses a similar method while bases on the 
comparison of the incoming packet with the randomly selected backlogged packets in 
the queue. Flow Random Early Detection (FRED) estimates the number of flows that 
have packets queuing in the buffer. In FPIP, routers maintain a state table of long 
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flows to record the arrival time (prevtime) of the packet arrived lately from each long 
flow.  

The approaches described above are effective in specific environments, we use the 
reference of the method “hit and miss” here. The main idea is to compare, whenever a 
packet arrives at some buffer, the arriving packet with a randomly chosen packet that 
recently preceded it into the buffer. 

Considering the following situation, there are n flows passing through the router; 

ir and ip  respectively denote the flow rate and the buffer occupancy of flow i. Intui-

tively, hitr  is the rate that the flow ID of incoming packet matches that of one ran-

domly selected packet in the queue and missr  denotes the rate that two predescribed 

packet are not of the same flow. The active flow number actN , are shown as: 

hithit

misshit
act rr

rr
N

1=+= Cprr
n

i
iihit /

1=

= Cprr
n

i
iimiss /)1(

1=

−=

We calculate an estimate hitr  for the hit frequency around the time of the arrival of 

packet. (Let Hit(t) = 0 if no hit and Hit(t) = 1 if hit): 

)()1()1()( kHitkrkr hithit αα +−−=  

with 10 << α , here 4105.2 −×=α . 
We use simple network topology with a single bottleneck link between r1 and r2 as 

depicted in Figure 1. C is 3750pkt/s which corresponds to 15Mbps with an average 
packet size of 500B. Connections are established between si and di. The propagation 
delay ranges uniformly between 40ms and 220ms, our target queue length is 100 
packets. r1 runs PI and supports ECN marking, while the other router runs Drop Tail, 
buffer size is 800 packets. 

s1

s2

sn dn

d2

d1

r1 r2

 
Fig. 1. Simple network topology 

Fig. 2. the estimated flow number Nact in experiment 1 
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In experiment 1, the number of FTP flows is 50 at the beginning, the total simula-
tion lasted for 30s. As shown in the figure, the estimated value Nact  can converge to 
the real flow number. 

In experiment 2, the number of FTP flows is 50 at the beginning, 50 FTP flows 
join the link 20 seconds later, 50 FTP flows join the link when t=40s, 50 FTP flows 
leave the link 30 seconds later, the total simulation lasted for 100s. As shown in the 
experiment result, the estimated value Nact  can converge to the real flow number, and 
change with the real flow number n. 

Fig. 3. the estimated flow number Nact in experiment 2 

2.2   Estimating the Average Flow Delay 

Using linearization techniques near equilibrium point of non-linear differential equa-
tion [3], ( 000 ,, pqW ) is the equilibrium point which meet 
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000 ,, pqW  can be calculated from: NCRWpW /,2 000
2

0 == , so 

0

00

2
/

pC

N
TCqR p =+=  

p is probability of packet mark/drop decided by AQM modules, we use the exponen-
tially weighted moving average mark/drop probability as our 0p : 

pkpkp αα +−−= )1()1()( 00  

10 << α , here 5105.2 −×=α  
We still use the network topology depicted in figure 1. In experiment 3, the propa-

gation delay between the end and the router is 5ms, other settings are same as  
 

Fig. 4. The estimated delay time in experiment 3 
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experiment 1, so the propagation delay is 40ms, and the queueing delay is during 
0~50ms.The number of FTP flows is 50 at the beginning,  the total simulation lasted 
for 150s. As shown in the figure, the estimated delay time is within the range of real 
delay time. 

In experiment 4, the propagation delay between the end and the router is 10ms, 
other settings are same as experiment 3, so the propagation delay is 60ms, and the 
queueing delay is during 0~50ms. As shown in the figure, the estimated delay time is 
within the range of real delay time. 

Fig. 5. The estimated delay time in experiment 4 

3   Conclusion 

This paper describes a mechanism estimating flow Number and average delay in a 
router in the Internet. This estimate is obtained without collecting or analyzing state 
information on individual flows. 

There are also some limits with the estimating mechanism. It will take a period of 
time for the estimation to converge to the real value, this depends on the AQM 
scheme deployed in the router. Sometimes the estimated values are smaller than real-
ity: if all flows have the same rate, the value actN  equals the real value n, otherwise, 

the estimated number will be smaller; the estimated average delay will be smaller than 
reality when nonresponsive flows exist. Suitable adjustment of the estimation value 
need further attention. 
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1 Vilnius University, Kaunas Faculty of Humanities, Department of Computer
Science, Muitines 8, 44280 Kaunas, Lithuania

2 Vilnius University, The Faculty of Mathematics and Informatics,
Naugarduko 24, 03225 Vilnius, Lithuania

Abstract. Intelligent stock trading models are becoming valuable advi-
sors in stock markets. While developing such models a big importance is
given to its evaluation and comparison with other working models. The
paper introduces trading system for stock markets, which is adesigned
as a framework for development and evaluation of intelligent decision–
making models.

1 Introduction

There is a number of existing stock trading systems, which allow users to make
technical and fundamental analysis of stock markets’ changes, to analyze the
historical fluctuations of stocks or options prices etc. Systems like WinnerStock-
Picks [8], NasTradingSystem [3], TradingForProfits [6] generate trading signals
and allow the users to make an analysis of behavior of stock market through
the application of technical analysis. Trading system UltraTradingSystem [7] for
generating of trading signals is using a balanced approach of technical analysis
and news research. All these systems miss an intelligent mechanism for decision–
making and do not allow to integrate other analytical tools and to make com-
parison of trading results, which were achieved by using different trading models
and strategies. Many commercial software packages for technical analysis offer
both a comprehensive programming language, and a simulation mode, where
the performance can be computed. However, most available products do not
take this very seriously, and real trading simulation with a multi–stock portfolio
is seldom possible [2].

The realization of the proposed real time trading system was developed using
MATLAB. The system allows to download real time data, develop different
intelligent trading models, compare trading results and make a detailed analysis
of the trading results.

The paper is organized as follows: first sections describes the system and in-
troduces its architecture, the second section is focused on the analysis of trading
system applications for the analysis of different strategies. This section presents
two trading strategies and discusses the analysis possibilities of the results.
Finally the conclusions and future work is given.
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2 Stock Trading System

The development of trading system was instigated by several reasons:

– The need of framework for evaluation of stock trading algorithms and strate-
gies.

– The need of real data management for the analysis of trading algorithms.
– The need to increase speed of computations.

The architecture of the developed trading system is presented in Fig. 1.

Data a cquisition
control    DB

Data presentation
and analysis control

Trade control

External Data Source

Yahoo
Finance
Portal

.csv

. . .Req . data
description

Trade Strategies

Strategy 1

Framework

Recommend

Strategy N

Recommend
Req . data

description

Fig. 1. Trading System Architecture

list of selected
portfolios

strategy
parameters

stock data,
profit

recommendations
(stock id, amount )

Strategy 1
get portfolio strategy

parameters
generate

recommendations

retrieve requested
 stock data perform trades[start]

[finish]

Strategy N get portfolio strategy
parameters

generate
recommendations

. . .

Fig. 2. Trading Scenario

Architecturally the system is divided into three parts: external data source
and two internal parts — framework and trading strategies. External data source
is only used to retrieve real time or historical stock data. The most important
part of the system is the framework. The main tasks of the framework are: to
download data from external data source; to preprocess downloaded data and
store it in the database; to prepare data according to settings of the trading
strategies; to perform trades for the created portfolios; to provide graphical user
interface for the above mentioned controls; to provide means for data analysis.
Based on a created portfolio and stock returns, data presentation and analysis
control allows to do technical analysis of the results. One of the main require-
ments for the developed framework was to provide common interfaces for trading
strategies and in this way to ensure easy integration of new trading strategies.
Each trading strategy has to be implemented according to the given template.
From an perspective of object oriented paradigm, each trading strategy is an
object with two main methods. One provides information about required data
quantity for given strategy and the other performs trades.

After the trade action is started the system scenario could be described in
the following steps(see Fig. 2): (1) user is asked to enter interval dates for se-
quential historical trades or trades are started for the current day; (2) system
for all selected portfolios determines trading strategies and asks each strategy
to issue date requests; (3) system checks for data in the database (at this mo-
ment system can inform the user about missing data and can ask to retrieve
data from external data source); (4) strategy performs calculations and returns
recommendations; (5) after the recommendations are retrieved from strategies
the framework performs trades and updates the database.
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For the possibility to tune the analyzed strategy, framework allows for each
strategy to change strategy settings. This is made through strategy options win-
dow, which is called from the main window using ’strategy options’ button. This
feature allows to use several portfolios with the same strategy but with different
strategy parameters, as all parameters are referenced to strategy and portfo-
lio. This allows to analyze the importance of different strategy parameters and
results.

3 Trading System Application for Analysis of Different
Strategies

For the analysis of the proposed trading system and its possibilities two different
trading models were selected: intelligent decision–making model [5] and model
of moving averages [1]. A detail presentation and evaluation of the intelligent
decision–making model for stock markets are introduced in our previous works
[4], [5]. The intelligent decision–making model combines the application of Artifi-
cial Neural Networks(ANN) and Particle Swarm Optimization(PSO) algorithm.
The second model is a well known moving averages method.

There were created two portfolios with identical coincidental parameters. For
the analysis of the models there were taken 130 stocks from SP500 index group
and time period from 01-Jan-2000 to 01-Mar-2000. The main window of intro-
duced trading system is presented in Fig. 3.

Fig. 3. Trading Systems Main Window

Figure 3 presents trading results of two portfolios. The descriptions of the
selected portfolio are shown on the right side of the screen. Each portfolio is
described by its name, investment strategy, trade stock type (stocks or indexes),
trade start and last dates, and investment amount. The user can select what
strategy options he/she wants to use. For intelligent decision–making model user
can select the periodicity of trading, how many stocks should be recommended
for the investment, size of the sliding window, number of deltas and the size of
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population (nubmer of ANNs). For the analysis of the results there is possibility
to draw the graphs which allow to make detailed analysis on training of ANNs;
selection of stocks or ANN which have shown the best performance. for the
method of moving average the user is able to select the periodicity of trading,
number of recommended stocks and size of period which is used for moving
average calculation.

Trading results of each portfolio can be compared to the results of any other
selected portfolio. For example, comparison shown in the Fig. 3, shows that the
trading using intelligent decision–making model has much better performance for
the selected time period. It is important to mention, that for any implemented
trading strategy there is a possibility to create many portfolios with different
strategy parameters. In that case, the presented stock trading system makes the
evaluation of the trading strategies easy and fast.

4 Conclusions and Future Works

Because of the limited space available, this paper is merely an introduction to the
architecture and framework provided by stock trading system. It was decided to
emphasize on presentation of the general idea. The paper gives an illustration and
explains the architecture and scenario of stock trading system. The main task of
this paper was to show that the presented stock trading system is a powerful tool
for development and tuning of intelligent decision–making models. The benefits
of trading system were shown through the implementation of two models. It
was shown, that new trading models can be easily integrated, extended, and
evaluated with different parameters for the identical data sets.
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Abstract. Strained silicon field effect transistor (FET) has been known for en-
hancing carrier mobility. The stained Si channel thickness, the Si1-xGex compo-
sition fraction and the Si1-xGex layer thickness are three crucial parameters for 
designing strained Si/SiGe MOSFET. Mobility enhancement and device reli-
ability may be unnecessarily conservative. In this paper, numerical investigation 
of drain current, gate leakage and threshold voltage for strained Si/SiGe 
MOSFET are simulated under different device profiles. According to our re-
sults, the optimal combination of parameters are as follows: stained Si channel 
thickness is 7 nm, Ge content is 20%, and the Si1-xGex layer thickness should be 
chosen between 20~50 nm. 

1   Introduction 

The introduction of strained Si and SiGe in CMOS technology is a means of improv-
ing the performance of Metal-Oxide-Semiconductor Field Effect Transistors (MOS-
FETs) in the deep submicron era [1-2]. A general approach to introduce biaxial tensile 
strain is using a virtual substrate of SiGe [1-2]. The underlying SiGe layer serves as 
an anchor to constrain the lattice of the strained silicon on top. Therefore, the electron 
mobility, and hence nMOSFET drive current performance, is enhanced. The stained 
Si channel thickness (TSi), the Si1-xGex composition fraction (x) and the Si1-xGex layer 
thickness (TSG) are three crucial parameters for designing strained Si/SiGe MOSFET. 
In this study, computer-aided design (CAD) approach is used to optimize the structure 
of strained Si/SiGe device. Drain current, gate leakage and threshold voltage are 
simulated and discussed.  

2   Quantum Transport Models 

The density-gradient (DG) model is considered to couple with the classical transport 
models. The hydrodynamic model (HD) [3] provides a very good compromise of 
velocity overshoot and the impact ionization generation rates. For the sake of saving 
computing time, DD model is used while drain bias (VD) is low (< 0.1). For high-drain 
bias, hydrodynamic model is considered. The DD model is given as  
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( )AD NNnpq −+−−=∇⋅∇ φε ,                                                (1) 

qRtnq −=⋅∇−∂∂ nJ ,                                                            (2) 

qRtpq −=⋅∇+∂∂ pJ ,                                                            (3) 

where 
nnn qn φµ ∇−=J  and 

ppp qp φµ ∇−=J  are the electron and hole current densities. 

( )nn kTn µφφ ∇−−∇=  and ( )np kTp µφφ ∇+−∇= . R is the generation-recombination term. 

In the hydrodynamic model, the carrier temperatures Tn and Tp are not assumed to be 
equal to lattice temperature TL, together with DD model, up to three additional equa-
tions can be solved to find the temperatures, which are 

collnCn dtdWEtW +∇⋅=⋅∇+∂∂ nn JS ,                                     (4) 

collpVp dtdWEtW +∇⋅=⋅∇+∂∂ pp JS ,                                   (5) 

collLL dtdWtW =⋅∇+∂∂ LS ,                                                     (6) 

where ( )enBnB
td

nnBCnn mTnkTnkfnTkEn ln5.1 ∇−∇+∇+∇= µJ  and ( −∇−∇−∇= pB
td
ppBVpp TpkfpTkEpµJ  

)hpB mTpk ln5.1 ∇  are current densities. SL, Sn and Sp are energy fluxes and 
colln dtdW , 

collp dtdW  and 
collL dtdW  are the collision terms.  

According to DG method, an additional potential  is introduced into the classical 
density formula, which reads: ( )( )TkEENn BCFC Λ−−= exp . In this study,  is given 

as ( ) ( )[ ] m122222 Λ∇+∇−Λ+∇=Λ φβφβγ [4]. The quantum transport systematic 

equations are discretized by the box discretization [5] and solved. After the drain 
current (ID) is obtained, the gate leakage (IG) and threshold voltage (VTH) are deter-
mined.  

3   Simulated Results and Discussion 

In the numerical studies, a 40 nm strained Si/SiGe nMOSFETs is simulated. The 
device profile and simulated scenario are given in Fig. 1. According to previous  
experimental studies [1-2], the effects of interface trap are also considered in the  
numerical simulation. 

TOX = 1.5 nm, LG = 40 nm,

NA = 1×1018 cm-3, NSD = 1×1020 cm-3,

VD = 1.25 V, VG = 1.25 V,

Applied bias:

Control variables:

simulated parameters:

x = 10%, 20%, 30%

TSi = 5, 7, 9, 11, 15, 20 nm

TSG = 10, 20, 50, 100, 500 nm

LG

Strained Si

silicon substrate

Tox

gate

source

oxide

drain
TSi

TSG

Si1-xGex layer

 
(a)                                                               (b) 

Fig. 1. (a) Simulated strained Si/SiGe nMOSFET and (b) scenario of simulation  
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Figures 2 and 3 illustrate part of the results to show the dependence of ID and IG on 
TSG, TSi and x, respectively. Fig. 2(a) demonstrates increasing device performance 
with increasing Ge content in the SiGe layer due to higher strain in the Si channel. 
However, a higher Ge content also induced higher gate leakage, which is caused by 
mismatch of lattice and diffusion of Ge. IG is shown in Fig. 3(a). Fig. 2(b) and Fig. 
3(b) illustrate ID and IG under different TSi with x = 20% and TSG = 20 nm. A thinner 
TSi performs a larger ID. The reason is that a thin strained Si channel can prevent the 
stress relaxation and present a better performance. The lattice mismatch proportion-
ally decreases with increasing TSi. In another word, the relaxation of tensile stress in 
the strained Si channel could be suppressed by decreasing TSi, i.e., the mobility en-
hancement would be larger in the thin TSi device than in the thick TSi device. The 
observation in the nanoscale device is different to long-channel devices. Unfortu-
nately, a thin TSi may induce large interface trap caused by Ge diffusion. In this study, 
ID and IG of TSi = 5 nm is the largest. IG of TSi = 7, 9, 11 and 15 do not show much 
difference. Fig. 2(c) and 3(c) demonstrate ID and IG dependence on TSG. A thicker TSG  
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Fig. 2. Simulated ID-VG curves for (a) TSG = 20 nm, x = 20 %,  (a) TSG = 20 nm, TSi = 9 nm and 
(c) TSi = 9 nm, x = 20 % 
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Fig. 3. Simulated IG-VG curves for (a) TSG = 20 nm, x = 20 %,  (a) TSG = 20 nm, TSi = 9 nm and 
(c) TSi = 9 nm, x = 20 % 
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provides a larger stress, but a larger number of lattice mismatches is also induced. 
Moreover, a thicker TSG may increase Ge diffusion to MOS interface, which contrib-
utes to an increased interface state.  

For further discussion, Fig. 4 illustrates the VTH shift (V), ID enhancement (%) and 
IG/IG (%) of the whole simulation scenario. According to the figure, if TSi  14 nm, 

VTH  shift may be larger than 0.01 V. As TSi  14 nm, VTH  shift is small enough to be 
neglected. From Fig. 4 (b), the largest ID enhancement is achieved by TSi = 5 nm, TSG 
= 20 nm and Si70%Ge30%. However, the IG induced by the interfacial state is too large 
to be accepted. TSi = 5 nm presents a sudden increase of interfacial states. IG/IG is 
given in Fig. 4(c). TSi = 7 nm is chosen. Although x = 30% may have a better im-
provement of drain current, it also have a serious problem of Ge diffusion. Therefore, 
x = 20% is suggested. Since a thin SiGe layer cannot provide enough stress to im-
prove drain current, the best case occurs between TSG = 20 ~ 50 nm.  

 

Fig. 4. (a) VTH shift (V), (b) ID enhancement (%), and (c) IG/IG (%) for the simulated scenario  

4   Conclusions 

In this study, optimal profile of strained Si/SiGe device is suggested by numerical 
simulation. Hydrodynamic model is employed and the effect of interface state is con-
sidered in the simulation. Considering the improvement of performance and reliabil-
ity, we suggested that the optimal stained Si channel thickness is 7 nm, Ge content is 
20%, and the Si1-xGex layer thickness is between 20~50 nm. The optimal design may 
obtain an 8~11% improvement of performance and maintain the same level of gate 
leakage for a 40 nm nMOSFET.  
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Abstract. Due to the preeminent work of the RTSJ, Java is increasingly ex-
pected to become the leading programming language in embedded real-time 
systems. To provide an efficient real-time Java platform, a Real-Time Java 
Processor (HRTEJ) based on the RTSJ was designed. This Java Processor effi-
ciently implements the scheduling mechanism proposed in the RTSJ, and offers 
a simpler programming model through meliorating the scoped memory. Special 
hardwares are provided in the processor to guarantee the Worst Case Execution 
Time (WCET) of scheduling. In this paper, the scheduling implementation of 
this Java Processor is discussed, and its WCET is analyzed as well. 

1   Introduction 

Currently, to provide an efficient Java platform suitable for real-time applications, 
many different implementations are proposed. These implementations can be gener-
ally classified as Interpreter (such as RJVM [1] and Mackinac [2]), Ahead-of-Time 
Compiler (Anders Nilsson et al [3]) and Java Processor (such as aJile-80/100 [4] 
and JOP [5]). Comparing with other implementing techniques, Java Processor is pref-
erably being used in embedded systems because of its advantages in execution  
efficiency, memory footprint and power consumption.  

The scheduling predictability is a basic requirement for real-time systems. The 
Real-Time Specification for Java (RTSJ) [6] makes some major improvements to 
Java’s thread scheduling. Many of the current real-time Java platforms implement 
scheduling based on the RTSJ, such as Mackinac, RJVM and aJile etc, most of which 
allow threads to be allocated in heap memory. JOP implements a new and simpler 
real-time profile other than the RTSJ.  

In this paper, the scheduling implementation in our RTSJ-based real-time Java 
Processor is introduced. None of the thread in this Processor is allocated in heap and 
the interference of Garbage Collector is totally avoided. Comparing with JOP,  
the profile of the HRTEJ Processor is more close to the RTSJ and dynamic thread 
creation and termination are supported.  
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2   Scheduling Implementation in the HRTEJ Processor 

Based on the optimization method proposed in our previous work [7], to guarantee the 
real-time performance of the HRTEJ Processor, standard Java class files was proc-
essed by the CConverter (the program we designed to preprocess the Java class file) 
before being downloaded into the processor’s memory. During this phase, all the 
process interfering predictability such as Class loading, verifying and resolution are 
handled. Some other optimizing operations are processed simultaneity. All the 
Classes needed in the application are loaded and linked before execution. The mem-
ory layout produced by the CConverter is displayed as a binary sequence. All of the 
strings, static fields and other data can be accessed by their addresses directly. 

2.1   Thread Management Mechanism in the HRTEJ Processor 

There are some thread related registers in the HRTEJ Processor to facilitate the pre-
dictability of the scheduling as follows: 

Run_T, Ready_T, Block_T and Dead_T: n-bit (n is the width of the data path) reg-
isters to record the queues of threads which are running, ready, blocked and dead. A 
thread can be put into a queue by setting corresponding bit of that register to ‘1’ ac-
cording to its priority.  

ThisThread: recording the object reference of current running thread. 
Wait_Base: The base address of the static fields WaitObject0~n-1 in figure 1. 
STK_base0~n-1: the stack base address of each thread. 
LTMAddr0~n-1: the LTMomory base address of each thread. 
The HRTEJ Processor can support n threads at most with unique priority from 0 to 

n-1 (0 is the highest priority).These threads can be created and terminated dynami-
cally.  

Creating a new thread just as creating a general object, but the object reference of 
this thread should be put into the corresponding static field ‘Thread0~n-1’ according 
to its priority. The Scheduler terminates a thread by moving the corresponding ‘1’ 
from other queues to the Dead_T. The Scheduler always chooses the thread corre-
sponding to the leftmost ‘1’ in Ready_T to dispatch and execute.  

  

Fig. 1. Tread Object Structure of the HRTEJ Processor 
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When scheduling occurs, the context of the thread being preempted is saved at the 
top of its stack. The thread object and its corresponding context are shown in fig. 1. 

Wait Method Implementation: When a thread calls the wait method and blocks 
itself, it records the reference of the waited object in corresponding static field  
WaitObject0~n-1. This static field will be checked when notifying a thread. WaitOb-
ject0~n-1 is used to record the locked object waited by each thread. 

Join Method Implementation: Using the instance field ‘join’ to record the object 
reference of the thread to wake up when current thread is finished. 

Priority Inheritance Implementation: If a thread wants to enter a synchronization 
block which another lower priority thread is in, then the Priority Inheritance must be 
taken. In the HRTEJ Processor, a simple method to implement the Priority Inheritance 
is adopted. Two threads sharing the same synchronization object exchange their prior-
ity, and record the old priority in the Exchange field. When the thread exits the syn-
chronization area, it takes the original priority back again. 

As discussed above, special hardwares are used in the HRTEJ Processor to ensure 
the predictability of WCET. The clock cycles of thread scheduling, dispatching, and 
other thread related mechanisms are all predictable in the HRTEJ Processor. The 
implementations of other scheduling related mechanisms described in [7] and [8], will 
not be discussed anymore. 

3   Evaluation and Discussion 

The HRTEJ differs from JOP in supporting dynamic thread creation and termination, 
ATC, nested scoped memory, and dynamic allocation of shared objects, which pro-
vides a more flexible programming model. Table 1 shows the comparison of some 
bytecodes execution cycles between the JOP and the HRTEJ. It is displayed that the 
average execution cycles of the HRTEJ is smaller than that of JOP.  

Table 1. Clock Cycles of Bytecode Execution Time 

 HRTEJ(min) HRTEJ(max) JOP 
iload iadd 
iinc 
ldc 
if_icmplt  
getfield 
getstatic 
iaload 
invoke 
invoke static 
dup 
new 
iconst_x 
astore_x / aload_x 
return 
goto 

3 
8 
7 
8 
6 
7 
3 

42 
39 
2 

10 
2 
3 

20 
3 

3 
8 
8 

10 
7 
8 
3 

43 
39 
2 

12 
2 
5 

20 
5 

2 
11 
10 

6 
25 
17 
30 

128 
101 

x 
x 
x 
x 
x 
x 
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Estimating the WCET of tasks is essential for designing and verifying real-time 
systems. As a rule, static analysis is a necessary method for hard real-time systems. 
Hence, the WCET of an application (Demo.java) is statically analyzed in this paper to 
demonstrate the real-time performance of the HRTEJ Processor. 

The bytecodes compiled from Demo.java can be mainly partitioned into 3 parts 
(one part a thread). In each part, the WCET of the general bytecode is known accord-
ing to table 1. For the finite loop in thread t0, its WCET can be calculated as 
100*WCET (general code + LTMemory + start() + Scheduling). The LTMemory 
operation is predictable as mentioned in [8], and the WCET of the scheduling and 
method start() is also predictable. So, the real-time performance of the whole applica-
tion can be guaranteed.  

Furthermore, the maximal allocation of the LTMemory space in this application is 
S(t0)+S(t1) instead of S(t0)+100*S(t1).  S(t) denotes the space of thread t. Another 
advantage of this processor is that Java programmers just need creating and entering a 
LTMemory space to use instead of denoting the memory size. 

4   Conclusions 

The multithreading mechanism is vital for real-time systems to handle the concurrent 
events in the real world. The RTSJ defines more accurate semantics for the predict-
able scheduling. It makes Java become popular in embedded real-time systems. In this 
paper, the RTSJ based scheduling mechanism implemented in our Java Processor is 
introduced. With special architectural supporting, all the WCET of the thread related 
mechanisms are predictable. Because heap memory is not used, this Processor is suit-
able for hard real-time applications.  
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Abstract. NetSolve is a kind of grid middleware used for high performance 
computing. In this article, the architecture and operational principle of NetSolve 
are first analyzed, the limitations of the Netsolve system are pointed out, and then 
Web Service Server and Server Proxy are put forward as the improvement of 
NetSolve System to solve these limitations.  

1   Introduction 

Thanks to advance in hardware, networking infrastructure and algorithms, computing 
intensive problems in many areas can now be successfully attacked. Various 
mechanisms have been developed to perform computations across diverse platforms. 
But until recently, there are still some difficulties in using high performance computer 
and grid technology on a large scale. 

NetSolve, underway at the University of Tennessee and at the Oak Ridge National 
Laboratory, is a project that makes use of distributed computational resources 
connected by computer networks to efficiently solve complex scientific problems. 
This article is meant to probe into the implementation of NetSolve and describe its 
two extensions based on the super Cluster ZQ2000 of Shanghai University.  

2   NetSolve 

NetSolve is a client-server system that enables users to solve complex scientific 
problems remotely. The system searches for computational resources on the network, 
chooses the best one available, and solves a problem using retry for fault tolerance, and 
returns the answers to the user. It has three components: 

• Agent: The agent maintains a database of NetSolve servers along with their 
capabilities and dynamic usage statistics for use in scheduling decisions. It attempts to 
find the server that will service the request, balance the load amongst its servers, and 
keep track of failed servers.  



1048 H. Cheng, W. Zhang, and W. Dai 

 

• Server: The NetSolve server is a daemon process that awaits client requests. It can 
run on single workstations, clusters of workstations, SMPs, or MPPs. One key 
component of the server is the ability to wrap software library routines into NetSolve 
services by using an Interface Definition Language (IDL) . 

• Client: The NetSolve client uses application programming interfaces (APIs) to 
make a request to the NetSolve system, with the specific details required with the 
request.  

 

Fig. 1. NetSolve Architecture 

3   Limitations of the Netsolve System  

However, NetSolve system doesn't have a universal interface, its interface protocol can 
only be applied in the clients of NetSolve system. Therefore, other systems can't 
communicate with NetSolve directly. Besides, it can't provide a friendly and 
all-purpose interface for people who want to use the high performance computing 
resources. Another limitation is: unless clients, agent, servers are located in the same 
local network, real IP address is needed for them, as they communicate with each other 
via IP address. But for security and limitation of IP resources concern, many clusters, 
like ZQ2000 high performance cluster computer of Shanghai University, doesn't have 
real IP address for each node of the cluster. Therefore, NetSolve clients from outside 
the local network can't access any server on the node of ZQ2000. 

To solve these limitations, we have two ways, the first is to make use of the Web 
Services technology to add a Web Services server into the NetSolve system, and the 
second is to add a server proxy into the NetSolve system. 

4   Web Services Server 

Web Services may use HTTP protocol, which can offer a friendly interface to facilitate 
calling services and make real IP address no longer a necessity. After adding a Web 
Services server into NetSolve, the work flow of the system changes as follows: 
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(1) Developing tools that supporting Web Services can be used to query the service 
which exist in Web Services server. Service and its interface described in WSDL 
format are returned to users from the server. After that, clients can call the service, just 
like calling a common local process. (2) Clients send simple object access protocol 
requests to Web Services server. On receiving the requests, the Web Services server 
converts it into a service execution request to NetSolve system. NetSolve system can 
then select the best server to execute the corresponding service. (3) NetSolve system 
returns the results of a service to Web Services server after it is completed. Clients can 
then get simple object access protocol responses described in XML format from the 
Web Services server.  

Web Services server turns services provided by NetSolve system into its services, 
which is needed by Web Services call interface. The Web Services server and 
NetSolve agent are installed on the same computer. All services provided by NetSolve 
servers are registered in NetSolve agent.  

5   Server Proxy 

The common structure of super-computer is that they have one or several pre-servers 
which possess real IP address and the rest fake IP address (local network IP address). 
The pre-servers have double IP address like Gateway. If we run a Server Proxy on 
pre-server or on Gateway, it can set up a bridge between the client and the interior 
NetSolve servers. 

Server proxy must run on the pre-server or gateway of super-computer. It can 
ensure the success of connecting between client and server. First, client can connect to 
server proxy, because pre-server has real IP. Meanwhile, pre-server and interior 
server are in the same local area network (LAN), the pre-server can also connect to 
the interior servers. Another problem is that all the data must pass through pre-server, 
which may cause a bottleneck. Start up several server proxies in different pre-server, 
and each server proxy manage a few of the interior servers can solve this problem. 
Moreover, in order to improve the efficiency, we can set up a connection pool 
between the server proxy and the interior servers. 

Agent manages server proxy. It has the right to kill server proxy. Server proxy 
registers to Agent at first time. If server proxy dies, Agent will delete the server 
proxy’s information of the relevant interior servers. 

6   Conclusions 

These two kinds of improvement of NetSolve system have been successfully 
applied in the ZQ2000 high performance cluster computer of Shanghai University. 
There are many ways in which NetSolve should be further extended, we should 
constantly improve our system to catch up with the fast development of numerical 
computing. 
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Abstract. Grid information service influences outcome of applications on grid 
platforms directly. In this paper, network coordinate is introduced in grid in-
formation service mechanism to locate each grid node. With the hop count gen-
eration algorithm, network hops between user and resource providers can be 
forecasted, and results can be submitted to grid information service, which of-
fers a list of resource providers with network hops increasing so that scheduler 
can work more efficiently. Performance proves that it is suitable for time-
sensitive applications or applications with special restriction of network hops. 

1   Introduction 

Grid system can offer several key services and one of them is Grid Information Ser-
vice (GIS) [4]. Relational Grid Monitoring Architecture (R-GMA) offers a global 
view of the information [1]. Globus Toolkit’s Monitoring and Discovery System 
(MDS) defines and implements mechanisms for service and resource discovery and 
monitoring in distributed environments. The latest version MDS4 [6] is defined in the 
new WS-Resource Framework and WS-Notification specifications. 

In this paper, GIS based on network hops is proposed. By using the network hops, 
the network distance between the user and resource providers can be calculate. A list 
of candidate resource providers with hop count in increasing order can be returned 
automatically. User can choose the resource provider with minimum network hops. 

2   Design Principle 

We predict the hop count between two nodes according to their network coordinates. 
Some notations are defined as follows. Lij stands for actual hop counts between node i 
and node j. Xi is the network coordinates of node i. E is the system squared-error. L is 
an aggregate of nodes and the sum of nodes is Listlength(L). d is a constant defined 
according to user’s requirement. 

2
)( −−=

i j
jiij xxLE  (1) 
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ji xx −  is the distance of network coordinates from node i to j in appointed coordi-

nate space. Hop count algorithm calculates the unit-length vector from node i to j by 
minimizing Eq.1. In order to reduce the network traffic, we change the policy that 
each node running hop count algorithm only communicates with part of the other 
nodes. These parts of the other nodes make up of an aggregate L and the nodes in L 
must not less than d+1. 

Hop count algorithm generates a unit-length vector in randomly chosen direction 
and detaches two nodes at a same location so that network coordinate of each node 
can be quickly convergent. The node running the hop counts algorithm keeps on up-
dating network coordinates periodically. If the network topology changes, node will 
update automatically. With the network coordinates of node i and j, the third informa-
tion service node can forecast the network hops between these two nodes though node 
i does not communicate or measure the actual hop count with node j. 

For hierarchical information service, node can get its network coordinates by run-
ning the network hop count algorithm. New user node or new resource provider node 
gets the IP address, network coordinates and estimated error of other nodes through 
the information providers and composes of its own L. For information service in the 
P2P style, each node runs the hop count algorithm to get its own network coordinates. 
New node gets the IP address, network coordinates and estimated error of other nodes 
through an arbitrary node to make up of L. 

Index service is embedded with an optimizer of network hop count. Function of the 
optimizer is to calculate the hop count between user and candidate resource provider 
through their network coordinates and sort the hop count in increasing order. Index 
service returns a list of candidate resource providers to users but not ensures the 
availability of each resource provider. Index service also does not include policy in-
formation and resource provider need not to publish its own policy. For user who does 
not select the attached service, user can negotiate with each result item one by one. 
Only after authenticated can the resource provider deal with the submitted task. 

3   Experiments and Analysis 

Two performance metrics are used here: average response time and throughput of 
information discovery. Average response time of information discovery is the time 
from information discovery requirement being sent out to the time the results return. 
It is an average value for multiple simulations. We call the general information ser-
vice without optimizer “random information service”. 

We use a grid simulation, JFreeSim [2]. JFreeSim is a grid simulation tool based 
on multiple tasks, multiple schedulers and multiple resources model. As a modular 
and extensible simulation tool, JFreeSim realizes many entity modeling and commu-
nication mechanisms between all entities, and makes system simulation according 
with the characteristics of the grid environment. 

We use the Inet [3] topology generator to create 8,000-node wide-area AS-level 
network with a variable number of 500 client nodes with 4 client nodes per stub. 
ModelNet [5] is used to emulate wide-area bandwidth and latencies. Transit-transit 
and transit-stub links are 155 Mb/s and client-stub links are 2 Mb/s. Latencies are 
based on the Inet topology. The 500 client nodes are simulated by 11 PCs running 
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JFreeSim. Hop count algorithm is implemented in each information entity, grid user 
entity or resource entity generated by JFreeSim. Each PC has 1.6 GHz Pentium IV 
processor and 512 MB RAM with Redhat 9.0 operating system. All PCs are con-
nected using Gigabit Ethernet. One of 11 PCs simulates information service and in-
formation service uses MDS4. The number of resource providers is 50, 100, 200, and 
400, respectively. Other 10 PCs are used to simulate resource providers and users. 
The number of simulated grid user is 80, 160, 240, 320, 400, and 480, respectively. 

Fig. 1 describes the average response time of information discovery for random in-
formation service and GIS based on network hops. For the later, it is also divided into 
two types: one is resource discovery with the range of hops, which is less than 10 and 
submitted by users; another is resource discovery without giving the range of network 
 

 

Fig. 1. Average response time for information discovery 

 

Fig. 2. Throughput for information discovery 



1054 X. Xie et al. 

 

hops. Comparing these figures, we can draw conclusions as follows: 1) GIS based on 
network hops has longer average response time; 2) information discovery with  
the range of hops has longer average response time than information discovery with-
out giving the range of network hops; 3) more information provided by resource pro-
viders, more average response time. 

Fig. 2 describe throughput of information discovery. We find: 1) throughput of in-
formation discovery in GIS based on network hops is smaller than random informa-
tion service; 2) more resource providers, less throughput; 3) information discovery 
with the range of hops has smaller throughput than information discovery without 
giving the range of network hops. 

4   Conclusions 

In order to improve performance of the grid information service in time-sensitive 
application, we propose a grid information service based on network hops. Using 
network coordinate, the network hops between user and candidate resource provider 
can be predicted, and a list of network hops in increasing order can be returned. User 
can use the resource provider with minimum network hops. The grid resource sharing 
and cooperation can be more efficiently. 
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Abstract. In the Internet computing environment, clients usually invoke remote 
components to accomplish computation, which leads to many security prob-
lems. Traditional network component architecture model focuses on business 
logic, and takes little consideration for security problems. This paper proposes 
Secure Network Component Architecture Model (SNCAM). It classifies clients 
according to their credibility levels on component-side. Next, it presents the 
main idea of this paper, which is the security domain. To reduce the overhead 
introduced by the security mechanism, a method called security agent is also 
proposed. 

1   Introduction 

In the Internet computing environment, it is very pervasive that clients may not im-
plement all the services they need. When clients need certain services, they can in-
voke remote components to get them, leading to the network component architecture 
model [7]. In such a model, local programs invoke remote components to accomplish 
the tasks, which may be required to transmit a great amount of data between clients 
and remote components. If the data is transmitted on the network without encryption, 
malicious listeners may get and change it. Traditional network component architec-
ture model [6] focuses on business logic, and takes little consideration for security 
problems when business logic is invoked. All the parameters and returned results are 
transmitted on the network as plain text, causing security hazard. 

The Common Component Architecture (CCA) [2] provides the means to manage 
the complexity of large-scale scientific software systems and to move toward a “plug 
and play” environment for high-performance computing. In the design of CCA, the 
considered requirements are: Performance, Portability, Flexibility and Integration. 
CCA gives concerns to performance issues, but does not address the requirements of 
security, which is very important in distributed component computing environment. 

There are two measures to ensure secure communication between computers. One 
is data-encryption, which is further divided into an algorithm and an encryption key. 
                                                           
*  The work is supported in part by Natural Science Foundation of Zhejiang Province of China 

with grant No. Z104550, Zhejiang Provincial Science and Technology Department Key  
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The negotiation of encryption key is always made using public-key technology, such 
as that of the IETF "SPKI"(Simple Public-Key Infrastructure). 

The second measure is authentication or access-control. Many research works [9] 
address this problem, but few combine the authentication process with the data-
encryption process for an integrated security framework. A language called Ponder [4] 
defines a declarative, object-oriented language for specifying policies for the security 
and management of distributed systems. Ponder focuses on specifying authentication 
rules, but lacks the security while data is being transmitted after the authentication. 

Another issue is performance. Most of the existing security architectures do not 
address the problem of performance reduction [3]. Actually, we can do many per-
formance improvements under the security framework. 

In response to this situation, we propose the Secure Network Component Architec-
ture Model (SNCAM) to ensure secure communication of clients and remote  
components in both ways: data-encryption and access-control. We also take into con-
sideration for performance reduction owing to security mechanisms. 

SNCAM adds security mechanisms to the traditional model. It forces components 
and clients to negotiate encryption algorithms and exchange an encryption key in 
every session for future communication. It also forces the authentication of clients to 
ensure that clients have the right to access the services provided by components. The 
participants of SNCAM are clients and security domains. A security domain consists 
of many business components and one security component. The relationship between 
these participants is: 1. a client invokes a business component; 2. the business compo-
nent invokes security service provided by the security component, and the result indi-
cates whether it should give the client the opportunity to access the business service; 
3. if the client is granted the right to access the business service, the business compo-
nent may also invoke other business services provided by components either in the 
domain or outside the domain. 

2   Client Classification and Security Domains 

SSH [1] (Secure SHell) is a protocol for secure remote login and other secure network 
services over an insecure network. It divides the process of establishing a secure con-
nection into five phases: version exchange, algorithm negotiation, key exchange, 
authentication and session. The version exchange phase is to negotiate the protocol 
and software versions that the client and the server are both compatible to. In the 
session phase, the communication between up-level applications of the client and the 
server has already begun. These two phases are irrelevant to security mechanisms. 
Therefore, we can simplify the 5-phase SSH protocol into 3 phases: algorithm nego-
tiation, key exchange and authentication. These three phases are loosely coupled: 
algorithm negotiation is to decide which algorithms to use during encryption and 
authentication; key exchange is to decide the key that is used to do encryption and 
decryption; authentication is to verify the client’s access right. To accomplish the 
above three tasks, we can design three separate pieces of programs, which are also 
called as security procedures. 

From the viewpoint of a server-side component, different clients may have differ-
ent credibility. We classify these clients into 4 classes according to their credibility in 
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the ascending order, resulting in four credibility levels: A-SEC, B-SEC, C-SEC, and 
D-SEC. For example, clients whose credibility levels are B-SEC are more credible 
than clients of A-SEC. When a client passes a security procedure, its credibility level 
goes up. In SSH, the exchanged key is temporarily valid. When a certain period of 
time expires, the key becomes invalid. The client and the server then have to re-
exchange the key (rekey). The clients’ credibility levels can go up and down as well. 
For example, a client whose credibility level is C-SEC or D-SEC can migrate back to 
B-SEC. 

The Implementation of security procedures is the implementation and organization 
of the program that accomplishes the tasks of algorithm negotiation, key exchange, 
and authentication. Security procedures, which reside on component servers, read 
information about a client’s credibility level from storage and may change it. 

In many situations, the implementations of security procedures are similar. Hence 
it is reasonable to combine components that have the same implementation of security 
procedures into a domain, and configure a security component that implements these 
security procedures. The security component controls and authorizes clients to access 
services provided by components in that domain. In this way, other components in 
that domain need not implement security procedures. Instead, they can use the secu-
rity service provided by the security component. All the components in one security 
domain can be classified into two categories: business and security. The business 
components accomplish business logic and the security component is responsible for 
controlling access. 

3   Security Agent 

A Security Agent method provides an express way for direct communication between 
distrusted clients and components. The discussion below regards clients as compo-
nents, and we call components that provide services as object components. 

The direct trust relationship between components is a 2-tuple DT(Ci,Cj), which 
means that component Ci and Cj can communicate directly with each other without 
any security procedures. The interface trust relationship between components is a 2-
tuple IT(Ci,Cj), which means that Ci and Cj cannot communicate directly with each 
other without any security procedures. But they can avoid that by communicating 
with the third party components. 

When there is no direct trust relationship but interface trust relationship between 
client components and object components, it is certain that we can find a sequence of 
components which begins in a client component and ends in an object component, 
where every two adjacent elements are directly trusted. This sequence is named as the 
security agent sequence. Every element in it is named as the security agent. 

4   Experiments and Results 

We take the size of a message as a parameter of a task, and set up two environments, 
one using security agents, and the other not. We set the size of message in turn as: 4K, 
16K, 64K, 128K, and 512K. The clients’ credibility levels are fixed to B-SEC. The 
obtained data is shown in Table 1, with the format of “without agent/with agent”: 
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Table 1. Performance of security agents 

message size client 1 client 2 client 3 
4K 7.4/2.9 8.1/3.6 10.4/4.1 
16K 11.6/10.5 14.1/14.3 15.3/14.8 
64K 34.3/43.7 47.6/51.9 50.9/59.1 
128K 56.2/85.3 68.3/102.4 88.2/120.7 
512K 196.3/304.8 237.9/395.6 279.8/463.7 

The above data is the time of transmitting messages of the corresponding size from 
a client to a server for 40 times, measured in seconds. In Table 1 we can see that for 
light-weight tasks, using security agents is better. But for heavy-weight tasks, it is 
better to carry out security procedures and then communicate with the server directly. 
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Abstract. As distributed computing has become a large-scale environment such 
as grid computing, software resource management is rising as the key issue. In 
this paper, we propose a new resource management system, which manages 
software resources effectively, and its prototype implementation. This system 
uses an existing on-demand software streaming technology to manage software 
resources. This system greatly reduces traditional software deployment costs 
and associated installation problems. In this system, an added node can also 
execute a requested job without installation of applications. 

1   Introduction 

As computing technology advances, computing systems, which are geographically 
dispersed, are interconnected through networks and cooperate to achieve intended 
tasks. Moreover, not only system architecture but also software is more complicated. 
Such computing systems, which are called distributed systems, are composed of vari-
ous types of resources and provide high throughput computing and high reliability. As 
distributed computing has evolved from a simple cluster to complicated grid comput-
ing, providing a reliable and efficient distributed computing environment largely 
depends on the effective management of these resources [1]. 

Resource management has always been a critical aspect, even in centralized  
computing environments and operating systems [2, 3]. Managing resources is much 
simpler in centralized systems than in distributed systems, since the resources are 
confined to a single location, and in general the operating system has full control of 
them. In distributed systems, however, these resources are scattered throughout dis-
tributed computing environment and no single entity has full control of these re-
sources. Thus, the resource management in distributed computing environments is 
more difficult. 

Various types of resources, which include both hardware resources and software 
resources, exist in distributed computing systems. Many researches focus on hardware 
resource management [4, 5, 6, 7]. For example, some researches focus on monitoring 
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work nodes, selecting available work nodes, allocating jobs to available work nodes, 
and balancing loads between work nodes. In this paper, we only focus on software 
resource management, because installing various kinds of software in many work 
nodes, keeping software up to date, monitoring software status, and performing rou-
tine maintenance require more efforts. 

Recently, on-demand software streaming has been used to make managing PC 
Labs easy [8].  On-demand software streaming technology streams an application 
code itself to a client computer, which then executes it natively. On-demand software 
streaming provides the benefits of server-based computing. Server-based computing 
offers potential of reducing the total cost of computational services through reduced 
system management cost and better utilization of shared hardware resources  [9]. 
Currently, only a few companies including [10, 11, 12, 13, 14] are known to possess 
software streaming technology. On the other hand, software streaming is already used 
to manage software resources in many offices and school PC Labs, and its demand is 
increasing. 

However, distributed systems do not support controlling streamed software re-
source. In this paper, we propose a new resource management system that can effec-
tively manage software resources including streamed software in a distributed system. 
The proposed system adapts software streaming technology to a distributed system. 
We implemented a prototype system including a job broker and a job management 
module. The proposed system greatly reduces traditional software deployment costs 
and associated installation problems. 

2   Proposed Resource Management System 

We have implemented a prototype system by using Z!Stream [14] that was developed 
for Linux by SoftOnNet, Inc., and was implemented in C and PHP language. Also we 
used MSF (Meta Scheduling Framework)[15] system to build workflow. In this paper, 
we implemented a broker service and a job management module with Java language 
to support multiple platforms.

2.1   System Architecture 

The architecture of the proposed system is shown in Fig. 1. The system consists of 
several modules and a Z!Stream package. A job broker collects work node status 
information and requests jobs to those work nodes using a workflow. The job broker 
is composed of several modules, which are a workflow interpreter, a streaming map, 
work node monitor, and a job submission module. A job management module resides 
at a work node with Z!Stream client and executes requested jobs. The job manage-
ment module consists of a status detector module, software detect module, and a job 
execution module. If the requested application does not exist, the job execution mod-
ule requests the application to Z!Stream server. After Z!Stream server streams the 
application code to a work node, then the work node executes it natively. 

2.2   Implementation of the Job Broker 

The job broker consists of a streaming map, a workflow interpreter, a work node 
monitor, and a  job  submission  module.  The  job  broker  keeps  the  streaming  map, 



 Design and Implementation of a Resource Management System 1061 

 

Fig. 1. Architecture of the proposed system 

which is a list of streamed software that a work node can stream and run. The work 
node monitor collects status information of work nodes. The status information in-
cludes running job’s status and system load information. The job status is one of the 
following: WAIT, RUNNING, and DONE. The workflow interpreter builds a work-
flow according to user requests, and selects work nodes to request jobs. The requested 
jobs may consist of one job step, but most of them are generally batch jobs, which can 
consist of several job steps. To execute batch jobs, workflow can be used. The work-
flow interpreter selects appropriate nodes to execute workflow jobs. 

2.3   Implementation of the Job Management Module 

The job management module consists of a status detector, a software detector, and a 
job execution module. The status detector collects conventionally-installed software 
list and process information, which the job execution module is performing. Then, the 
status detector forwards the list and information to a job broker. The job execution 
module uses a job queue. The OS control module controls conventionally-installed 
applications by calling system calls. The streaming job control module controls 
streamed jobs by calling interface, which the streaming client provides. 

3   Conclusions and Future Works 

In this paper, we proposed a new resource management system which manages soft-
ware resources effectively. The proposed system adapts on-demand software stream-
ing technology to existing distributed systems. We implemented a broker and a job 
management module. The broker receives user requests and builds workflow if neces-
sary, and then selects work nodes and requests jobs to work nodes. The job manage-
ment module runs requested jobs and control the jobs including streamed jobs. This 
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system can manage software resources effectively by using software streaming. Also, 
this system greatly reduces traditional software deployment costs and associated in-
stallation problems. A new added work node is not necessary to install any applica-
tions to run a job. Moreover, the system can perform workflow tasks. 

There are some problems remaining in this system which require further research. 
The proposed system does not support batch systems such as PBS. Also, a job man-
agement module can not control completely streamed software because it gets only 
limited information from the streaming client. In future research, we will take batch 
systems into consideration, and provide improved methods for controlling streamed 
software. 
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Abstract. In this paper, with introducing pipelining technology, network 
storage (e.g. network-attached storage, storage area network) and segmenting 
the reasonable pipelining stage are studied, which may have significant 
direction for enhancing performance of network storage system. Some experi-
ments about pipelining I/O are implemented in the Heter-RAID. These results 
show that I/O pipelining scheduling can take advantage of pipelining features to 
achieve high performance I/O over network storage system. 

1   Introduction 

In computer architecture, pipelining is an implementation technique whereby multiple 
instructions are overlapped in execution; it takes advantage of parallelism that exists 
among the actions needed to execute an instruction. 

Reference [1], [2] and [3] discuss the parallel I/O process policy. Reference [2] 
proposes a strategy for implementing parallel-I/O interfaces portably and efficiently. 
And they define an abstract-device interface for parallel I/O, called ADIO. Any 
parallel-I/O API can be implemented on multiple file systems by implementing the 
API portably on top of ADIO, and implementing only ADIO on different file systems. 

Computer storage system has been the bottleneck in all computer systems. Parallel 
storage is one of the efficient ways to solve this I/O bottleneck problem. In our 
previous work [4], we provide the key technology to construct a parallel storage 
system is the implementation of the low I/O level parallel operations. To construct the 
high performance parallel storage system, the parallelism of storage devices is studied 
in detail: the research on the parallel operations of multiple storage devices within the 
multiple strings, the study of multithread I/O scheduling among the storage devices on 
a string as well as the related characteristic, parallel I/O scheduling and the analysis of 
disk array system based on the fact to reduce the computational complexity of the 
code and the cost of the parallel I/O scheduling. Reference [5] [6] [7] analyze some 
stage in cluster application environment. However, they are all limited in storage 
device and seldom study the pipelining storage in the whole network environment. 
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2   Network Storage I/O Pipelining 

2.1   I/O Pipelining Strategy and Practice in Network Attached Storage (NAS) 

Heter-RAID [9] is a network attached storage system which adopts virtual SCSI 
commands encapsulated by operation type (read/write), start sector, sector number 
and other information to execute I/O operation. There are multiple virtual SCSI 
commands in the Heter-RAID command queue within system resources. Pipelining 
producer/consumer policy divides the I/O cycle of virtual SCSI command into 
different stages and uses buffer technology to smooth work speed of different 
function components, the policy overlaps disk I/O and CPU computation to improve 
system performance. 

According to overlap degree of I/O scheduling processes, pipeline operation of 
network attached storage system can be divided into two methods, one is fixed 
pipeline scheduling, and the other is flexible pipeline scheduling. Multi processes will 
execute by fixed scheduling sequence in fixed pipeline scheduling. Otherwise, 
flexible pipeline scheduling judges the completing sequence and overlaps multi 
processes freely. In the following Section 3, tests prove that the above two kinds of 
pipeline scheduling can improve bandwidth utilization when a lot of clients access 
Heter-RAID. 

2.2   I/O Pipelining Strategy in Storage Area Network (SAN) 

Figure 1 shows that the object-based storage [8] architecture is built from some 
components: compute nodes, metadata server (MS), storage nodes, high speed 
network and high speed networks etc. The MS provides some information necessary 
to directly access data in those storage nodes. Those compute nodes first contact with 
the MS and get the information about data. Then those compute nodes send a request 
to some storage node for wanted data. Obviously, in SAN, those storage nodes, such 
as object storage nodes, mirroring RAID and archive tape library, which facilitate to 
copy or move data from one storage node to the other. 

 

Fig. 1. Object storage system I/O pipelining strategy in SAN 



 Pipelining Network Storage I/O 1065 

3   Experiment Results 

Two kinds of experiments are proved in order to show the advantage of I/O pipelining 
strategy. One is performed in single storage node which is FC RAID configured 0-
level. The other is tested in above mentioned NAS environment. 

Intel Iometer for windows is adopted as test tool to test sequential access RAID in 
order to compare the write-only/read-only performance under non-pipelining policy 
and pipelining policy, respectively. Sequential write-only and sequential read-only are 
also presented changing with different Outstanding I/O (e.g. 1, 2, 4, 8 and 16) and 
different transfer request size (e.g. 512bytes, 2kbytes, 8kbytes, 32kbytes, 64kbytes 
and 128kbytes). The number of Outstanding I/Os represents IOMeter loads. 
Tweaking the number of simultaneous Outstanding requests affects the aggregate 
load the tested RAID is under. Test results are shown in Figure 2 and 3. 

 

Fig. 2. Data transfer rate (sequential write-only/read-only) under non-pipelining policy/ 
pipelining policy 

 

Fig. 3. Average I/O response time (sequential write-only/read-only) under non-pipelining and 
pipelining policy 

For the sequential write-only and sequential read-only, the data transfer rate under 
non-pipelining policy and pipelining policy are shown in Figure 2. For the sequential 
write-only and the sequential read-only, when the pipelining policy is adopted, the 
data transfer rate doubles those under non-pipelining policy, except for 512byte 
transfer data request in Figure 2 (there is not very noticeable) and some Outstanding 1 
in Figure 2. It is because a depth of 1 is an extremely linear load which, combined 
with a 100% random test and is not representative of any real kind of access. Also, in 
Figure 3, the average response time has the similar effect under the circumstances. 
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Moreover, from Figure 2, the data transfer rate and the average response time all 
have obviously improved performance when the test changes from Outstanding 1 to 
Outstanding 2. But these have not had any effect changing from Outstanding 2 to 
Outstanding 16, the other way round, the average response time increasing. 

4   Conclusions 

The advantage of pipelining over parallelism is specialization (this is to say, different 
stage finishes different part of a task). The task can be partitioned and assigned to 
objects according to the specialized stages, and those stages can be kept busy by 
performing only their stage on repetitive tasks. In this paper, network storage I/O is 
discussed under pipelining technology. The experiment results show that pipelining 
solution improves the network storage I/O latency and enhances the storage system 
throughout. 
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Abstract. In this paper, we design new XOR-based hash functions,
which compute each set index bit as XOR of a subset of the bits in the
address. These are conflict-free hash functions which are different types
according to m is even or odd.

1 Introduction

Hash functions are used in processors to augment the bandwidth of an interleaved
multibank memory or to enhance the utilization of a prediction table or a cache
[1]. Bank conflicts can severely reduce the bandwidth of an interleaved multi-
bank memory and conflict misses increase the miss rate of a cache. Therefore
it is important that a hash function has to succeed in spreading the most fre-
quently occurring patterns over all indices. Vandierendonck et al.[2] constructed
XOR-based hash functions which provided conflict-free mapping for a number of
patterns for multibank memories and skewed-associative caches. Their functions
map 2m bits to m(= 2k) bits which are conflict free. But they didn’t construct
hash functions which are conflict free when m is odd. Also they constructed
two XOR-based hash functions for skewed-associative caches. But the degree of
interbank dispersion between two hash functions is less than 2m, which is the
maximum degree between them. So they changed the basis of one hash function
to overcome this problem.

In this paper, we design new XOR-based hash functions, which compute each
set index bit as XOR of a subset of the bits in the address by using the concepts
of rank and null space ([3], [4]). These are conflict-free hash functions which are
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different types according to m is even or odd. To apply the constructed hash
functions to the skewed-associative cache, we show that the degree of interbank
dispersion between two hash functions is maximal.

2 Modeling Efficient XOR-Based Hash Functions

A hash function is a function from {0, · · · , 2n − 1}(:= A) of n-bit addresses to
{0, · · · , 2m−1}(:= S) of m-bit indices (m < n). An n-bit address a is represented
by a bit vector a1, · · · , an. A hash function mapping n bits to m bits is repre-
sented as a binary matrix H with n rows and m columns. Since H is surjective,
the image of A is S. Therefore rank(H) = dim(S) = m, where dim(S) is the di-
mension of S. The bit on the i-th row and the j-th column is 1 when address bit
ai is an input to the XOR-gate computing the j-th set index bit. Consequently,
the computation of the set index s can be expressed as the vector-matrix mul-
tiplication over GF (2), where addition is computed as XOR and multiplication
is computed as logical AND, denoted by s = aH .

Since matrices are considered as linear transformations, they can be char-
acterized by their null spaces. The null space of a matrix H is the set of all
addresses which map to index 0, namely N(H) = {x : xH = 0}.

In this section we model efficient XOR-based hash functions when the number
of address bits is 2m, where m is even or odd. We propose the new model of
XOR-based hash functions for two cases. We give XOR-based hash functions by
the following.

Definition 2.1. We define XOR-based hash functions of four types as the
following:
(i) m = 2k − 1 (k ∈ N), where N is the set of all positive integers.
H1 = (T1, I2k−1)t , H3 = (T3, I2k−1)t , where I2k−1 is the identity matrix,

T1 = (tij)(2k−1)×(2k−1), tij =

{ 1, if 1 ≤ i ≤ k, 1 ≤ j ≤ k − i + 1,
1, if 1 ≤ i ≤ 2k − 1, j = 2k − i,
0, otherwise .

T3 =(tij)(2k−1)×(2k−1), tij =

⎧⎪⎨⎪⎩
1, if i = j = 1,
1, if 1 ≤ i ≤ 2k − 1, j = 2k − i,
1, if k ≤ i ≤ 2k − 1, 3k − i − 1 ≤ j ≤ 2k − 1,
0, otherwise .

(ii) m = 2k (k ∈ N)

H2 = (T2, I2k)t , H4 = (T4, I2k)t , where I2k is the identity matrix,

T2 = (tij)(2k)×(2k), tij =

{ 1, if 1 ≤ i ≤ k, i ≤ j ≤ k,
1, if 1 ≤ i ≤ 2k − 1, j = 2k − i,
0, otherwise .

T4 = (tij)(2k)×(2k), tij =

{ 1, if k + 1 ≤ i ≤ 2k, k + 1 ≤ j ≤ i,
1, if 1 ≤ i ≤ 2k − 1, j = 2k − i,
0, otherwise .
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Theorem 2.2. (i) All m × m matrices T ′
is in Definition 2.1 are nonsingular,

where i = 1, 2, 3, 4.
(ii) Each Ti ⊕ I is nonsingular, where Ti is in Definition 2.1.

Theorem 2.3. Let H = (T, Im)tbe the hash function in Definition 2.1, where
T = (t1, t2, · · · , tm)t and Im = (e1, e2, · · · , em)t. And let

Mij = (tm+1−i, · · · , tm−1, tm, em+1−j, · · · , em)t

where i + j = m. Here At is the transpose of A. Then rank(Mij) = m.

By Theorems 2.2 and 2.3, the modeled XOR-based hash functions such as the func-
tions defined in Definition 2.1 map the patterns(rows, columns, (anti)diagonal,
and rectangles) without conflicting.

3 Conflict-Free Mapping in 2-Way Skewed-Associative
Caches

In this section, we construct XOR-based hash functions for a 2-way skewed-
associative cache of the same size that maps the same patterns conflict-free.

Definition 3.1. We define the degree of interbank dispersion(DID) between two
XOR-based hash functions H1, H3 by 2m × m

DID(H1, H3) = rank[H1 H3]

Fig. 1. Illustration of H1 and H3 and interbank dispersion

The hash functions of a 2-way skewed-associative cache should be designed
such that the DID is maximal for every pair of hash functions. Vandierendonck
et al.[2] defined the DID between two hash functions H1 and H3 by using the
concepts of supremum(infimum) of two functions and the concept of the dimen-
sion of column space. But we defined the DID by using only the concept of
the rank of the augmented matrix [H1 H3]. Every address in main memory is
mapped to a set in bank 1 by H1 and to a set in bank 2 by H3. These functions
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are illustrated in a two-dimensional plot(Fig. 1). Each axis is labeled with the
possible set indices for that bank. Every address is displayed in the grid in a
position that corresponds to its set indices in each bank. For two vectors x and
y in the same row, xH3 = yH3 but xH1 �= yH1. Similarly, for two vectors u
and v in the same column, uH1 = vH1 but uH3 �= vH3. Therefore this skewed-
associative cache can avoid conflict by H1 and H3. Fig. 1 shows that the DID of
H1 and H3 is maximal. Also the element (5 : 3) represents (101 011).

The following theorem characterize the maximality of the DID of H1 and H3.

Theorem 3.3. The degree of interbank dispersion between H1 and H3 is max-
imal if and only if N([H1 H3]) = {0}.
Lemma 3.4. Let T1 and T3 be matrices in Definition 3.1, where m=2k−1(k ≥ 3).
Then rank[T1 ⊕ T3] = m.

The following theorem shows that the DID between the proposed hash functions
H1 and H3 is maximal. We can see that these functions map 2m-bit address to
m-bit set index without conflict for a 2-way skewed-associative cache.

Theorem 3.5. Let H1 = (T1, Im)t and H3 = (T3, Im)t for T1 and T3 are matrices
in Definition 2.1, where m = 2k − 1(k ≥ 3). Then rank[H1 H3] = 2m.

Corollary 3.6. Let H1 = (T1, Im)t and H3 = (T3, Im)t for T1 and T3 are ma-
trices in Definition 2.1, where m = 2k − 1(k ≥ 3). Then N([H1 H3]) = {0}.

We can show that Theorem 3.5 and Corollary 3.6 hold for H2 and H4, where
m = 2k.

4 Conclusion

In this paper we designed new XOR-based hash functions by using the concepts
of rank and null space. We constructed conflict-free hash functions which are
different types according to m is even or odd. We showed that the DID between
the proposed hash functions is maximal. By the result we showed that these
functions map without conflict for a 2-way skewed-associative cache.
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Abstract. A new method for maintaining a Gaussian mixture model of a data
stream that arrives in blocks is presented. The method constructs local Gaussian
mixtures for each block of data and iteratively merges pairs of closest compo-
nents. Time and space complexity analysis of the presented approach demon-
strates that it is 1-2 orders of magnitude more efficient than the standard EM
algorithm, both in terms of required memory and runtime.

1 Introduction

The emergence of new applications involving massive data sets such as customer click
streams, telephone records, or electronic transactions, stimulated development of new
algorithms for analysing massive streams of data, [2, 4].

In this paper we address the issue of maintenance of a Gaussian mixture model of a
data stream under block evolution, see [5], where the modeled data set is updated peri-
odically through insertion and deletion of sets of blocks of records. More specifically,
we consider block evolution with a restricted window consisting of a fixed number of
the most recently collected blocks of data. The window is updated one block at a time
by inserting a new block and deleting the oldest one. Gaussian mixture models may be
viewed as an attractive form of data clustering.

Recently, several algorithms have been proposed for clustering data streams, see e.g.,
[1], [6], or [8]. In our approach, we apply the classical EM algorithm, [3], to generate
local mixture models for each block of data and a greedy merge procedure to combine
these local models into a global one. This leads to a dramatic reduction of the required
storage and runtime by 1-2 orders of magnitude.

2 Maintenance of Gaussian Mixture Models

A Gaussian mixture model with k components is a probability distribution on Rd

that is given by a convex combination p(x) =
∑k

s=1 αsp(x|s) of k Gaussian density
functions:

p(x|s) = (2π)−d/2|Σs|−1/2 exp(−(x − µs)�Σ−1
s (x − µs)/2), s = 1, 2, . . . , k,

each of them being specified by its mean vector µs and the covariance matrix Σs.
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Given a set {x1, . . . , xn} of points from Rd, the learning task is to estimate the
parameter vector θ = {αs, µs, Σs}k

s=1 that maximizes the log-likelihood function
L(θ) =

∑n
i=1 log p(xi; θ). Maximization of the data log-likelihood L(θ) is usually

achieved by running the Expectation Maximization (EM) algorithm [3]. For fixed val-
ues of d and k, the time and space complexity of this algorithm is linear in n.

Let us suppose that data points arrive in blocks of equal size and that we are interested
in maintaining a mixture model for the most recent b blocks of data. An obvious, but
expensive solution to this problem would be to re-run the EM algorithm after arrival of
each block of data. Unfortunately, for huge data sets this method could be too slow.

In our approach, b local mixtures are maintained, one for each block. Mixtures are
stored as lists of components. When a new block of data arrives, all components from
the oldest block are removed and the EM procedure is applied to the latest block to find
a local mixture model for this block. Finally, all bk local components are combined with
help of a greedy merge procedure to form a global model with k components.

Two Gaussian components (µ1, Σ1, α1), (µ2, Σ2, α2) are merged into one compo-
nent (µ, Σ, α) using the following formulas:

µ =
α1µ1 + α2µ2

α1 + α2
, Σ =

α1Σ1 + α2Σ2 + α1µ1µ
T
1 + α2µ2µ

T
2

α1 + α2
− µµT , α = α1 + α2.

The greedy merge procedure systematically searches for two closest components and
merges them with help of the above formulas until there are exactly k components left.

The distance between components is measured with help of the Hotelling T 2 sta-
tistic, [7], which is used for testing whether the sample mean µ is equal to a given
vector µ0:

H2(µ, α, Σ, µ0) = α(µ − µ0)T Σ−1(µ − µ0).

The Hotelling distance between components C1 and C2 is then defined as follows:

distH(C1, C2) = (H2(µ1, α1, Σ1, µ2) + H2(µ2, α2, Σ2, µ1))/2.

Let us note that for a fixed value of d the merging process requires O((bk)2) steps
and for large values of b and k it may be prohibitively slow. Therefore, we propose a
more efficient method, called k-means Greedy, which is a combination of the k-means
clustering and the greedy search. The combined algorithm reduces the initial number
of components from bk to l, where bk >> l > k, with help the k-means clustering
procedure and then the greedy search is used to reduce the number of components from
l to k. A further speed-up can be achieved by using the Euclidean distance measure
applied to µ′s in the “k-means phase”, rather than the expensive Hotelling statistic.

3 Space and Time Complexity Analysis

The main advantage of the proposed model construction and maintenance technique is
the reduction of the required memory. Instead of storing the last n points, we store only
the last block of data with up to n/b points and b local models. Now we will analyze
the relation between the values of n (window size), d (data dimensionality), k (the
number of components; the same for both local and the global model), b (the number
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of blocks), and the memory reduction rate. We measure memory size in terms of the
number of stored values.

When modeling data with multi-dimensional Gaussian distributions it is common to
consider two models: a general one, with no restrictions on the covariance matrix Σ
(other than being symmetric an positive definite), or a restricted one, where the covari-
ance matrix is supposed to be diagonal. Let us first consider the case with full covariance
matrices. Every component involves 1 + d + d(d + 1)/2 parameters (1 for prior, d for
µ, and d(d + 1)/2 for Σ), thus the total number of values that have to be stored, M(b),
is bk(1 + d + d(d + 1)/2) + dn/b.

In order to find the optimal value of b that minimizes the above expression let us
notice that the function f(x) = αx + β/x , where α, β, x > 0, reaches the minimum
2
√

αβ for x =
√

β/α. Therefore, the optimal number of blocks, bopt, is given by
bopt =

√
nd/k(1 + d + d(d + 1)/2), thus M(bopt) = 2

√
ndk(1 + d + d(d + 1)/2).

Hence, the optimal memory reduction rate, R(bopt), satisfies:

R(bopt) = nd/
√

2ndk(1 + d + d(d + 1)).

In the case of diagonal covariance matrices similar reasoning gives:

R(bopt) = nd/2
√

ndk(1 + 2d).

To get a better insight into the relation between the compression rate and other para-
meters we produced two plots for a fixed n = 50.000, d = 10, and k ranging between
1 and 10, and b = 1, 2 . . . , 250, see Figure 1.

Memory reduction rate is largest for small values of k: for k = 2 this rate is about
30-80 while for k = 10 it drops to 13-25, depending on d and the model type.

Finally, let us notice that the optimal number of blocks can be interpreted as the time
speed-up factor. Indeed, for fixed values of d and k, the time complexity of the EM
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Fig. 1. The compression rate as a function of the number of blocks and the number of mixture
components, d = 10. Each curve corresponds to another value of k = 1, 2, . . . , 10. Lower curves
correspond to larger values of k. The window size n = 50.000.
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algorithm is linear in n. Therefore, the run time of this algorithm on a block of data of
size n/b is b times smaller than when applied to the whole data set of n points. The
additional time that is needed for updating the global model depends on the merging
strategy and is O((bk)2) in case of greedy search, and O(bk) when a combination of k-
means and greedy search is applied (provided the value of parameter l is small enough,
i.e., l <

√
bk). Taking into account that both k and b are relatively small compared to n,

the influence of this factor on the overall run-time of the algorithm may be neglected. In
practice, in case of relatively small (but realistic) values of k and d the speed-up factor
ranges between 30-150 times.

4 Conclusions and Future Work

We presented a local approach for maintaining a Gaussian mixture model over a data
stream under block evolution with restricted window. The proposed approach is 1-2
orders of magnitude more efficient than the standard EM algorithm, both in terms of
required memory and runtime.

In our future research we would like to address three issues: 1) impact of our heuristic
approach on the accuracy of models (some initial results are already reported in [9]), 2)
dynamic identification of the optimal number of components (so far we assumed this
number was known in advance and fixed), and 3) incremental modeling of mixtures of
non-Gaussian distributions, e.g., mixtures of multinomials.
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Abstract. We propose a new energy-aware data retrieval scheme (EDR) for mir-
rored video servers. We start by analytically determining the retrieval period that
balances bandwidth and buffer size. We then propose a data retrieval scheme in
which the period can be dynamically changed to reflect server utilization, with
the aim of giving disks more chance to enter low-power mode. Simulation results
show that it saves up to 36% energy compared with conventional video server
operation.

1 Introduction

Today’s data centers typically consume a lot of power. Large power consumption is a se-
rious economic problem to service providers [5]. For example, a medium-sized 30,000
ft2 data centers requires 15 MW which costs $ 13 million per year [5]. Cooling systems
for higher heat densities are prohibitively expensive and running them makes up a sig-
nificant proportion of the power cost of running a data center [2, 3]. In addition, it has
been shown that 15 ◦C above ambient can double the failure rate of a disk drive [2].

To reduce power consumption in servers, modern disks have multiple power modes
[2, 5]: in active mode the platters are spinning and the head is seeking, reading or writ-
ing data, in idle mode the disk spins at full speed but there is no disk request, and in
low-power mode the disks stops spinning completely and consumes much less energy
than active or idle mode. Most of the schemes for energy conservation in data centers in-
volve switching disks to low-power modes whenever that is possible without adversely
affecting performance [2, 5]. These schemes primarily aim to extend the period during
which a disk is in low-power mode. Because returning from low-power to active mode
requires spinning up the disk, the energy saved by putting the disk into low-power mode
needs to be greater than the energy needed to spin it up again. But this concept is hardly
relevant to video servers due to the long duration of video streams.

To address this, we propose an energy-aware data retrieval (EDR) scheme for mir-
rored video servers. Based on an analytical model for the optimal data retrieval size, we
propose a data placement scheme in which an appropriate block size can be dynamically
selected and a data retrieval scheme which adaptively retrieves data from the primary
and backup copies to permit disks to go to low-power mode as often as possible.

The rest of this paper is organized as follows. We explain video server model in
Section 2. We then propose a new data retrieval scheme in Section 3. We validate the
proposed scheme through simulations in Section 4 and conclude the paper in Section 5.
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2 Video Server Model

We use round-based scheduling for video data retrieval: time is divided into equal-sized
periods, called rounds, and each client is served once in each round. We partition a
video object into blocks and distribute them over multiple disks. The size of the striping
unit denoted as the maximum amount of contiguous data stored on a single disk is the
amount of data retrieved during a round so that only one seek overhead is incurred
in each data retrieval [1]. Data retrieved during the period R of a round are grouped
together and constitute a segment. Then each segment is stored in a round-robin fashion
across disks.

For fault-tolerance, we use a replication technique where the original data is dupli-
cated on separate disks. We refer to the original data as the primary copy (PMC) and
call the duplicated data the backup copy (BCC). The server reads data from the PMC
when all disks are operational; but when a disk fails, it uses the BCC for data retrieval.
Among various replication schemes, chained declustering (CD) shows the best perfor-
mance [4]. Let us assume that a disk array consists of D homogeneous disks. In the CD
scheme, the primary copy on disk i has a backup copy on disk (i+1) mod D. We place
the backup copy on one disk as in the CD scheme.

3 Energy-Aware Data Retrieval

The round length plays an important role in determining the requirements for server
resources (i.e. disk bandwidth and buffer) [1, 4]. We now describe the optimal round
length that balances the requirements for disk bandwidth and buffer. Let us assume that
each video Vi has data rate of dri (in bits/sec), (i = 1, ..., N). Let pi be the access
probability of video Vi, where

∑N
i=1 pi = 1. Let B be the total buffer size. We use

SCAN scheduling. Since double buffering is used for SCAN scheduling [1], the buffer
utilization BU for c clients is expected as follows:

BU =
N∑

i=1

2R × pi × dri
B

c. (1)

The bandwidth utilization for a disk is usually defined as the ratio of total service
time to R [1]. We use a typical seek time model in which a constant seeking overhead
(seek time + rotational delay) of Ts is required for one read of contiguous data [1]. Let
tr be the data transfer rate of the disk. Since there are D disks in the server, the disk
bandwidth utilization DU for c clients can be estimated as follows:

DU =
1
D

N∑
i=1

pi(
Ts + R × dri

tr

R
)c. (2)

If DU = BU , the server is able to balance the use of buffer and disk bandwidth. From
Equations (1) and (2), we obtain the optimal round length OR as follows:

OR =
B
tr + B

√
1

tr2 + 8×D×Ts

B× N
i=1 pidri

4 × D
. (3)
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To allow disks to go to low-power mode, EDR permits dynamic data retrieval from
either the PMC or the BCC. Let CDUi be the bandwidth utilization of disk i. We define
two states: if ∀i CDUi ≤ 0.5, then the server is in energy reduction (ER) state; other-
wise, the server is in normal state. In the normal state, data is retrieved from the PMC
on every disk; while in the ER state, data is retrieved only from odd-numbered disks.
Since the data on disk i is replicated as a backup copy on disk (i + 1) mod D, the disk
loads incurred in reading the PMC of disks 2i are shifted to the BCC of disks (2i + 1)
mod D (i = 1, ..., � 1

2D	). The disks 2i are able to go to low-power mode because they
are not accessed. Even though the disk loads of disks 2i are shifted to disks (2i+1) mod
D, the utilization of disk (2i + 1) mod D does not exceed 1 because ∀i, CDUi ≤ 0.5.

If ∀i, CDUi ≤ 0.5, even-numbered disks go to low-power mode, and so reducing
the disk bandwidth utilization below 0.5 is important for energy reduction. We observe
from Equation (2) that extending the round length reduces disk bandwidth utilization;
but this increases the buffer overhead, by Equation (1). EDR has common, major and
minor cycles, with lengths of 3OR, OR and 3

2 OR, respectively. From Equation (3),
we observe that a cycle of length OR leads to the balanced use of disk bandwidth and
buffers. Thus, choosing the major cycle results in the balanced use of disk bandwidth
and buffers. But by selecting the minor cycle for the round length we reduce the energy
consumption because a long round is advantageous in terms of disk throughput.

To extend the time spent in low-power mode, the server adaptively adjusts the round
length. Assuming that all data is retrieved from the PMC, EDR calculates ADU , the
maximum disk bandwidth utilization among all disks when the major cycle is selected,
and IDU , the maximum bandwidth utilization when the minor cycle is chosen. Addi-
tionally, let ABU and IBU be the buffer utilizations when major and minor cycles are
selected, respectively. Use of the major cycle may produce the normal state, in circum-
stances under which the minor cycle would permit the system to go to ER state. As a
consequence, if possible, EDR tries to select the minor cycle as the round length for
energy reduction. But the server needs to check the buffer condition (i.e. that IBU ≤ 1)
because if that constraint is not met, using the minor cycle may lead to buffer overflow.
If IBU ≤ 1 and IDU ≤ 0.5, EDR selects the minor cycle as the round length; other-
wise, the major cycle is chosen. Because the minor cycle is only chosen if IDU ≤ 0.5,
we can easily see that the server is in ER state if the minor cycle is chosen.

The change of round length should not cause additional seek overhead. To meet
this constraint, we split a data segment into 6 sub-segments, where the size of each
sub-segment corresponds to the data retrieved during a round of length 1

2OR. The 6
sub-segments are stored contiguously and constitute a segment. In normal state, two
contiguous subsegments are read during OR, but in ER state, the server retrieves three
contiguous subsegments during 3

2 OR.

4 Experimental Results

To evaluate the effectiveness of our scheme, we performed simulations. Our server has
16 disks, each of which employs an IBM Ultrastar36Z15 disk whose parameters are
shown in [5]. We choose 12 ms for Ts and 1 GB for B. The arrival of client requests is
assumed to follow a Poisson distribution. We also assume that all videos are 90 minutes
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Fig. 1. Energy consumption relative to PRS for various inter-arrival times

long and have the same bit-rate of 1MB/sec. We compare EDR with two other methods;
the PRS scheme that does not allow data retrieval from the BCC, and the MCO scheme
that permits data retrieval from the BCC but does not allow adaptive cycle adjustment.
We assess how the energy consumption depends on the inter-arrival time of requests
over 24 hours. Fig. 1 shows the energy consumption of MCO and EDR schemes relative
to PRS. The EDR scheme exhibits the best performance under all workloads, saving
between 4% to 36% over the conventional PRS scheme. Compared with MCO, EDR
reduces energy consumption by up to 33%. This is because by adaptively increasing
the round length from the major to the minor cycle, EDR reduces the disk bandwidth
utilization, which results in more opportunities to stay in low-power mode.

5 Conclusions

We have proposed a new energy-aware data retrieval scheme for mirrored video servers.
An analytical model shows how to balance the use of disk bandwidth and buffer and
based on this, we have proposed a data retrieval scheme which adaptively retrieves data
from the primary and backup copies to give the server more chances to operate in low-
power mode. Experimental results show that our scheme enables the server to achieve
appreciable energy savings under a range of workloads.
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Garćıa, Vı́ctor M. I-324
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Hascoët, Laurent IV-566
Hassoun, Y. III-956
Havlin, Shlomo III-1048
Hayashi, Yukio III-1106
Hazle, J. III-530
He, Gaiyun I-822
He, Jieyue II-710
He, Jing II-1069, IV-509
He, Jingwu II-750
He, Yulan II-718
Hegeman, Kyle IV-228
Heo, Junyoung IV-946
Hermer-Vazquez, Linda III-546
Hernandez, Gonzalo I-856, III-1091

Hernández Encinas, L. II-438
Hicks, Rickey P. I-387
Hidalgo-Herrero, Mercedes II-207
Hill, Judith III-481
Hiller, Stefan IV-196
Hincapie, Doracelly I-920
Hiroaki, Deguchi II-490
Hirokazu, Hashiba II-490
Hluchy, Ladislav III-980
Honavar, Vasant G. III-440
Hong, Choong Seon II-1016
Hong, Jiman IV-946, IV-970, IV-991
Hong, Kwang-Seok IV-886
Hong, Min I-308, I-490
Hong, Tzung-Pei I-1026
Horie, Daisuke IV-797
Horng, Gwoboa I-1026
Hovland, Paul IV-574, IV-582
Howard, I.C. I-993
Hrach, Rudolf I-806
Hsiao, Chieh-Ming IV-757
Hsu, Chung-Chian IV-757
Hsu, Ji-Hsen II-295
Hu, Dewen I-689
Hu, Hongyu IV-81
Hu, Xiaoping I-689
Hu, Xiaoyong I-838
Hu, Yincui I-292, I-876, III-1
Huang, Changqin I-838
Huang, Guangyan II-1069
Huang, Houkuan III-216
Huang, Jin I-1051
Huang, Wayne IV-188
Huang, Wei I-728, IV-308, IV-493,

IV-517
Huang, Xianglin I-997
Huang, Xin I-411
Huang, Y. III-554
Huang, Yan-Ping IV-757
Huang, Yueh-Min II-1008
Huerta, Joaquin II-310
Huh, Eui-Nam I-960
Humphrey, Marty I-681
Hunke, Elizabeth C. IV-533
Hunter, M. III-425
Huo, Mingxu I-482
Hurtado, Pablo I. III-1075
Hwang, Ho Seon I-944
Hwang, Ho-Yon IV-264
Hwang, In-Yong I-1018



Author Index 1085

Hwang, Jae-Hyun IV-172
Hwang, Tae Jin I-944
Hwang, Yoon-Hee I-1067

Iavernaro, Felice IV-724
Iglesias, A. II-383, II-414
Im, Sungbin II-992
Imielinska, Celina IV-822
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Möller, Kim II-565
Monfroy, E. I-641
Monnier, J. II-26
Moon, Jongbae I-1059
Moon, Sanghoon I-276, I-284
Moreira, José E. I-2
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Tošić, Predrag T. III-272



1094 Author Index

Trafalis, Theodore B. I-188, III-506
Trappe, Wade IV-930
Trapp, John I-490
Trebacz, Lechoslaw II-549
Trelles, Oswaldo III-936
Triantafyllou, Dimitrios II-399
Trinh, Thanh Hai IV-1
Troya, José M. II-912
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