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ABSTRACT Extracting the main content from a web page is essential in various applications such as web
crawlers and browser reader modes. Existing extraction methods using text-based algorithms and features
for English text can be ineffective for non-English web pages. This study proposes a main content extraction
method that obtains visual and structural features from the rendered web page. Our method uses the first
impression area (FIA), a part of a web page that users initially view. In this area, websites have applied
many techniques that enable users to find the main content easily. Using the non-textual properties in the
FIA, our method selects three points with high content area density and expands the area from each point
until it meets several structural and visual-based conditions. We evaluated our method, browsers’ (Mozilla
Firefox and Google Chrome) reader modes, and existing main content extraction methods on multilingual
datasets using two measures: Longest Common Subsequences and matched text blocks. The results showed
that our method performed better than other methods in both English (up to 46%, matched text blocks F0.5)
and non-English (up to 42%, matched text blocks F0.5) web pages.

INDEX TERMS Boilerplate removal, main content extraction, web content extraction, web mining, web
segmentation, block detection.

I. INTRODUCTION
Currently, web pages often provide relevant information
with irrelevant content, such as advertisements, banners, and
other CMS boilerplate. Extracting relevant content on a web
page is often referred to as main content extraction [1], [2],
[3], [4]. Many methods have been conducted for isolating the
main content depending on the user’s needs and its use in
web crawlers, indexers, and user applications such as browser
reader modes [5], [6].

However, most methods do not consider non-English web
pages. For instance, we found that the reader modes of two
major browsers (Firefox Readability.js and Google Chrome
DOM Distiller) did not work on non-English web pages
(Fig. 1). Although English and non-English news pages
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have similar subjects and layouts, the reader modes were
not activated. There are several studies tried to resolve this
problem by creating a new algorithm or a model for the
local language [7], [8], [9]. However, it is difficult to create
new methods for all languages owing to the shortage of
developers fluent in each language, especially low-resource
languages.

The proposed approach excludes linguistic features and
determines the location of the main content through visual
appearance and HTML structure using Document Object
Model (DOM), especially on the first screen. Owing to
the human visual system, people do not read a web page
sequentially, but look around the screen and identify the
information unconsciously [10]. This process of ‘‘seeing’’
takes place in less than one second; therefore, websites
designers must ensure their web page has an attractive and
familiar view for a good first impressions [11], [12], [13].
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FIGURE 1. Browser reader modes’ results on pages with similar layout and subject but different languages.

For instance, it can be seen that the web pages in Fig. 1 are
news pages, even if users do not know the languages.

Several methods have treated web pages as sequences
of text [14], [15], [16], [17]. They uses various text-based
features such as word count by whitespace, stop words,
and punctuations, which are difficult to apply to some non-
English languages. For example, Chinese and Japanese do not
use whitespace to divide words. Korean uses whitespaces, but
not in the same way as English (e.g., Korean postpositions).
Chinese and Korean have no letter cases, whereas the
Japanese Kana system has Hiragana and Katakana, one sound
to two different letters.

Another main content extraction approach is by using
rule-based algorithms and heuristics with structural and
visual features via HTML and CSS. This approach has
been adopted in the reader mode of modern browsers and
has been analyzed by many studies [18], [19], [20], [21].
However, most of these studies are based on design patterns
or web page characteristics that were popular at the time.
For instance, [22] although the proposed heuristics use the
resolution of desktop monitors and PDAs at the time, recent
PC and mobile screens are significantly larger compared to
the past. Therefore, this approach is desirable when to the
rules need to be updated continuously (e.g., Reader mode of
well-known browsers) or when a topic-specific extraction is
needed.

We address a main content extraction method for English
and non-English web pages. We assumed that important
content would have been deliberately placed in a visible
place, regardless of the language. Since humans read with
the fovea, a small area at the center of the retina, people
begin their visual search in the screen center [23], [24].
In fact, most main contents span the area between the screen
and the document center. Therefore, the proposed method
can retrieve the main content using new positional features
between elements and the screen center.

This study proposes the three steps of the grid, centering,
and expanding (GCE) method for extracting the main content
from a web page by searching the main content near the first
screen rather than seeking all HTML elements on the web
page. Furthermore, it defines the first impressions area (FIA)
from the first screen and identifies the candidate elements of
the main content in the FIA. (1) In the grid step, we overlay
a grid on the web page. The top part of the grid represents
the FIA. (2) In the centering step, we examine the following
three areas: the browser window (equal to the screen area in
full-screen mode), web page document, and FIA. Because the
centers of these areas are close or overlapped with the main
content, the nearest text node is likely to be a descendant leaf
node of the main content wrapper. (3) In the expanding step,
we expand the DOM tree from the leaf nodes of the centering
step to the relevant main content wrapper using the basic
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properties of HTML elements and visual features, such as the
width, height, density, HTML tag name, HTML attributes,
and distance from the centers. The values of these properties
can be calculated from HTML and modern web browser API
and require lower computing costs compared to machine- and
deep-learning approaches.

We focused on our method to help end-users (mainly
non-English) who prefer web browsers to access the Web
rather than expert users who are familiar with professional
tools or programming languages. Therefore, we implemented
our method to a web extension and assessed it with
representative browser reader modes and well-known main
content extraction methods. Furthermore, we created new
datasets, including seven non-English regions.

This method has the following contributions:

• New language-independent features to reduce the num-
ber of main content candidates from the first screen of
the web page.

• A new method for extracting the main content without
any language-dependent features.

The remainder of this paper is organized as follows.
Section II presents the background of this work. Section III
describes the proposed GCE method. Section IV describes
the construction new datasets, comparative experiments,
and experimental results. Finally, Section V presents the
discussion and conclusions.

II. BACKGROUND
A. HUMAN VISUAL PERCEPTION AND THE FIRST
IMPRESSIONS IN WEB PAGES
Although the modern web can handle various types of data,
it is generally designed for visual interaction [1]. Owing
to the expansion of web-based social media, the web has
changed into a more interactive space. It has been known
that a user’s feelings for web pages is deeply related to
their behavior on the web page, which is being studied
in security, crowdsourcing and marketing [5], [25], [26],
[27]. ‘First impressions’ is one of the most potent factors in
human’s visual perception of web pages. A user’s positive
first impressions in terms of aesthetics or visual appeal is
known to influence factors such as trust, reliability, and
usability [28], [29], [30], [31]. Therefore, websites design
their web pages in a more beautiful and familiar layout to
attract users.

The process of forming visual perceptions varies depend-
ing on the language or region. For example, English users
tend to ignore the ads on the right of the web page, whereas
Arabic users ignore those on the left [32]. [33] showed
different web browsing patterns among Americans, Chinese,
and Koreans by analyzing the area of interest (AOI) with
eye-tracking. However, this study found that users focused
more on the middle AOIs. Although the impact of languages
or regions on visual perception needs to be further studied,
universal characteristics in first impressions particularly
exist [34]. In particular, several eye-tracking studies have

shown that users spend more time near the center of a web
page [23], [24]. Given the ergonomic aspect of web page
design, placing primary information outside of the page is
unnatural because people rely heavily on foveal vision when
reading [10], [35]. Therefore, the middle area of the first
screen is where the user’s first gaze naturally falls, and hence,
is the best place to deliver the website’s main content.

B. FEATURES OF THE MAIN CONTENT EXTRACTION AND
RECENT METHODS
Web page is designed based on visual interactions with users
rather than delivering text data [1]. It does not simply list the
information and is decorated for users to see easily. Owing
to the advancement of web technology, modern websites
can organize various user interactions, resulting in modern
web pages with a mixture of text and chunks of code.
These codes depict how the content is delivered to users,
but does not contain its meaning. Since web pages do not
explicitly specify their main content, we need to speculate
it with other information. Generally, text, structural, and
vision-based features have been used to separate the main
content from the web page, as well as influence the reader
mode of modern browsers.

1) FEATURES
Text-based features are characteristics that appear in the
letters and words on the web page. In this case, extraction
methods treat the web page as a single text or a list of text
and calculated text-based values such as the number of words,
text density, letter cases, and text frequency [14], [36]. This
approach is preferred to machine learning or deep learning
considering any web page can be normalized into a word or
sentence sequence [15], [16]. However, text-based features
can be affected by the character and writing systems of the
language.

Structural-based features originate from HTML and Doc-
ument object model (DOM). Many approaches utilize the
natural characteristics of HTML tags and the relationship
between nodes that appear in the DOM tree. For example,
list tags such as <UL>, <OL>, and <DL> imply that the
child elements will be listed in same level. The content
can be divided horizontally with <HR> tag. These features
were used to distinguish areas on the web page rather
than extracting the main content directly [3], [18], [37].
Considering some tags give a implicit information about the
content, recent methods use these features to preprocess the
web page. However, the HTML tag’s semantic and usage can
be changed by the trend of web development, such as front-
end frameworks.

Vision-based features use both DOM and visual pre-
sentation of the page. In general, modern web pages use
Cascading style sheets (CSS) for visual representation. Data
about the appearance, such as position, font, colors, and size
of the content can be obtained from the DOM and CSS.
Vision-based extraction methods extract the main content by
representing web pages as an abstract set of visible blocks
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and identifying visual separators that distinguish each block
cluster [18], [38], [39], [40]. Most approaches using visual
features focus on style properties between HTML elements.
We address new visual features between an element and the
browser screen that the user sees.

2) EXISTING METHODS
Numerous methods have been proposed for extracting the
main content for different purposes and groups of users [1],
such as computer systems such as indexers and web crawlers,
and user applications such as browser reader modes. This
section briefly describes the various representative extraction
methods for the experiment of this paper (Table 1). The
browser reader modes are not the latest. However, they
are good comparisons about performance on non-English
web pages because major browser communities currently
maintain them for commercial use to global users.

Readability.js1 is a typical rule-based method used by the
reader mode of Mozilla Firefox. It examines HTML elements
by their tag name, text count, and density of links, along with
a text pattern that meets the criteria for the main content.
Additionally, it uses ad hoc rules to check the custom tags
of well-known websites. Readability.js works well on many
famous websites.

DOM Distiller,2 the reader mode of Google Chrome, is a
hybrid method that uses the Boilerpipe classifier [14] with
additional rules, similar to Readability.js. Boilerpipe uses a
decision tree and linear SVMwith the shallow text features of
continuous text blocks. DOM Distiller and Boilerpipe focus
on the changes in the text features, such as the number of
words, text-and-link density, uppercase starting letters, and
the structural characteristics of HTML, of consecutive text
blocks.

BoilerNet [16] is also a DNN-based classifier that uses
LSTM to consider the text node of a web page as a sequence
of text blocks whose vectors are words and the path from the
root of the DOM tree. It provides a ChromiumWebExtension
that evaluates the trained model on live web pages. However,
a deep-learning model inference is still a heavy and unusual
task on web browsers, and hence, older or cheaper computers
take a very long time to run the model on the browser.

Web2Text [15] is a DNN-based classifier that uses a CNN
model with 128 structural and text-based features, such as
the word count, the presence of punctuation, and the number
of stop words to decide if each text block is part of the
main content, from continuous text blocks. However, unlike
English, the word count cannot be calculated by spaces in
Chinese and Japanese considering they do not use spaces in
sentences. Similarly, punctuation marks such as the comma
(,) and stop (.) are not used for many languages, including
Chinese, Japanese, and Arabic; these languages have own
punctuation marks. Moreover, the stop words are entirely
language-dependent features.

1https://github.com/mozilla/readability
2https://chromium.googlesource.com/chromium/dom-distiller/

Considering thatmany features ofWeb2Text andBoilerNet
are from linguistic characteristics, they may not work
correctly in non-English texts. The visual-based approach,
which uses features such as layout, size, and color for
visual representation, can better deal with these linguistic
dependencies. VIPS [18] extracts web content structure with
visual features by segmenting a web page into blocks, the
semantic part based on human perception, with 13 heuristic
rules about the structural and style features of the DOM node.
Furthermore, instead of words or context, it uses text features
as visual representation such as font size and visibility of
text nodes. For the latest web pages, the rules of VIPS are
not available owing to changes in the web environment. For
example, table nodes such as <TABLE>, <TR>, and <TD>,
which VIPS treated as basic web page layout components,
are no longer used for web page layout. Nevertheless, the
visual-based approach is suitable for extracting main content
in the non-English web pages considering its rules for
features are not affected by the language of the web page.

III. PROPOSED METHOD
The proposed main content extraction algorithm retrieves
DOM nodes in the newly defined virtual area, which is the
first impressions area (FIA). This area is used for reproducing
the user’s first impressions of the web page. We defined
FIA that includes the first screen and some areas below it.
According to this definition, this area represents a part of
web page that users see shortly after the web page has loaded.
We selected candidate nodes in the FIA and determined the
final main content with rule-based algorithms and heuristics
similar to the modern reader modes used.

We provide some definitions for the FIA and the proposed
method (Fig. 2):
Definition 1 (Areas of Browser Window and Web Docu-

ment): The browser window area is the part where the web
page is displayed in the browser application on the screen
with a window size of Sw = (w0, h0). The web document
area is the visible part rendered by a browser application with
a document size of Sd = (w1, h1).
Definition 1.1 (The Midpoint of the Browser Window

Center and the Web Document Center): The midpoint is
defined as the point between the browser window center
Cw = (w0

2 ,
h0
2 ) and the web document center Cd = (w1

2 ,
h1
2 ).

i.e., the midpoint Cm is (w0+w1
4 ,

h0+h1
4 ).

Definition 2 (First Impressions Area): The First impres-
sions area is the visible part of a web document that the user
sees first. If h0 < h1, its size becomes (w0,min(αh0, h1)) with
the scrolling threshold α. Otherwise, its size is equal to Sw.
The value α is for a user’s instinctive browsing behavior, such
as a unconscious mouse wheel scrolling on the first view.
Definition 3 (Extraction Band): The extraction band is

presumed to be relatively more noticeable to the user within
the web document. It is the rectangular area between two
points Cw and Cd as part of the First impressions area.

In our dataset, the midpoint of Definition 1.1 hit the main
content in only 80% of web pages, whereas the main content
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TABLE 1. Methods comparison.

FIGURE 2. Example of the first impressions area in a web page (h0 < h1).

and extraction band overlapped in 98% of the web pages.
We found the more relevant points in the extraction band than
the midpoint through the grid and centering steps.

In the grid step, we devised a grid-style First impressions
area, called the FIA grid. We overlaid a checkerboard-shape
grid on the web document. By the definition of the First
impressions area, the initial size of the FIA gridwas Sw, which
could be extended by adding as many rows as the α value.
After the FIA grid size was set, some cells that were expected
to be irrelevant from the main content were excluded from the
calculation centers in the next step.

In the centering step, we picked points that were likely
to be close to the main content with the FIA grid, browser
window, and web document area. We determined three center

points C = (C1,C2,C3). Considering the FIA grid had cells
relatively close to the main content, we assumed its center
was one of the most relevant points with the main content.
C1 is the centroid of the FIA grid. C2 and C3 are the weighted
points of C1 with the browser window center Cw and the web
document center Cd (Fig. 3). We explain how to compute C2
and C3 in detail in Section 3.2. In most cases, since these
points were in the extraction band and the First impressions
area, they were likely to be in or near the main content than
the midpoint. In the next step, we retrieved the main content
in the DOM tree with the closest leaf node from each point.

In the expanding step, we extracted the main content by
traversing the DOM tree with several rules. Because it would
be complicated to make a single rule for various languages
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FIGURE 3. Example case of centering step when the midpoint cannot is outside of the main content.

and shapes, it is more effective to use several rules specialized
in each. The starting point of the traversal is the closest leaf
node from each center point in C . Among the first nodes
that correspond with each rule, the node with the highest
information density became the main content candidate of
the traversing round. This traversal was repeated for each
center ofC to select the final extraction result among the three
candidates. In section 3.3, we explain the three classifiers and
text node area density as an information density criterion.

The input of the proposed method and output is a single
HTML element such as Reader mode (Readability.js and
DOM distiller) with several parameters: Ncol , α, β, and 1w.

A. STEP 1: GRID
The FIA grid is a checkboard-shaped Nrow × Ncol grid. Its
cell size is determined by dividing the browser window size
by the number of rows Nrow and columns Ncol . For example,
the cell size of 4×6 grid is 320×270 in 1920×1080 (Full HD)
screen. We determined the number of rows Nrow with:

Nrow = ceil(
min(αh0, h1)

hc
),

where h0 is the web document height, h1 is the browser
window height, and hc is the cell height. α is a coefficient
that simulates the unconscious browsing behavior, such as a
mouse wheel scrolling looking to scan the web page, of a user.
This quick behavior helps grow the First impressions area
downward. Ncol is a threshold. In our experiments, the best
values were 7 × 8 grid in 1920×1080 display with α = 2.

After the FIA grid’s size was set, we excluded cells that
were presumably irrelevant from the main content area. The

FIGURE 4. FIA grid with excluded cells (red colored cells).

targets were (1) the edge cells or (2) cells overlapped with the
navigation menu and ads area. The edge cells were excluded
since it was too far from the center and mostly blank (black
border cells in Fig. 4). The navigation menu and ads were
treated as dense link areas, and many extraction methods
were used to filter them out (red-colored cells in Fig. 4).
One of the most famous approaches for content extraction
was exploiting <A> tags [14], [41]. The most common
link density equations, such as textCount (or WordCount)
/ linkTextCount, had two problems. First, it underestimated
images with links, and second, textCount and wordCount
(based on space-separated) values depended on the language.
For example, the tendency to use a short word in the
menu in Chinese, Japanese, and Korean, the textCount or
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wordCount approach often missed menu area. Most words
in the top-side menu had two or three letters in CJK news
websites. Therefore, we used the link node area density Dl(e)
of the visible element e with at least one link descendant.

Dl(e) =
Al(e)
A(e)

,

where A(e) is the size of e (width·height) and Al(e) is the sum
of the areas of the link containers that are descendants of e. If a
parent node of any <A> tag or link container element had a
single child, the parent became the link container recursively.
We labeled a text node and its descendants with Dl(e) > β

into high-density link text node whereas the rest were labeled
into low-density link text node. The best β was 0.5 in our
experiment.

B. STEP 2: CENTERING
The centering step was used to determine the centers that
were likely to lie on the main content with a high probability.
Based on our observation, the better centers compared to
the midpoint could exist in the extraction band: between
the browser window center and web document center. The
centers C = C1,C2,C3 were obtained as follows:

C1 = Centroid(Va),

C2 = Centroid(Va ∪ {Cw}),

C3 = Centroid(Va ∪ {Cw,Cd }),

where the browser window center Cw, web document center
Cd , and Va = {v|v is the center of a cell in the FIA grid}.
C2 and C3 are the weighted points of C1 to the browser

center and web document center. Cw is for the starting point
when users first look at a web page. Cd is for a document
with a large height. Although the points C are expected to
be close to the main content, it does not represent the actual
HTML element node. Therefore, among the low-density link
text nodes, the closest DOM leaf nodes E = E1,E2,E3 are
derived from each C1, C2 and C3.

C. STEP 3: EXPANDING
Ideally, the leaf nodes E from the centering step were a part
of the main content. Hence, a wrapper node that includes the
whole main content can be found by expanding the wrapper
area from the leaf node E . The wrapper candidate would
exist during traversing nodes from the leaf node E to <body>
(green route on Fig. 5).

However, the lack of subtree expansion resulted in a low
recall while excessive expansion resulted in low precision.
Therefore, it was necessary to extend the subtree to include
the main content as much as possible while excluding
irrelevant elements. We suggested three rules to extract
the main content: (1) the <ARTICLE> tag, (2) the words
‘‘article’’ and ‘‘content’’ in the node attributes, and (3) width
difference with the parent node. The first two rules have
been widely used in other methods and have worked well
in modern websites. The third rule was created based on our

FIGURE 5. DOM tree traversal in Expanding Step.

observation and can be applied to many old and non-English
websites. Although more rules can be included in the while
loop of Algorithm 1, we tried to apply as few non-strict rules
as possible to reduce bias.

Algorithm 1 FindMain Content CandidatesM by Traversing
Nodes From Element E to <body>
1: E ← E1,E2,E3 F Leaf nodes from each C
2: M ← ∅
3: for each En in E do
4: N ← En
5: P← parentNode ( N ) F Parent node of N
6: Mn_tag,Mn_attr ,Mn_diff ← ∅ F Each Mn can be set

only once in the below while loop
7: while N is not <body> do
8: Mn_tag← P if P is <ARTICLE>
9: Mn_attr ← P if ‘‘article’’ or ‘‘content’’ in P’s

attributes
10: Mn_diff ← P if width(P) > 1w · width(N )

11: Add Mn_tag,Mn_attr ,Mn_diff to set M

12: ReturnM

1) <ARTICLE> TAG: Mtag
<ARTICLE> tag, added in HTML 5, indicates that the
content is a self-contained composition of the document,
page, app, or site. Therefore, the content of the <ARTICLE>
tag is likely to have readable texts. However, not all web
pages are HTML 5, while HTML 5 has not compelled the
tag to have the main content. Moreover, it has other uses. For
example, if a page had a list of multiple articles similar to
a magazine stand, the <ARTICLE> tag was recommended
for each article. Nonetheless, this tag is appropriate as the
main content feature considering the use of this tag to the
main content is the best practice in forum posts, news, and
blogs.
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2) POSITIVE ATTRIBUTES: Mattr
The main content area had a specific role in a web page
and should be visually separated from other functional
areas. Some HTML attributes such as id and class have
been commonly used to refer to them. Likewise, web page
providers usually assign attributes to handle main content
areas. This method is effective and widely used. For example,
Readability.js increases the weight of the main content
possibility of an HTML element if the element has the
following positive words: article, body, content, entry, hentry,
h-entry, main, page, pagination, post, text, blog, and story.
GCE considers only two words: article and content, because
other positivewords can imply only a part of themain content.

3) WIDTH INCREASE: Mdiff
Traversing the DOM tree from a leaf node to root equals the
merging area with sibling nodes. If the main content area
has a fixed width, the wrapper of the area should increase
downward as the contents (text or image) are merged.
However, if horizontal merging occurs, the wrapper merges
with other areas such as the headers, menus, and footers.
Therefore, merging peripheral areas causes a sudden increase
in the width. We stopped the expansion when the width
increases over 1w in a single expansion step.
Among the subtree root selected by each rule, the root

with the highest text node area density became the candidate
Mn of En. Several other methods have used text density as
a criterion. For example, the text density of [36] counts the
number of text fragments (token) and lines. As mentioned
earlier, since the token in some languages cannot be counted
in the same way as English, we counted the area occupied by
the text rather than counting the text itself. The text node area
density Dt(e) of element e is defined as:

Dt(e) =

∑
A(Te)
A(e)

,

where Te is a descendant node of ewith a low-link density and
A(e) is the size of e (width·height). Dt(e) cannot be calculated
with the Mnobest conditions: M was <BODY> node, or the
height ofM was less than half of the browser window height.
Otherwise, the Mbest with the largest text node area density
was selected. Consequently, there can be three bests,M1,M2,
and M3, from the centers C . We determine the final result
in the following order: M3_best , M2_best , M1_best , M3_nobest ,
M2_nobest , andM1_nobest . This order was better than choosing
M1 orM2 first in our experiment. If allM are <BODY> node,
the extraction was considered as a failure.

IV. EXPERIMENT
A. DATASET
To evaluate the performance of the main content extrac-
tion methods, we created new multilingual datasets.3

For our English dataset, we collected GoogleTrends’
global region keywords in 2017,4 similar to BoilerNet.

3Available here: https://dx.doi.org/10.21227/rj0q-t583
4https://trends.google.com/trends/yis/2017/GLOBAL/

TABLE 2. Experimental datasets.

Furthermore, we similarly collected the keywords in 2020.5

The non-English keywords from South Korea, Japan, France,
Indonesia, Russia, and Saudi Arabia are provided by each
region of GoogleTrends in 2020. Conversely, the Chinese
keywords are from Baidu6 because GoogleTrends has not
provided GoogleTrends-CN. As a result, the top 100 URLs
were collected by querying the search engines (Google and
Baidu) from the nine keyword sets (URLs column in Table 2).
We crawled and saved web pages from randomly selected
URLs from the collected (Crawled Column in Table 2).
These web pages were saved as MHTML files to contain
the style data of the web page. Because the crawling targets
were randomly selected, some pages (e.g. removed page, pdf,
or file link) were discarded by hand.

We labeled ground truth with our browser extension linked
to the DOM inspector in the web browser. Our annotators
proceeded with labeling based on the following steps:
(1) Select a word within the area corresponding to each
category (‘title,’ ‘navigation menu,’ and ‘main content’);
(2) using DOM inspector, ascend the DOM tree until the
selected node covers all areas of the main content in their
mind; and (3) confirm the result and send it to server. If they
thought the result was not what they intended in the ascending
step, the steps are repeated by selecting another word.
We assigned web pages of languages that each annotator can
speak. As a result, the web pages including ‘main content’
label regarded as a readable web page (Readable Column in
Table 2).

B. EVALUATION
The thresholds and values of GCE in the experiments were
as follows: the browser window size with 1920×1080,
1280×1024, and 2560×1440. The rows and columns of
the grid were from 3×3 to 8×8 (up to 24×36 grid in
2560×1440). α and β were [0.25, 0.5, 0.75] and [1.5, 2,
2.5], respectively. The width increase in the expanding step
was tested with [130%, 150%, 170%]. We present the best in
the result section with these values: 7×8 grid in 1920×1080
window with α=0.5, β=2, and the width increase 1w by
170%. Six methods were used for the experiment with the
GCE in the above settings. The four existing methods were
Readability.js, DOM Distiller, BoilerNet, and Web2text.

5https://trends.google.com/trends/yis/2020/GLOBAL/
6https://baijiahao.baidu.com/s?id=1686016936405463174
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FIGURE 6. LCS F1 and F0.5 score.

FIGURE 7. Matched text blocks F1 and F0.5 score.

As for performance measures, the longest common subse-
quence (LCS) [41] and matched text blocks [15] were used.
For the LCS, F1 scores were calculated as the length of the
longest common subsequence by comparing the extracted
result with the text of the actual main content. Although LCS
is intuitive and straightforward, it does not tell how close the
result is to the actual main content semantically considering
it does not examine the source of the extracted text node.

Thematched text blocks calculates the number of extracted
nodes matching the text nodes constituting the main content.
Furthermore, we used F1 scores in this measure. Unlike
LCS, the same texts belonging to different nodes can be
distinguished. Nevertheless, the weight between text nodes
cannot be calculated. For example, a <P> tag comprising a
long text with rich information and a <SPAN> tag of a single
word are weighted equally in this measure.

Additionally, we assessed the F0.5 score of both measures.
There are two kinds of failures in extracting the main content.
If there was no result, the scores would be 0. However, if the
result were the entire web page, the recall would become 1.0,
and the F-score would not be 0 although the extraction failed.
We considered the F0.5 score to give penalty to high recall.

C. RESULT
Table 3 shows the experiment result, including precision,
recall, F1 and F0.5 scores of the LCS and matched text
blocks. The results are summarized in Fig. 6, 7, and 8.

Figures 6 and 7 show each method’s overall performance
and variation by language. Figure 8 shows the performance
variation by language in detail. In LCS, F1 score is higher
than the F0.5 score for existing methods, which means
they tend to extract slightly larger text area than the main
content(Fig. 6). Resulting larger text area is advantageous
for extraction methods because it is possible to post-process
the remaining result. For example, users can still ignore the
noisy area when browser reader mode did not extract the main
content thoroughly.

The average scores on the English and non-English
datasets were similar, but all methods had language varia-
tions(Fig. 8). Most methods scored the worst on the Japanese
dataset. The reason is that some algorithms did not work on
Japanese websites’ original web page layout because Japan
has developed its own web environment and the culture
and techniques of distinctive web page authoring differ
considerably from those used for English websites.

Conversely, regions with a relatively short history in
web development, such as China, had less performance
degradation because of similarities in templates or underlying
frameworks of web pages, even if the language is different
from English. For example, most web pages in Chinese
datasets are based on well-known platform templates such
as Baidu, even though we sampled more web pages than
other non-English datasets. All methods, except BoilerNet,
performed well on the Chinese web pages (Fig. 8). Moreover,
the English dataset (years 2017 and 2020) includes web pages
that deal with relatively diverse appearances and topics, even
though famous templates, such asWordPress, are widely used
in English web pages. This is because of the long history of
the standalone personal website in the global (English) pages
that have made various web page templates and structures.

The F0.5 scores of GCE’s LCS and the matched text
blocks were over 0.839 and 0.776, respectively, which
were the best scores in the experiment, and showed a
30% improvement over Web2Text’s average score (0.641)
and 35% improvement over Web2Text’s average score
(0.574), respectively. Similar to that of other methods, the
performance of LCS was worst in the Japanese dataset but it
had a relatively better score than the others. Notably, it shows
little performance difference between F1 and F0.5. This result
demonstrates that our method could prevent the generation of
the <body> as output because the <body> indicates a recall
value of 1.00 and is not a helpful output.

Readability.js yielded acceptable performance (LCS F0.5
0.760, Block F0.5 0.586), which indicated that high per-
formance was achieved even with traditional rule-based
methods through continuous maintenance. As a reader mode,
it conservatively removes boilerplate; therefore, the matched
text blocks score is relatively low. For example, it remained
‘‘Cookie Statement’’ blocks in several web pages.

The DOMDistiller had the high LCS score (F0.5 0.744) but
scored relatively low on the matched block text(Fig. 7 and
Fig. 8). Owing to its text node merging process, we cannot
appropriately measure it on the matched block text. For
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FIGURE 8. F0.5 scores by datasets. (a) LCS, (b) Matched text blocks.

TABLE 3. Result of LCS and the matched text blocks by methods.
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example, if adjacent text nodes existed, such as continuous
<li>, it merges them and creates a new single text node.
Therefore, we did not restore the modified nodes by each
method to measure the result as is. In other case, it showed
good performance on all datasets, regardless of language.

BoilerNet was as good as two reader modes (LCS
F0.5 0.706, Block F0.5 0.672). It shows the highest score
degradation in the Japanese (LCS F0.5 0.451, Block F0.5
0.406), the Saidu Arabian (Arabic) (LCS F0.5 0.662, Block
F0.5 0.599), and the Chinese (LCS F0.5 0.654, Block F0.5
0.547) datasets. Thus, the approach of BoilerNet can be
highly affected by languages that have different linguistic
characteristics from English.

Web2Text had the lowest performance score (F0.5 0.695).
However, it was slightly better for the non-English datasets
compared to the English datasets, which indicated that the
WebText’s structural-based features were more appropriate
than its text-based features for modern web pages.

V. CONCLUSION AND DISCUSSION
We expected the performance to degrade owing to the
characters, writing systems, and local web page design trend.
Most methods in our experiment have a low score in the
Japanese dataset, which has a very different character and
writing system from English, and hence, has developed its
own web environment due to the early introduction of the
Web.

However, the experimented methods, except BoilerNet,
showed no significant performance drop in the Chinese
datasets possibly due to lack of diversity in our Chinese
dataset. Most web pages had similar templates from Baidu
considering we had to collect web pages from the Baidu
search result. Therefore, more studies are needed on which
text-based features are affected by languages through other
Chinese or non-English language datasets.

This study examinedwhy some content extractionmethods
work poorly on non-English web pages. The proposed
method is based on universal principles than the languages of
web pages: how people perceive and how web pages attract
users. In 98% of web pages in our datasets, the main content
area spans the extraction band, below the screen center, and
above the document center. We can also reduce the number
of main content candidates using the concept of FIA to
outperform the well-knownmethods with a simple rule-based
algorithm on fewer candidates. Additionally, considering
these rules are independent, other rules or classifiers can be
appended to improve the performance or create a content
extractor for a specific purpose.

We have experienced cases where multiple applications
and technologies do not work or perform poorly owing to the
language. Since the Web is global in scale, the technology
barriers to language should be reduced. Therefore, we tried to
reduce the web experience of end-users caused by linguistic
differences. Most main content extraction methods have been
mono-lingual, which works only on English web pages.
We have shown that the visual and structural features related

to user behavior could create a better main content extraction
method for multiple languages. Because we focused on the
desktop environment for end users, the propsoed method may
need adjustment for the mobile environment (e.g., narrow
and long web document shape in portrait mode). Moreover,
the concepts of our method, utilizing the visual properties
of web pages for users, can be applied in any softwares and
applications dealing with web content for visual properties.

REFERENCES
[1] Y. Yesilada, ‘‘Web page segmentation: A review,’’ eMINE Tech. Rep.

Deliverable 0 (D0), Middle East Tech. Univ. Northern Cyprus Campus,
2011, pp. 1–39.

[2] E. Ferrara, P. De Meo, G. Fiumara, and R. Baumgartner, ‘‘Web data
extraction, applications and techniques: A survey,’’ Knowl. Based Syst.,
vol. 70, pp. 301–323, Nov. 2014.

[3] J. Alarte and J. Silva, ‘‘Page-level main content extraction from
heterogeneous webpages,’’ ACM Trans. Knowl. Discovery Data, vol. 15,
no. 6, pp. 1–105, Jun. 2021.

[4] J. Alarte, J. Silva, and S. Tamarit, ‘‘What web template extractor should i
use? A benchmarking and comparison for five template extractors,’’ ACM
Trans. Web, vol. 13, no. 2, pp. 1–19, May 2019.

[5] T. van den Hout, T. Wabeke, G. C. M. Moura, and C. Hesselman,
‘‘LogoMotive: Detecting logos on websites to identify online scams—
A TLD case study,’’ in Proc. Int. Conf. Passive Act. Netw. Meas., 2022,
pp. 3–29.

[6] R. Štrimaitis, P. Stefanovič, S. Ramanauskaitė, and A. Slotkienė,
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