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Abstract

To improve the performance of text classification, we propose text augmentation based on attention score (TABAS). We recognized that a
criterion for selecting a replacement word rather than a random selection was necessary. Therefore, TABAS utilizes attention scores for text
modification, processing only words with the same entity and part-of-speech tags to consider informational aspects. To verify this approach,
we used two benchmark tasks. As a result, TABAS can significantly improve performance, both recurrent and convolutional neural networks.
Furthermore, we confirm that it provides a practical way to develop deep-learning models by saving costs on making additional datasets.
© 2021 The Author(s). Published by Elsevier B.V. on behalf of The Korean Institute of Communications and Information Sciences. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Text classification, such as sentiment analysis and topic
classification, is one of the main tasks in natural language
processing. Since it can be used in many industrial areas, many
researchers have recently proposed methodologies to comple-
ment and improve deep learning models [1]. It is necessary
to make these models robust by reducing model overfitting.
Robust models generally require the support of a large quantity
of high-quality data for the training process. However, it is
not easy to obtain such highly suitable datasets for a specific
task in practice. Further, it is challenging to get enough quality
data in supervised learning since a labeled dataset is required
for model training. Thus, it is costly and time-consuming to
acquire a proper dataset for model development. Data aug-
mentation can help to build effective models by solving these
problems.

In particular, the techniques are mainly used for image aug-
mentation. This is because an image can be altered easier than
text, by flipping, rotating, etc. [2–4]. However, it is difficult to
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directly apply these methods to text data because the meaning
may change when a letter or word is erased, or the position is
changed. Therefore, most text data augmentation techniques
use several methods that preserve the meaning of the data.
Related studies have shown that a model’s performance is
improved by selecting words randomly and then modifying
them using a thesaurus and WordNet [5–7]. However, such
an augmentation method has a probability to modify words
that have less influence on predicting the target label. If it
happens, the results are like learning the original data twice
from the model’s perspective. Therefore, we identify that a
criterion is necessary, rather than randomly picking out words
to be modified when augmenting data.

We take advantage of the fact that each word has a different
influence on label prediction. For the augmented data to be
differentiated from the original data and have meaning for
training as new data, informative words for predicting the
label should be changed. To realistically modify sentences
by selecting an informative word for label prediction, we
use the attention mechanism and word dictionary with part-
of-speech (POS) and named-entity recognition (NER) tags.
TABAS amplifies data by selecting only words with more in-
fluence on label prediction based on the attention score. Then,
to preserve the whole meaning, it changes the words using
the dictionary made of the tokens with named entities and
the part-of-speech tags. This approach differs from previous
score for text classification model, ICT Express (2021), https://doi.org/10.1016/j.icte.2021.11.002.
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tudies in that the attention mechanism and taggers are utilized
o exquisitely consider the informative effect of words on the
arget label. We empirically confirmed that TABAS effectively
mproves the performance of text classification models by
ata augmentation. Our proposed technique is evaluated with
wo benchmark classification tasks. In addition to using the
ntire dataset, we verify how much enhancement is achieved
y assuming insufficient data. For the experiments, we apply
ifferent types of benchmark datasets to two deep learning
odels: Recurrent Neural Network (RNN) and Convolutional
eural Network (CNN).

. Literature review

.1. Attention mechanism

Attention mechanism is a technique introduced when per-
orming machine translation using sequence-to-sequence
Seq2Seq) model [8,9]. Seq2Seq is a model using LSTM
Long Short-Term Memory) or GRU (Gated Recurrent Unit)
erived from RNN (Recurrent Neural Network) model for
ncoder and decoder. However, there is a problem in that
nformation is lost when a sentence becomes long in the
rocess of implying information of a context vector for a
entence through nodes of the RNN. Attention mechanism
s utilized to overcome the limitation. The basic principle of
ttention is to obtain a context vector that reflects the weight
y paying attention to the relationship between all words for
sentence from the encoder and each word coming in at

very timestep from the decoder and then connect the existing
ontext vector. Instead of giving attention to all the input
entences at the same rate, it focuses on the input sequence
ost similar to the predicted feature at that point in time.

t showed improved performance in the field of machine
ranslation by preventing a sharp drop in accuracy even if
he input sequence is long [10,11]. Attention mechanism is
tilized not only in machine translation but also in tasks such
s document classification [12], image captioning [13], syntax
nalysis [14], and question answering [15].

.2. Text augmentation

Data Augmentation techniques are frequently applied to im-
rove the performance of deep learning models. Earlier stud-
es presented techniques mainly targeting image data [2–4].
his is because the methods can quite effectively transform a
iven image by flipping, cropping, rotating, etc. [16]. How-
ver, these techniques are not suitable for application to text
ata because the original meaning can change depending on
he existence and position of a word. Despite the intrinsic
imitations, recent studies have suggested techniques that can
reserve text characteristics. The research can be divided into
wo approaches: Modification and Generation.

Wei and Zou (2019) allow for easy data augmentation
EDA) with four operations, namely synonym replacement
SR), random insertion (RI), random swap (RS), and random
2

deletion (RD). Xie et al. (2019) suggested a method for cal-
culating the term frequency-inverse document frequency (TF-
IDF) value for each token and then altering the words based
on the TF-IDF values [17]. Kobayashi (2018) presented the
technique of contextual augmentation or replacing words with
a paradigmatic relation based on a synonym dictionary [18].
Kumar et al. (2020) proposed a technique using bi-directional
encoder representations from transformers (BERT) [19]. This
form of modification is resolved by randomly masking words
and then altering the words predicted by the language model.

Sennrich et al. (2016) first proposed a back-translation tech-
nique [20], and Edunov et al. (2020) analyzed this technique
in detail, aiming to minimize data loss [21]. This technique
is processed by translating the target language corpus to a
source language, creating a parallel corpus with the syn-
thetic machine translation, and thus increasing the number
of training data entries. Anaby-Tavor et al. (2020) proposed
the language-model-based data augmentation (LAMBADA)
technique [22]. This technique is executed by fine-tuning
the generative pre-training-2 (GPT-2) [23] model based on a
dataset and then labeling through the classifier the sentences,
which are generated from the original dataset.

We propose the TABAS framework to overcome the de-
pendent deficiencies as a word modification-based method.
Related studies do not have a specific criterion for selecting
the words to be modified. However, this approach is not
efficient because not all the words have the same influence
on the prediction of labels. Furthermore, it is not easy to
significantly enhance the capacity of the model when the less
informative token is predominately altered. In other words,
arbitrarily augmented data is likely to be ineffective as training
data. Therefore, we propose the TABAS method to efficiently
change only the words with explanatory power for the target
label.

3. Methodology

We present the text augmentation based on the attention
score (TABAS) model as a novel technique to improve the per-
formance of text classifiers (see Fig. 1). It is a new method of
text data augmentation that combines an attention mechanism
and the existing taggers of NER and POS. In this methodology,
the tokens are modified using the measured attention score
rather than randomly changing words.

The TABAS framework can be divided into two steps. The
first step is the model preparation for the entire dataset. We
train an attention score model through the dataset and then
build a word dictionary, which includes tuples of words with
a tag and label (wordn, tagm, labeli ). In the second step,
for each sentence in the dataset, we tokenize the sentence
and decide whether to modify each token, using the attention
model and the word dictionary, which are both generated in
Step I.

3.1. Model preparation

The exemplar process is shown in Fig. 2, from the original
sentence to the new sentence. Before the model preparation,
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Fig. 1. TABAS framework using attention mechanism.

pre-processing is necessary, including the removal of special
characters in the dataset. Attention score tagging proceeds
through text classification model of a bi-directional recurrent
neural network structure using attention mechanism for words
in input sequence. In addition, part-of-speech and entity name
tagging is performed through POS tagger1 and NER2 built into
the Python NLTK library.

Train Attention score model. We train the attention score
model. A bi-directional GRU (Gated Recurrent Unit) [24] is
utilized to extract the attention scores. It allows influential to-
kens to be given higher weight to their target label prediction.
Fig. 3 shows the architecture of the model for classification.
Among the various attention mechanisms, this study utilized
the adaptive attention [9]. This is a mechanism developed by
Bahdanau et al. (2014), which is known to be designed to
be slightly more complex than the dot-product attention [25]
proposed by Luong et al. (2015).

Consider an i th input sequence of length T on the entire
training dataset. Through the feed-forward neural network the
attention vector for the j th input token is:

ei, j = score
(
hi,T , hi, j

)
= W ⊤

a tanh
(
Wbhi,T + Wchi, j

)
, (1)

here hi, j is the hidden state of j th token input at that point
as the output of the GRU-based encoder. Wa, Wb, Wc are the

eight matrix to be trained.
The corresponding attention weight is:

i, j =
exp(ei, j )∑T

k=1 exp(ei,k)
, (2)

1 https://nlp.stanford.edu/software/tagger.html.
2 https://nlp.stanford.edu/software/CRF-NER.html.
3

Fig. 2. Exemplar process based on TABAS method.

Fig. 3. Classification architecture with attention mechanism.

which can be obtained by applying SoftMax function to ei, j ,
and indicated the relationship between the words in the input
sequence and the target label.

The context vector is represented as:

i =

T∑
j=1

αi, j hi, j , (3)

which can also be referred to as a weighted sum, the result
of multiplying the attention weight and hidden state of each
encoder and finally adding them all together. Then, the context
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ector becomes the input of the softmax and linear layer,
hich are added to the final decoder output to predict the target

abel.
Build word dictionary. It is the process of creating a word

dictionary for the given dataset. For effective augmentation, we
select the tags of NER and POS that seem to have relatively
more impact on the target value. The selected tags are the
three types of NER, consisting of a person (PER), organization
(ORG), and location (LOC), and the four types of POS: verb
(VB), adverb (RB), noun (NN) and adjective (JJ). Next, the
tagged words are added to the dictionary with the tags and
label to which the words belong, and the duplicate words for
each tag are removed. The reason labels are put together in the
dictionary is because a word may be biased to a specific label
and is only used in sentences with that label.

3.2. Detailed process for text augmentation

After the model preparation for the entire dataset, the
specific replacement occurs on a word-by-word basis. So, the
entire dataset is reconstructed in units of sentences, which in
turn is divided into units of words.

Assign attention scores. Through the trained attention
model, we assign the score to all tokens according to the
importance of the word to the label prediction. Thus, the sum
of attention scores of all tokens in a piece of data results in
1, and the gap of scores allows us to identify the difference in
importance.

Tag POS and NER. Targeting each isolated word, we tag
the NER and POS which are included in the NLTK package
in Python. Then, we transform the structure, linking the tags
of NER and POS with each word. For example, “James”,
“Disney”, and “London” are assigned the NER tags of PER,
ORG, and LOC, respectively. And “is”, “working”, “at”, “in”
are assigned the POS tags of VBZ, VBG, and IN, respectively.

Modify word for augmentation. To construct relevant
lternatives of words, we measure the threshold to decide
hether to modify each token. We defined a threshold as a
eighted value of the highest attention score tagged to words

n each data.

i = w × max
(
αi,1, αi,2, αi,3, . . . , αi,T

)
, (4)

where w has a constant value for weighting the maximum
of attention score. This makes the number of replaced words
in each data different. To replace only some words without
changing the overall meaning of the sentences, this study
sets w as 1/3 because the weight increases the possibility
of optimal performance improvement. Wei and Zou (2020)
measured the performance gain according to the percentage
of words in sentence replaced by each augmentation [5]. As a
result, when synonym replacement was performed for the full
dataset, changing about 20% of words in a sentence suggested
highest performance gain. Although the results differ for each
training dataset size, in most cases, stable performance could
be guaranteed at a replacement ratio of about 20%. In this
study, weights were adjusted for replacement ratio suitable for
performance improvement. As a result of applying the weight,
4

about 27% of the TREC and 18% of the IMDb dataset were
replaced.

Then, only words with attention scores that exceed the
threshold are altered with another word with the same tag and
label in the dictionary. For example, in Fig. 2, only “James”
and “Disney” are altered because their attention scores exceed
the threshold. Also, “James” is changed to “Michael” because
they have the same tag, PER. Also, “Disney” is replaced by
“Google” because they have the same tag, ORG. By not re-
placing words that are relatively insignificant on a score basis,
we change only words that seem to influence the prediction
of the target label. In other words, it is possible to avoid the
generation of low-value data for effective learning.

4. Experiments

4.1. Experimental setups

The datasets. We utilize two text classification datasets: (1)
TREC (Text REtrieval Conference) is a question-type dataset
with six labels. (2) IMDb (Internet Movie Database) is a movie
review dataset for binary sentiment analysis with two labels:
positive and negative. Each dataset is divided into training
data (80%) and testing data (20%): the first one for text
classification and applying data augmentation techniques, and
the last one to evaluate the enhancement of the model by the
augmentation. All training datasets were randomly extracted
at the rate of 25%, 50%, 75%, and 100%, to measure the
impact of the difference on the improvement of performance
according to the size of the training dataset. The model can
also gauge the conditions where there is insufficient data.

Baseline for comparison. To evaluate the performance of
he proposed model, we utilize the data augmentation methods,
hich do not consider the influence of the token’s target
ariable prediction. These methods randomly replace the word
ased on POS, NER, or with an approach that combines the
wo methods. First, the POS tag-based approach deals with
he word dictionary. If the POS of each word belongs to the
elected tags in the dictionary, it is randomly replaced with the
ords with the same POS. Next, the word replacement based
n the NER, and POS tag also reflects the entity name and
he POS of all tokens. When the NER or POS of each word
s one of the seven tags, it is also replaced by any word in the
ictionary.

Text Classification Models. To verify the validity of our
roposed approach, we conduct experiments with two models
or the text classification: RNN [24] and Text-CNN [26].

The embedding of the text classification with the RNN is
28 dimensions, the hidden state is a single layer with 256
imensions, with the structure of a fully connected neural
etwork. Next, in the model of CNN, the embedding is 128 di-
ensions, and the size of the filter is 3 × 128. In addition, the

umber of filters is 100 with a structure of a fully connected
eural network, including max pooling. In the experiments
ith both models, the learning rate is 0.001, the loss function

s a cross-entropy function, and we use Adam as the optimizer.
In the case of IMDb, the maximum length of the data

s 500, and the sigmoid function is used for the activation
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esults of average performance (%) with TREC dataset.

Model
Training size

25% 50% 75% 100%

RNN

+(None) 74.46 79.08 83.51 84.34
+POS 76.34 79.82 84.00 85.32
+NER 76.40 81.70 84.86 86.76
+NER&POS 76.04 79.90 84.20 85.62
+TABAS 77.90 82.96 85.42 87.60

CNN

+(None) 77.39 81.97 84.22 86.13
+POS 79.18 83.10 84.37 86.46
+NER 80.98 83.84 86.28 87.74
+NER&POS 79.42 83.04 84.56 87.27
+TABAS 81.54 84.53 86.74 88.26

Table 2
Results of average performance (%) with IMDb dataset.

Model
Training size

25% 50% 75% 100%

RNN

+(None) 71.53 80.25 83.48 85.22
+POS 76.70 82.32 84.11 85.36
+NER 77.22 82.23 84.21 85.32
+NER&POS 77.31 82.37 84.25 85.34
+TABAS 77.96 82.39 84.52 85.43

CNN

+(None) 80.66 83.44 84.72 85.55
+POS 80.75 83.68 85.16 85.85
+NER 81.19 83.73 85.18 85.70
+NER&POS 80.76 83.71 85.26 85.72
+TABAS 81.79 84.45 86.08 86.13

Table 3
Results of average performance (%) with BERT.

Dataset
Training
size

BERT

+(None) +POS +NER +NER&POS +TABAS

TREC

25% 92.62 93.83 95.08 94.49 94.49
50% 94.88 96.29 96.95 95.98 96.56
75% 96.95 96.95 96.95 96.56 97.93
100% 97.66 95.98 96.88 96.17 97.66

IMDb

25% 86.61 85.63 86.84 85.43 85.77
50% 87.68 86.34 88.10 86.19 87.00
75% 88.89 86.46 88.92 86.74 87.31
100% 88.70 84.67 88.19 86.13 86.08

function in both of models. Meanwhile, for the TREC dataset,
the maximum length of a sentence is 200 and the SoftMax
activation function is used. To evaluate the performance of
models, the criterion is based on accuracy, which is measured
as the average of experimental results after ten-fold cross
validation.

4.2. Experimental results

The Results of TREC. We ran two models with baseline
methods or TABAS. First, using the TREC dataset (N =

5452), we measure the average performances (%), shown in
Table 1. As a result of comparing the performance, the text
classification with TABAS showed the highest performance. In

addition, the case of extracting 25% (N = 1363) showed the

5

greatest improvement in performance, producing the highest
average 3.8% for both models. Of note, the average improve-
ment for all cases was 3.12% using the RNN and 2.84% using
the CNN.

The Results of IMDb. With IMDb dataset (N = 25, 000),
we calculate the average performances (%) of text classi-
fication (see Table 2). Comparing the results, the proposed
method, TABAS, showed the highest performance in all cases.
The result when extracting 25% (N = 6250) of the training
data also showed the greatest improvement, presenting the
highest average 3.8% for both of models. Especially, the
average improvement when using TABAS for all cases was
2.46% for the RNN and 1.02% for the CNN.

4.3. Discussion

Further research with BERT. We conducted additional
experiments based on the pre-trained BERT (base) model [27]
with the same dataset. The hidden state has 768 dimensions for
representation. Training is proceeded with five epochs using
Adam optimizer of 5e-5 learning rate. The result is shown in
Table 3. Although the impact of data augmentation is negli-
gible when using BERT, the method using TABAS or NER
had more influence on performance. BERT is a pre-trained
language model with a myriad of corpus, so the performance
gained by data augmentation was lower than analysis using
other deep learning models.

Meanwhile, the accuracy is different depending on the
dataset. In the case of TREC, since the original dataset is
small, data augmentation using TABAS or NER is effective.
On the other hand, although data augmentation affects the
performance in IMDb, the gain is not as high as in the TREC
dataset. However, better accuracy was presented when the data
augmentation technique was added, except when the training
size was 100%. It seems that a data augmentation method
is necessary when there is data scarcity. Furthermore, there
is the problem that BERT takes more time and cost even in
fine-tuning than other deep learning models. So, we propose
TABAS as a method that can effectively improve performance
under the constraints of training time and computing resources.

Discussion. We confirmed that TABAS could be an ef-
fective method for text augmentation for classification. The
improvement differs by the size of the training set and the
taggers. Except for the TABAS, NER is more successful than
POS tagging in most situations through an experiment using
25%, 50%, 75% of the training datasets. This seems to result
from the specific tagging by NER, as words to be tagged as
nouns simply by the POS tagger can be segmented into people,
places, and organizations as named entities. Meanwhile, the
highest performance growth occurred when extracting 25% of
the training data out of all cases. The text augmentation in the
smallest dataset has a more positive effect against the baseline
than it did for larger datasets. We expect that future studies will
be encouraged by the implications that TABAS established
logical criteria for selecting words to replace.



Y.J. Yu, S.J. Yoon, S.Y. Jun et al. ICT Express xxx (xxxx) xxx

5

m
T
P
m
i
w
t
a
m
c
b
P
b
i
p

w
t
p
a
w
c
P
t
t

D

fi
a

R

. Conclusion

We proposed the TABAS technique with the attention
echanism and examined the efficiency for text augmentation.

ABAS employs an attention score and two different tags:
OS and NER. With the specific POS and NER tags, the
odel builds a word dictionary. And the model converts

ndividual words that exceed a threshold into another word
ith the same label and tag from the dictionary. We found

hat the proposed method can be an effective strategy in
ugmenting qualitative text data. It outperformed the other
ethods with deep learning models: RNN and Text-CNN. Our

ontributions are as follows: This method transforms a dataset
y replacing words based on an attention score model and the
OS and NER taggers. TABAS has shown that text data can
e augmented regardless of the type of dataset. Consequently,
t is practical to utilize this method to efficiently boost the
erformance of text classification models.

A few issues remain to be explored. First, we did not deal
ith the various replacement ratio of the input tokens due

o time and effort limitations. Although related studies have
rovided a rationale for specific weights, it is difficult to gener-
lize to all data augmentation studies. If we consider multiple
eights for replacement in future studies, better performance

an be expected. In addition, we used only the basic NER or
OS-based augmentation as the baseline methods. To verify

he quality of the word dictionary more reliably, it is necessary
o compare the latest data augmentation techniques.
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