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Objectives: Since protecting patients’ privacy is a major concern in clinical research, there has been a growing need for priva-
cy-preserving data analysis platforms. For this purpose, a federated learning (FL) method based on the Observational Medi-
cal Outcomes Partnership (OMOP) common data model (CDM) was implemented, and its feasibility was demonstrated. 
Methods: We implemented an FL platform on FeederNet, which is a distributed clinical data analysis platform based on the 
OMOP CDM in Korea. We trained it through an artificial neural network (ANN) using data from patients who received ste-
roid prescriptions or injections, with the aim of predicting the occurrence of side effects depending on the prescribed dose. 
The ANN was trained using the FL platform with the OMOP CDMs of Kyung Hee University Medical Center (KHMC) and 
Ajou University Hospital (AUH). Results: The area under the receiver operating characteristic curves (AUROCs) for predict-
ing bone fracture, osteonecrosis, and osteoporosis using only data from each hospital were 0.8426, 0.6920, and 0.7727 for 
KHMC and 0.7891, 0.7049, and 0.7544 for AUH, respectively. In contrast, when using FL, the corresponding AUROCs were 
0.8260, 0.7001, and 0.7928 for KHMC and 0.7912, 0.8076, and 0.7441 for AUH, respectively. In particular, FL led to a 14% 
improvement in performance for osteonecrosis at AUH. Conclusions: FL can be performed with the OMOP CDM, and FL 
often shows better performance than using only a single institution's data. Therefore, research using OMOP CDM has been 
expanded from statistical analysis to machine learning so that researchers can conduct more diverse research.
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I. Introduction

Federated learning (FL) is a new machine learning method 
that can be performed when data are distributed and diffi-
cult to centralize [1]. Initially, it was proposed by Google for 
use in mobile devices, but it is emerging as a suitable learn-
ing method in the medical area because it can achieve the ef-
fects of large-scale data learning without sharing the original 
data from multiple institutions [1-3]. FL performs learning 
using only the data held, without sharing the original data, 
and only shares the model weights to update the model. This 
method has two advantages: it can (1) reduce the risk of 
data leakage and (2) achieve privacy protection of data [4,5]. 
In particular, FL is very suitable for adoption in the medi-
cal domain because medical data are difficult to share with 
other institutions due to personal privacy protection reasons 
[6-9]. Since FL allows models to be updated by exchanging 
only the weights, it enables multi-institution research using 
medical data. As a consequence, FL can achieve higher per-
formance than research conducted by each institution indi-
vidually [6-9]. 
 Before FL, it was common to share statistical analysis 
models through a distributed research network and perform 
meta-analyses of the values reported from each institution 
[10-12]. A representative distributed research network is the 
Observational Health Data Sciences and Informatics (OHD-
SI) [13]. In South Korea, the FeederNet was built based on 

the Observational Medical Outcomes Partnership (OMOP) 
common data model (CDM) used in the OHDSI. Feeder-
Net is a distributed medical data analysis platform currently 
involving 33 institutions [14]. FL is performed in a data-dis-
tributed environment, so FeederNet is a very suitable envi-
ronment for FL. The FL system requires a client module that 
performs machine learning at each institution, and a server 
module that aggregates model parameters and communi-
cates with clients. Building this system on FeederNet enables 
high-quality research based on machine learning methods. 
To verify the feasibility of this FL platform, we conducted 
a pilot study using data from patients who received steroid 
prescriptions or injections, with the aim of predicting side 
effects such as bone fractures, osteonecrosis, and osteopo-
rosis that could occur depending on the prescribed dose 
[15,16]. 

II. Methods

1. Implementation of the FL Platform
In order to efficiently perform FL on FeederNet, a distrib-
uted medical data analysis platform in Korea, the FL system 
was designed with a server-centered pulling method, unlike 
the client-centered FL method. Assuming that the CDM of 
each institution was the client, client control was only pos-
sible through FeederNet. Therefore, we designed a server-
centered structure that could directly control FeederNet and 

Table 1. List of federated learning APIs

API Method API content API detail

/login POST Login Check a user authentication to perform federated learning
/researchFileForML POST Research file 

upload
Transmit the python script file for machine learning to 

each institution
/project/{PROJECT_ID}/

analysis/{ANALYSIS_ID}/
execution?cdmId={CDM_ID}

POST Research  
execution

Run Python script file
Access to CDM to inquire data, perform pre-processing, 

and perform learning using the defined model.
/execution/{EXECUTION_ID} GET Research  

status check
Query the execution status of a Python script
Has the following execution status: Waiting, Preparing, 

Running, Saving, Finished, Failed
/project/{PROJECT_ID}/analysis/

{ANALYSIS_ID}/execution/{EXECU-
TION_ID}/resultFile

GET Research result 
file list and  
ID lookup

Lookup the file list and ID created as a result of running 
the Python script

The list of created files is as follows: log.txt, local_weight.
json, local_socres.csv

/project/{PROJECT_ID}/analysis/
{ANALYSIS_ID}/execution/{EXECU-
TION_ID}/resultFile/{FILE_ID}/export

GET Research result 
file download

Download the file created as a result of running the Py-
thon script

API: application programming interface, CDM: common data model.
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aggregate functions from the outside. For this, application 
programming interfaces (APIs) were defined and imple-
mented. The details of each API are shown in Table 1. The 
APIs include login, research file upload, research execution, 
status check, result inquiry, and downloading results.
 The developed platform can be used after logging into 
FeederNet. The server manages scripts that perform pre-
defined pre-processing and learning processes, and the 
server transmits this script to FeederNet. FeederNet runs the 
transmitted script in the machine learning environment of 
each institutional client and updates the progress. The cli-
ent performs training and testing through script execution 
and saves the result in an independent space, which Feed-
erNet manages. The server can then download the client's 
weights and the results of the script after it runs, stored in an 
independent space from FeederNet. The server updates the 
global weights by performing federated averaging, which cal-
culates average values by aggregating weight values from the 
results downloaded from FeederNet. Next, the server repeats 
this process by transmitting the script, including the global 
weights, back to FeederNet to proceed with the next round 
of learning. This process is shown in a sequential diagram in 
Figure 1.
 This approach has the advantage that the server manages 
only the number of rounds and weight information, and 
each client is able to perform training, testing, and saving the 
results on the platform stably.

2. Steroid Side Effects Study 
To study steroid side effects, the CDMs of Kyung Hee 
University Medical Center (KHMC) and Ajou University 
Hospital (AUH) linked to FeederNet were used. The CDM 
versions KHMC_5.3.1_0.2 and AUH_5.3.1_0.6 were used. 
The subjects of this study were patients over 20 years old 
who had been prescribed oral or injected steroids from Janu-
ary 1, 2001 to December 31, 2019. We used SNOMED-CT 
codes for each disease and RxNorm codes for specific steroid 
drugs to retrieve the data. We excluded patients who had no 
records of hospital visits within 90 days after the prescription 
date, patients who had no records of hospital visits within 
365 days before the prescription date, and patients for whom 
data errors make recognition impossible. The collected items 
are shown in Table 2.
 Learning was conducted using daily average dose, changes 
in vital signs, total dose, and duration of dose, which were 
calculated by extracting data from the CDM. The duration of 
the dose was calculated based on the start and the end dates 
of the steroid prescription for each patient. The total dose 

was calculated as the cumulative dose during this period, 
and the average daily dose was calculated over the same pe-
riod. We also divided the duration of steroid use into short, 
intermediate, and long-acting intervals using 90-day inter-
vals. Moreover, changes in vital signs were checked when 
the steroid was injected. The predicted outcomes were bone 
fracture, osteonecrosis, and osteoporosis. For each disease, 
positive patients were labeled “true” and negative patients 
were labeled “false.” 

3. Machine Learning Model
Using the pre-processed data, each client trained the artifi-
cial neural network. Seventy percent of the data from each 
institution was used for training, and 30% was used for test-
ing. For performance evaluation, the area under the receiver 

Aggregation server Feedernet CDM

Request login

Return token

Check user information

Loop [Round]

Upload research script

Run research script

Script run

Read data

Result save & finishing

Check research status

Request result list

Return result file list

Download result file

Return file

RedAVG & update
global weight

[Research status check]

Check research status

Return research status

Loop

Figure 1.  Federated learning sequence diagram.
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operating characteristic curve (AUROC) was calculated in 
the verification phase. 
 The model used for training consisted of a total of three 
layers, including an input layer, a fully connected layer, and 
an output layer, which applied the sigmoid activation func-
tion. Training was performed in 100 iterations.
 For FL, federated averaging was performed using “coef_,” 
which denotes the coefficient in the decision function, and 
“intercept_,” which refers to the intercept value in the deci-
sion function, among the hyperparameters generated as a 
result of learning. Nineteen rounds of learning were con-
ducted.

III. Results

The total number of patients for whom data were collected 
was 11,058 at KHMC and 28,596 at AUH. The numbers of 

cases of bone fracture, osteonecrosis, and osteoporosis were 
459, 65, and 1,122 at KHMC and 284, 34, and 777 at AUH, 
respectively. Detailed information on the numbers of pa-
tients is shown in Table 3.
 As a result of learning using only data from each institu-

Table 3. Number of patients queried in each CDM

CDM Diagnosis
Outcomea)

False True

KHMC  
(n = 11,058)

Bone fracture 10,599 459 (4.15)
Osteonecrosis 10,993 65 (0.59)
Osteoporosis 9,936 1,122 (10.15)

AUH  
(n = 28,596)

Bone fracture 28,312 284 (0.99)
Osteonecrosis 28,562 34 (0.12)
Osteoporosis 27,819 777 (2.72)

Values are presented as number of patients (%).
CDM: common data model, KHMC: Kyung Hee University 
Medical Center, AUH: Ajou University Hospital.
a)For each disease, positive patients were labeled “true” and nega-
tive patients were labeled “false.”

Table 4. Learning results, expressed as AUROCs, using each insti-
tution’s data

CDM Diagnosis AUROC

KHMC Bone fracture 0.8426
Osteonecrosis 0.692
Osteoporosis 0.7727

AUH Bone fracture 0.7891
Osteonecrosis 0.7049
Osteoporosis 0.7544

AUROC: area under the receiver operating characteristic curve, 
CDM: common data model, KHMC: Kyung Hee University 
Medical Center, AUH: Ajou University Hospital.

Table 5. Learning results expressed as AUROCs using federated 
learning

CDM Diagnosis AUROC

KHMC Bone fracture 0.8260 (–1.9%)
Osteonecrosis 0.7001 (+1.16%)
Osteoporosis 0.7978 (+0.27%)

AUH Bone fracture 0.7912 (+2.7%)
Osteonecrosis 0.8076 (+14%)
Osteoporosis 0.7441 (–1.3%)

AUROC: area under the receiver operating characteristic curve, 
CDM: common data model, KHMC: Kyung Hee University 
Medical Center, AUH: Ajou University Hospital.

Table 2. Collected items

Category Description

Collection item Gender, age, diagnosis
Drugs taken, duration of drugs, dosage, usage
Visit date, period and number of visits 
Treatment details, period, method

Classification of  
steroid use groups

According to steroid potency, it is classified into short, intermediate, and long-acting, and each drug 
is applied in clinical practice.

A cohort will be established according to each drug and group.
Classification of  

steroid usage
Difference in potency of each drug, the potency is calculated based on the prednisolone, which is a 

commonly used drug, and the cumulative dosage and daily average dose of the drug are calculated.
Investigate the number of cohorts according to the calculated results and construct cohorts by divid-

ing groups into 1:9 or 2:8 combinations.
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tion, for bone fracture, osteoporosis, and osteoporosis, the 
AUROCs were 0.8426, 0.6920, and 0.7727, respectively, for 
KHMC, and 0.7891, 0.7049, and 0.7544 for AUH, respec-
tively. Details are shown in Table 4.
 The results of 19 rounds of FL for bone fracture, osteone-
crosis, and osteoporosis are shown in Table 5. For KHMC, 
the AUROCs were 0.8260, 0.7001, and 0.7978, showing 
changes of –1.9%, +1.16%, and +0.27%, respectively, while 
the AUROCs for AUH were 0.7912, 0.8076, and 0.7441, 
showing changes of +2.7%, +14%, and –1.3% respectively. 

IV. Discussion

The results of this study showed that FL improved the over-
all performance of disease prediction compared to using 
only data from each institution. For KHMC, performance 
was improved by 1.16% and 0.27% for osteonecrosis and 
osteoporosis, respectively. For AUH, performance was im-
proved by 2.7% and 14% for bone fracture and osteonecrosis, 
respectively. In particular, the performance for osteonecrosis 
significantly improved by 1.16% at KHMC and 14% at AUH. 
Considering the small number of positive data points for 
osteonecrosis, it can be seen that the performance was sig-
nificantly improved by incorporating data from both institu-
tions in the learning process. In some cases, the performance 
was low; an explanation for this may be that the model we 
used had only one fully connected layer, so the convergence 
was insufficient for a relatively large number positive data 
points. To solve this, conducting more rounds of iteration or 
training a complex model using more layers would seem to 
be required.
 Since FL through FeederNet is performed in an indepen-
dent virtual environment, the risk of personal information 
leakage is quite low. In addition, the server collects only nu-
meric weights; therefore, it is impossible to guess the original 
data. These aspects of FL make it possible to conduct multi-
institution research using medical data dealing with sensi-
tive information and have the major advantage of protecting 
personal information.
 We demonstrated that the FL platform designed through 
experiments worked well in a distributed research envi-
ronment. In particular, in the past, statistical analysis was 
frequently performed using OMOP-CDM, but it has been 
demonstrated that FL enables artificial intelligence learning 
using multi-institution OMOP-CDM. Based on this study, 
we think that this method will provide an opportunity for 
more active multi-institutional research using medical data 
through FL in the future.
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